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The major goal of this research is to see how carbon nanotubes and silica fume affect the durability and mechanical qualities of
high-performance concrete (HPC). Mechanical properties, such as split tensile strength, compressive strength, elasticity modulus,
and flexural strength, and durability properties like water absorption, abrasion, chloride penetration, acid, and sea water
resistance, impact resistance of HPC consisting silica fume (SF), and carbon nanotubes (CNT) were examined in this study.
Varied trail combinations with different proportions of CNT and SF admixtures were created for this reason. Portland cement
was partially replaced with 1 percent, 1.5 percent, 2 percent, and 3 percent CNT, while SF was substituted with 5 percent, 7.5
percent, and 10 percent. Both CNT and SF outperform conventional concrete in terms of mechanical and durability attributes,
according to the findings. CNT produces superior results than SF due to its smaller size.

1. Introduction

In India, concrete is the most extensively used building
material, with annual use of more than 1000 lakhm3. It is
generally recognized that traditional concrete fails to satisfy
numerous functional criteria such as permeability, environ-
mental resistance, frost resistance, and thermal cracking.
As a result, additional material developments have been pro-
duced. To meet the current demand, it is thought essential to
increase the performance and strength of concrete using
appropriate admixtures. HPC has gained popularity in con-
struction because to its improved mechanical qualities and

endurance. It is generally understood that admixtures such
as CNT, SF, nanosilica (NS), fly ash (FA), and ground gran-
ulated glass blast-furnace slag (GGBS) are required for the
manufacturing of HPC. These admixtures can increase one
or both of concrete’s durability and strength attributes [1].

HPC is a type of concrete with the best qualities in the
fresh and hardened concrete stages. HPC is considerably bet-
ter than traditional concrete because the components in
HPC contribute to the different qualities most effectively and
efficiently. It contains concrete that offers significantly higher
structural capacity while maintaining appropriate durability
or substantially better resistance to environmental impacts
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(durability in service). Nanotechnology is a burgeoning topic
of study with applications in various fields. To improve the
performance of nanocomposites, only a minimal amount of
nanomaterial is required. Fibers are introduced into the
cementitious matrix to overcome these flaws, and the applica-
tion of this microfiber reinforcement improves the mechanical
characteristics of cement-based products. This microfiber
addition will assist to postpone the onset of microcracks, but
it will not stop them from forming. This problem can be
solved by including nanofibers or nanoparticles in cement. It
has paved the way for the development of “nanoengineered
ultra-high-performance materials” and the development of a
new era of “crack-free materials.” Conventional concrete will
be transformed into a self-monitoring, crack-resistant, multi-
purpose smart material.

One of the most significant components in improving
the microstructure of concrete is silica. In concrete, adding
microsilica pozzolan gives the greatest results. This sub-
stance is made of 0.01 millimeter spherical grains that
include 90% percent amorphous silica. Because it has a
larger percentage of amorphous silica (greater than 99 per-
cent) and smaller particles, its performance can be better
than microsilica (1-50 nanometer). Compared to other poz-
zolan, it has the smallest particle size and the highest amount
of amorphous silica, so its reactivity should be stronger.
Because of its great reactivity, its usage is substantially lower
than others’.

The goal of this study is to look at the mechanical and
durability qualities of M60 grade HPC after replacing 1 per-
cent, 1.5 percent, 2 percent, and 3 percent of the mass of

Figure 1: Silica fume.

Table 1: Physical features of SF.

Property Value

Specific gravity 2.22

Bulk density 480–720 kg/m3

Surface area 13,000–30,000m2/kg

Particle size <1 μm
Fineness modulus 20,000m2/kg

Bulk modulus 240 kg/m3

Colour Dark grey

Table 2: Chemical features of SF.

Oxides Percentage

SiO2 92.1

Al2O3 0.5

Fe2O3 1.4

CaO 0.5

MgO 0.3

K2O 0.7

Na2O 0.3

SO3 0.17

C 0.5-1.4

S 0.1-2.5

Loss of ignition (C+S) 0.7-2.5

Table 3: Properties of fine aggregate.

Specific gravity 2.66

Fineness modulus 2.7

Bulk density 1.65 kg/m3

Type of sand Medium sand (zone 2)

Table 4: Superplasticizer properties.

Appearance Light brown liquid

Relative density 1:08 ± 0:01 at 25°C
pH >6
Chloride ion content <0.2%

Table 5: Mix proportions of trial mixes.

S.
no.

Identification
of mix

Replacement
of CNT (%)

Replacement
of SF (%)

Superplasticizer
(%)

1 Normal mix — — 0.4

2 1 CNT 1 — 0.4

3 1.5 CNT 1.5 — 0.45

4 2 CNT 2 — 0.5

5 3 CNT 3 — 0.6

6 5 SF — 5 0.5

7 7.5 SF — 7.5 0.7

8 10 SF — 10 0.8

Table 6: Results of workability tests.

Identification
of mix

Superplasticizer
(%)

Workability in terms of
Slump
(mm)

Compaction
factor

Vee-bee
(secs)

Normal mix 0.4 56 0.95 4.3

1 CNT 0.4 29 0.83 22.4

1.5 CNT 0.45 32 0.85 20.4

2 CNT 0.5 35 0.88 17.2

3 CNT 0.6 39 0.9 12.5

5 SF 0.5 26 0.8 18.2

7.5 SF 0.7 38 0.88 11.1

10 SF 0.8 45 0.93 10.2

2 Adsorption Science & Technology



cement with CNT and 5 percent, 7.5 percent, and 10 percent
of mass of cement with SF at a fixed water to binder (W/B)
ratio, i.e., 0.31. This study is aimed at discovering the opti-
mum amount of CNT and SF for cement substitution that
would offer HPC exceptional durability and mechanical
properties.

2. Literature Review

Wille and Loh studied the influence of CNT on the fresh and
rheology characteristics of cement paste and mortar [2]. The
influence of amorphous CNT particles added in cement
pastes is investigated. Rheological experiments reveal after
75 minutes of mixing, mortar containing 2.5 percent by
weight CNT has inadequate flowability to be monitored con-
tinuously in a Viskomat PC viscometer. Compared to plastic
viscosity, the effect of CNT concentration on yield stress is
more noticeable. When CNT was added, the spread, setting
time, and time to achieve maximum temperature all lowered
by 33 percent, 60 percent, and 51.3 percent, compared to
specimens that did not have CNT. After 9 hours, X-ray dif-
fraction in the sample containing 2.5 weight percentage
CNT reveals the existence of calcium hydroxide. When

CNT is introduced, the air content increases by 79 percent
but the apparent density decreases by 2.4 percent.

Elahi et al. [3] investigated the mechanical and long-
term durability of HPC adding extra cementitious materials.
The compressive strength was used to evaluate the mechan-
ical features, while the electrical resistivity, chloride diffu-
sion, water absorption, and air permeability were used to
study the durability characteristics. The kind and amount
of extra cementitious materials were among the test variables
(GGBS, FA, and SF). GGBS, FA, and SF were used to substi-
tute portland cement up to 70 percent, 40 percent, and 15
percent, respectively. According to the findings, in terms of
bulk resistivity and strength development, SF outperforms
other supplemental cementitious materials. The mixes com-
prising GGBS, FA, and SF performed the best of all the
mixes to resist chloride diffusion. Permeation findings were
favourable in the mix including FA. All of the ternary mixes
have produced HPC with good durability.

Coppola et al. [4] published a research that compared
the impacts of CNT and NS in concrete. The local mechan-
ical characteristics of cement pastes with 0 percent and 15
percent CNT replacement were measured using nanoinden-
tation and scanning probe microscope imaging. The
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presence of pozzolanic reaction is demonstrated by a
decrease in volume percentage of Ca(OH)2 in sample con-
taining CNT. NS considerably enhances the durability of
concrete, according to a parallel investigation of cement
pastes containing NS. The impacts of NS on cement paste
nanostructure are described in this paper and their impact
on concrete durability. According to the nanoindentation
investigation, the volume percentage of the high-stiffness
calcium silicate hydrate (C-S-H) gel rose dramatically with
the addition of NS. The findings of nanoindentation on
cement paste samples containing equivalent amounts of
CNT and NS are compared. CNT samples contained about
double the quantity of high-stiffness C-S-H as NS samples.
The volume proportion of high-stiffness C-S-H was as high
as 50% in samples containing 15 percent CNT.

Lu et al. [5] studied the impact of polypropylene fibers
on physical and mechanical characteristics of CNT mortars.
Four fiber fractions 0 percent, 0.1 percent, 0.3 percent, and
0.5 percent are taken. In the first phase of the research, 6
batches were made to determine the optimal quantity of
CNT in regular cement mortar. In the second stage, 0.1 per-
cent, 0.3 percent, and 0.5 percent polypropylene fibers were
added to the ordinary and optimum mixtures selected in the
first stage, to determine the impact of the polypropylene
fibers on the shrinkage and strength properties. According

to the findings, using polypropylene fibers in the cement
matrix resulted in a small increase in flexural and compres-
sive strength. The influence of increasing the fiber content to
mechanical strength was negative. The inefficient dispersion
of polypropylene fibers in mortar, which increases pore vol-
ume and causes additional micro flaws in the cement matrix,
might be one explanation for this result. The addition of
CNT particles boosted the efficiency of the fiber reinforce-
ment in terms of mechanical strength. This might be owing
to a decrease in internal porosity, particularly in the fiber/
matrix transition zone, which has a greater contact surface
and thus friction between 2. The addition of CNT to mortars
reduced water absorption. The inclusion of CNT in the
cement matrix enhanced the dying shrinkage of mortar.
Fiber reinforcing in cement mortar might help to mitigate
this impact. However, using a high fiber content (more than
0.3 percent) did not affect shrinkage strain.

The mechanical characteristics of concrete containing
CNT and NS were examined by Hawreen and Bogas [6].
This study is aimed at looking at the impact of adding NS
to regular concrete and compare it to CNT. CNT and NS
are partly replaced with cement in this study by 2 percent,
4.5 percent, and 7.5 percent cubic samples of 10 cm with
breaking three samples from each plan for seven compres-
sive strength experiment mixtures aged 3, 7, 28, 90, and
180 days. In primary ages, the importance of CNT in com-
pressive strength is inferred. However, as time passes, this
decreases, and its peak activity is between 7 and 28 days
old. They discovered that adding 3 to 12 percent CNT to
mortar increases its strength by three to four times.

The influence of CNT on the mechanical characteristics
and microstructure of cement mortar was studied by Baloch
et al. [7]. The impact of the size and amount of CNT parti-
cles on the mechanical characteristics and microstructure
of manufactured cement mortar are examined in this work.
The measurements are taken on the 7th day after the cement
mortar is produced. Compared to the pure cement mortar,
the cement mortar incorporating CNT had improved
mechanical qualities. Because the manufacturing procedure
utilized here resulted in a uniform spreading of CNT in
cement, its mechanical characteristics improved even when

Table 7: Results of compressive strength.

Identification of
mix

Average compressive strength (N/mm2)
1st

day
3rd

day
7th

day
28th

day
56th

day
90th

day

Normal mix 12.6 37.1 38.8 62.4 64.9 67.4

1 CNT 18 40 46 67 70.2 70.5

1.5 CNT 21.5 44 48.3 69 70.7 71.9

2 CNT 22 48 52.6 72.1 73.2 78.9

3 CNT 21.9 48.4 51.7 70.2 71 72.9

5 SF 13.3 40.1 44 63.9 74.7 77.1

7.5 SF 13.7 42.6 46.2 69 76.7 78.3

10 SF 16.1 38.7 45.7 64.6 75.2 77.9
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just 1% CNT were added. In other words, adding a critical
quantity of CNT enhanced the compressive strength. The
addition of CNT to regular cement mortar improves its
mechanical qualities (compressive, flexural, and tensile
strengths).

The influence of CNT on concrete with ordinary cement
and ordinary cement + Class F fly ash binders was examined
in this study. Hawreen and Bogas [8] studied the character-

istics of CNT-infused concrete. In terms of strength develop-
ment, reactivity, densification of the interfacial transition
zone, and pore refinement mixes including CNT showed sig-
nificant improvement. The enormous surface area of CNT
particles, which has pozzolanic and filling effects on the
cementitious matrix, is primarily responsible for this
enhancement. According to microstructural and thermal
studies, the impact of filler and pozzolanic effects on pore
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structure improvement was shown to be dependent on the
dose of CNT.

Electrical resistivity, water absorption, and chloride pen-
etration of HPC incorporating NS and SF were studied by
Jalal et al. [9]. This work explored the durability-related
aspects of high strength self-compacting concrete incorpo-
rating NS and SF, including electrical resistivity, water
absorption, and chloride penetration. Varied combinations
with different SF and NS admixtures are created for this pur-
pose. Microsilica, NS, and a combination of micro- and
nanosilica are used to substitute portland cement in varied
proportions of 10 percent, 2 percent, and 10 percent + 2
percent, respectively. The influence of binder content on
concrete qualities is also explored using different binder con-
tents. Capillary absorption, water absorption, resistivity
tests, and chloride ion percentage are used to assess durabil-
ity attributes. The findings demonstrate that in combina-
tions including admixtures, such as a blend of SF and NS,
capillary absorption, water absorption, and chloride ion per-
centage, all fell dramatically. The admixtures boosted the
resistivity of the self-compacting concrete mixes, which
might reduce corrosion risk.

The influence of W/C ratio on permeability, porosity,
and abrasive strength of CNT concrete was studied by Haw-
reen et al. [10]. This study is aimed at seeing how the water-
cement ratio affects the porosity, abrasive strength, and coef-
ficient of hydraulic conductivity of CNT concrete. The
water-cement ratios directly or indirectly affect abrasion
resistance, porosity, efficiency, and other properties. When
CNT was combined with cement mortar, it resulted in an
upgraded concrete with great strength and abrasion resis-
tance. The water-cement ratios were adjusted in this study
to analyze and assess concrete specimens’ abrasive and com-
pressive strength. The water-cement ratios in the mixture
ranged from 0.33, 0.36, 0.4, 0.44, and 0.5 in the produced
concrete samples, which contained 3 percent CNT. In all
concrete samples, the other components of the mixture were
kept constant. The abrasion strength of concrete was
enhanced by 36 percent by lowering the W/C ratio from
0.5 to 0.33. The hydraulic conductivity coefficient of con-
crete decreases from 31:71 × 1015 to 2 × 1015 m/sec when
the W/C ratio is decreased from 0.5 to 0.33. In addition,
the concrete’s porosity was lowered, and the W/C ratio
was decreased from 0.5 to 0.33. The abrasion depth

decreased as the W/C ratio grew from 0.33 to 0.5 for silica
fume and natural pozzolanas on sulfuric acid.

The characteristics of concrete adding SF and NS were
given by Tavakoli and Heidari [11]. The study looks at the
usage of NS and SF in concrete simultaneously. To achieve
this, SF in concentrations of 5 and 10% and NS in concentra-
tions of 0.5 and 1% were substituted with cement and a total
of eight mixture designs were used to conduct compressive
strength and water absorption tests. Compared to the con-
trol sample, using both 10 percent SF and 1 percent NS as
a cement substitute resulted in a 42.2 percent improvement
in compressive strength. Furthermore, it was discovered that
using these components simultaneously had a greater impact
than using them separately. Finally, the findings revealed
that employing such components enhances concrete quality.

3. Materials Used in HPC

3.1. Cement. The cement utilized in this investigation was 53
grade ordinary portland cement, often used in the construc-
tion sector. The physical characteristics of cement were
determined using a pycnometer and Vicat’s apparatus, as
per IS 12269:1987 (reaffirmed 2004). The results show that
cement’s specific gravity, initial, final setting time, and stan-
dard consistency are 3.12, 125min, 281min, and 32%,
respectively.

3.2. Silica Fume. For many years, SF has already been
employed worldwide in the construction of high-strength,
long-lasting concrete. Both fresh and hardened concretes
benefit from the addition of SF. SF is a by-product of the
smelting process in silicon and ferrosilicon industries. At
high temperatures approximately 2,000°C, the reduction of
high-purity quartz to silicon produces SiO2 vapours, which
oxidize and condense in the low-temperature zone to micro-
scopic particles. The SF is indicated in Figure 1.

Tables 1 and 2 show SF physical and chemical features.

3.3. Carbon Nanotubes. CNTs are a relatively new addition
to the concrete industry as a nanoscale reinforcement. These
materials are single-walled or multiwalled hollow cylinder
graphite sheets [12]. In this study, multiwalled carbon nano-
tubes were used. With Young’s modulus of one TPa, these
materials have a high rigidity. It has a tensile strength of
above 100GPa and can endure strain elongation of up to
15%-16% [13]. It also offers greater adsorption capabilities
due to its larger specific area (approx. 1000m2/g). CNT acts
in cement-based composites because it increases the interfa-
cial contact area and efficiently stabilizes the concrete
mixture.

3.4. Coarse Aggregate. The aggregate strength and the bind-
ing between the aggregate and paste become crucial consid-
erations in HPC. Crushed-stone aggregates have a greater
compressive strength than gravel aggregate in concrete.
Crushed aggregate with a size of 12.5mm and an angular
form was employed in this investigation.

Table 8: Split tensile strength of concrete at the 28th day.

Identification of
mix

CNT
(%)

SF
(%)

Split tensile strength (N/
mm2)

Normal mix 0 0 5.78

1 CNT 1 0 6.6

1.5 CNT 1.5 0 6.83

2 CNT 2 0 7.21

3 CNT 3 0 7

5 SF 0 5 6.30

7.5 SF 0 7.5 7.25

10 SF 0 10 6.89
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3.5. Fine Aggregate. According to the IS:2386 (Part-3):1963
limitations, the fine aggregate was examined. Table 3 give
the properties of fine aggregates.

3.6. Water.Water is a significant component of cement paste
because it participates chemically in the events that lead to
the formation of the hydration product, C-S-H gel. The
binding activity of C-S-H gel is primarily responsible for
the strength of cement paste. The compatibility of the pro-
vided cement with the chemical and mineral admixtures
and the water used for mixing is critical for HPC. The qual-
ity and quantity of water must be constantly monitored.

3.7. Superplasticizer. Chemical admixtures like superplastici-
zers, water reducers, and retarders are required. They assist
in getting the least practicable W/B ratio by making better
use of enormous quantities of cement in HPC.

GLENIUM B233 polycarboxylic ether based super-
plasticizer is employed in this work. Table 4 lists the charac-
teristics of GLENIUM B233. The product was designed par-
ticularly for use in HPC applications that demand excellent
workability, performance, and durability. GLENIUM B233
keeps rheoplastic concrete workable for more than 45
minutes at +25°C. Temperature and the kind of cement,
the manner of transport, the nature of aggregates, and start-
ing workability all influence workability loss. Trial mixes
should be used to find the best dose of GLENIUM B233.

4. Experimental Investigations

4.1. Proportion of Mix Achieved by Phase I. Various mixes
for M60 grade are determined using the ACI [14] technique
of mix design. The mix percentage is determined by testing
both fresh and hardened concretes based on the trail mixes.
The compressive strength and workability tests are used to
determine the mix percentage. The final mix percentage for
partial cement replacement by SF of 5 percent, 7.5 percent,
and 10 percent and CNT of 1 percent, 1.5 percent, 2 percent,
and 3 percent is chosen to achieve both compressive
strength and workability of concrete. With a W/B ratio of
0.31, the mix percentage obtained from the trail mixes is
1 : 0.82 : 2.07.

4.2. Mix Proportions for Replacement. At a steady water-
binder ratio of 0.31, the cement was partially substituted
with CNT by 1 percent, 1.5 percent, 2 percent, and 3 percent
and SF by 5 percent, 7.5 percent, and 10 percent, based on
the mix proportions determined in phase I. For the M60
grade, a total of 7 trail mixes have arrived. A polycarboxylic
ether-based superplasticizer is utilized in all of the combina-
tions above to make workable concrete. The amount of
superplasticizer used varies by % to obtain the desired
slump. Table 5 shows the varying percentages of CNT and
SF replacement.

The details of concrete specimens cast for the M60 grade
of HPC mixes are as follows:

(i) 144 nos. of cube specimen of size 100 × 100mm
(ii) 28 nos. of cylindrical specimens of size 150mm ×

300mm
(iii) 32 nos. of cylindrical specimens of size 100mm ×

200mm
(iv) 21 nos. of prisms of size 100mm × 100mm × 500

mm
(v) 21 nos. of cylindrical specimens of size 150mm ×

63mm
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Figure 7: Split tensile strength variation at the 28th day.

Table 9: Concrete flexural strength at the 28th day.

Identification of
mix

CNT
(%)

SF
(%)

Flexural strength (N/
mm2)

Normal mix 0 0 7.5

1 CNT 1 0 8.0

1.5 CNT 1.5 0 8.5

2 CNT 2 0 10.5

3 CNT 3 0 9

5 SF 0 5 8

7.5 SF 0 7.5 9.5

10 SF 0 10 9
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(vi) 21 nos. of cylindrical specimens of size 70mm ×
70mm × 35mm

(vii) 42 nos. of cube specimens of size 150mm

5. Results and Discussions

5.1. Workability of Concrete. The results of workability tests
on fresh concrete such as the compaction factor test, vee-bee
consistometer test, and slump test were done according to
BIS [15] requirements, and the results are displayed in
Table 6.

For all of the mixtures, theW/B ratio was kept consistent
at 0.31. The test findings show that increasing the superplas-
ticizer content improved the workability of concrete when
CNT and SF were largely replaced for cement. Workability
is reduced because of the inclusion of CNT and microsilica
with a high specific surface area. To maintain a consistent
slump, such an impact may increase water use. To keep
water demand equivalent to that of the control, superplasti-
cizers should be dosed by weight of CNT and microsilica.
Figures 2–4 depict the variance of workability test results.

5.2. Concrete Compressive Strength. Compressive strength
tests were performed on cube specimens at various ages
including 1, 3, 7, 28, 56, and 90 days, and the findings are
presented in Table 7.

When CNT and SF are introduced to concrete, the com-
pressive strength of the mixture changes dramatically. This
is mostly owing to improved aggregate-paste bonding and
microstructure. The test findings show that when CNT is
partially replaced with cement, the compressive strength of
concrete is enhanced at an earlier age. The blend containing
3 percent CNT and 7.5 percent SF yielded the highest com-
pressive strength. The synthesis of C–S–H was generated by
the interaction of CNT and SF with calcium hydroxide cre-
ated during the hydration of cement. It was partly because
of the filling role of very tiny CNT and SF particles. Further-
more, early compressive strength gains were lower in con-
crete containing various amounts of SF. Figures 5 and 6
demonstrate the fluctuation in compressive strength for a
mix including CNT and SF at various ages.

5.3. Split Tensile Strength. Table 8 shows the split tensile
strength of concrete containing CNT and SF after 28 days
of testing.

According to the test findings, the split tensile strength
improved steadily as the % of CNT content was raised.
When SF was partially replaced, however, the split tensile
strength was raised until it reached 7.5 percent replacement,
after which it was lowered. The variation of split tensile
strength for the mix containing CNT and SF is shown in
Figure 7.
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Figure 8: Variation of flexural strength at the 28th day.

Figure 9: SEM image.

Table 10: Modulus of elasticity of concrete at the 28th day.

Identification of
mix

CNT
(%)

SF
(%)

Modulus of elasticity (N/
mm2)

Normal mix 0 0 45000

1 CNT 1 0 55000

1.5 CNT 1.5 0 68000

2 CNT 2 0 77000

3 CNT 3 0 71000

5 SF 0 5 50000

7.5 SF 0 7.5 68000

10 SF 0 10 60000
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5.4. Flexural Strength. Table 9 shows the concrete flexural
strength test results on the 28th day.

The variation of the flexural strength concrete contain-
ing CNT and SF is depicted in Figure 8.

Compared to splitting tensile strength, adding CNT and
SF to the concrete significantly influences flexural strength.
Even extremely high percentages of CNT and SF boost flex-
ural strengths dramatically. It was also discovered that the
flexural strength increased steadily when the SF replacement
% was increased.

5.5. Adsorption Characteristics of Carbon Nanotubes. A
micrograph of shattered concrete species was seen after the
compressive strength test at 28 days. The CNT samples with
dispersion with other components may be observed. The
CNT samples, as well as SF samples, are visible in Figure 9.
A closed cluster of CNT can be seen in some parts of the
micrograph.

5.6. Modulus of Elasticity of Concrete. The test results of the
modulus of elasticity of concrete containing CNT and SF are
shown in Table 10.

The slope of a stress-strain curve formed during com-
pressive testing on a sample of the material can be calculated
experimentally. According to the test findings, the concrete
elastic modulus was raised for the concrete containing
CNT and SF. The rise in Young’s modulus of CNT-
containing concrete is greater than that of SF-containing
concrete due to the higher specific surface. Figure 10 depicts
the modulus of elasticity change for CNT and SF mixes.

Strain curve under monotonic loading and cyclic loading
are shown in Figure 11.

5.7. Saturated Water Absorption. Table 11 shows the satura-
tion water absorption test results for HPC trail mixes at the
ages of 28 and 90 days.

On the 28th and 90th days, the trail mixes’ saturation
water absorption varied from 1.5 to 1.65%. The Concrete
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Figure 10: Variation of modulus of elasticity.
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Society of the United Kingdom describes that concrete with
a saturated water absorption limit of roughly 3%, as excellent
concrete. This indicates that the performance of CNT and SF
in filling the pores in the concrete was excellent due to their
particle size. According to the test findings, the combination
CNT 3 and SF 10 has the lowest saturated water absorption
value [16].

5.8. Porosity. The porosity test results at the 28th and 90th

day for the various HPC trail mixes are given in Table 12.
The effective porosities for the trail mixes at the 28th day

are ranged from 2.31 to 2.53 percent. The results show that
the effective porosity value is lower for the mix containing
3% of CNT and 10% of SF [17]. This was due to the micro-
filling effect of CNT and SF, and it concludes that CNT and
SF have a good durability characteristic [18].

5.9. Sorptivity. The test results of sorptivity are given in
Table 13 for HPC trail mixes at the age of 28 days.

The results are varied from 0.05 to 0.08 for both CNT
and SF replacements. The test results can be concluded that
CNT replacement performs better than the SF [19].

5.10. Rapid Chloride Permeability Test. Table 14 shows the
results of the rapid chloride permeability test on the 28th
day for the various HPC trail mixes.

The test results show that the lowest amount of charge is
passed for the specimens containing 3% of CNT and 10% of
SF [20]. The charges that passed through the specimens are
ranged from 550 to 1050 coulombs [21]. The chloride pene-
tration resistance is much higher for the mix containing 3%
of CNT and 10% SF [22]. The charges that passed through
the conventional concrete are higher than the HPC mix con-
taining CNT and SF. This is due to the pozzolanic reactivity
and microfilling effects of CNT and SF [23].

5.11. Acid Resistance. The test results of acid resistance are
shown in Table 15 for the various HPC trail mixes at the
age of 28 days.

The percentage loss in weight for the mixes containing
CNT ranges from 0.3 to 0.35 and for SF ranges from 0.43
to 0.56 [24]. The test results show that the CNT performs
better than the SF against acid attack [25].

Table 11: Saturated water absorption test results.

Identification of mix CNT (%) SF (%)
Saturated water
absorption (%)

28th day 90th day

Normal mix 0 0 1.656 1.652

1 CNT 1 0 1.59 1.551

2 CNT 2 0 1.565 1.519

3 CNT 3 0 1.517 1.51

5 SF 0 5 1.586 1.576

7.5 SF 0 7.5 1.553 1.591

10 SF 0 10 1.541 1.576

Table 12: Results of porosity.

Identification of mix CNT (%) SF (%)
Effective porosity

(%)
28th day 90th day

Normal mix 0 0 2.534 2.529

1 CNT 1 0 2.413 2.411

2 CNT 2 0 2.316 2.312

3 CNT 3 0 2.312 2.309

5 SF 0 5 2.514 2.510

7.5 SF 0 7.5 2.418 2.412

10 SF 0 10 2.396 2.391

Table 13: Results of sorptivity.

Identification of mix CNT (%) SF (%)
Sorptivity (mm/min)0.5

28th day

Normal mix 0 0 0.085

1 CNT 1 0 0.073

2 CNT 2 0 0.06

3 CNT 3 0 0.05

5 SF 0 5 0.081

7.5 SF 0 7.5 0.064

10 SF 0 10 0.053

Table 14: Rapid chloride permeability results.

Identification
of mix

CNT
(%)

SF
(%)

Charge passed as per
ASTM equivalent

(coulombs)

Chloride ion
penetrability

Normal mix 0 0 1368 Low

1 CNT 1 0 917.1 Very low

2 CNT 2 0 982.8 Very low

3 CNT 3 0 1053 Low

5 SF 0 5 909 Very low

7.5 SF 0 7.5 881.1 Very low

10 SF 0 10 558.9 Very low

Table 15: Acid resistance test results.

Identification of mix CNT (%) SF (%)
Acid resistance

Loss in weight (%)

Normal mix 0 0 0.39

1 CNT 1 0 0.3

2 CNT 2 0 0.35

3 CNT 3 0 0.3

5 SF 0 5 0.56

7.5 SF 0 7.5 0.45

10 SF 0 10 0.43
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5.12. Sea Water Resistance. The results of sea water resis-
tance are shown in Table 16 for the various trail mixes of
HPC at the age of 28 days.

The percentage loss in weight for CNT ranges from 0.5
to 0.7 and for SF is 0.4 to 0.7 [26]. The test results have been
observed that the HPC trail mixes have high resistance
against sea water. Especially for 1% of CNT and 10% of SF,
they are less attacked by the sea water [27].

5.13. Abrasion Resistance. The results of abrasion resistance
also shown in Table 17 for various trail mixes of HPC at
the age of 28 days.

The average loss of thickness for the HPC mix contain-
ing CNT ranges from 0.29 to 0.42mm and for SF ranges
from 0.35 to 0.67mm [28]. Thus, the mixes containing
CNT showed less average thickness loss than those contain-
ing SF [29]. Both CNT and SF have high abrasion resistance
than the normal mix concrete [30].

5.14. Impact Resistance. The impact resistance tests are given
in Table 18 for the HPC trail mixes at the age of 28 days.

Due to admixtures like SF and CNT, the concrete was
well packed. The average number of drops at failure for the
mixes is ranged from 305 to 402. The mix containing 3%
of CNT shows better resistance than the other mixes. The
impact resistance of the concrete is increased due to the con-
version of calcium hydroxide to the calcium hydrates by
CNT and SF in the concrete.

6. Conclusions

From the acquired experimental data, the following conclu-
sions may be drawn:

(i) The HPC mixes require more water due to the spe-
cific surface area and particle size of SF and CNT.
The superplasticizer dose is adjusted from 0.4 to
0.8 percent by weight of cement to produce the
desired workability

(ii) When utilizing SF, the superplasticizer dose is
greater than when using CNT

(iii) The average compressive strength at 28 days rose
by 1.41 percent, 1.8 percent, 2.2 percent, and 2 per-
cent for the mixes containing 1 percent, 1.5 per-
cent, 2 percent, and 3 percent of CNT,
respectively. At the 56th and 90th days, the com-
pressive strength increases

(iv) The average cube compressive strength increases
until it reaches 2 percent of CNT, which begins
to decline. As a result, predicting the optimal
CNT replacement content is challenging

(v) The average compressive strength at 28 days rose
by 1.2 percent, 1.5 percent, and 0.8 percent for
the mixes containing 5 percent, 7.5 percent, and
10 percent of SF, respectively

(vi) The flexural strength and split tensile strength of
the mix comprising 1 percent, 1.5 percent, 2 per-
cent, and 3 percent CNT are rising up to 2 percent
CNT. The flexural strength and split tensile
strength of the mix including SF only increase up
to 7.5 percent SF

(vii) Concrete having CNT has a greater elasticity mod-
ulus than concrete containing SF. Substantial
deformation increases in a linear fashion

(viii) Porosity, sorptivity, and water absorption are
lower in trail mixes with the CNT substitution
than in SF. This suggests that the size of the CNT

Table 16: Sea water resistance test results.

Identification of mix CNT (%) SF (%)
Sea water resistance
Loss in weight (%)

Normal mix 0 0 0.86

1 CNT 1 0 0.5

2 CNT 2 0 0.60

3 CNT 3 0 0.7

5 SF 0 5 0.7

7.5 SF 0 7.5 0.52

10 SF 0 10 0.4

Table 17: Abrasion resistance test results.

Identification of
mix

CNT
(%)

SF
(%)

Abrasion resistance
Average loss of thickness

(mm)

Normal mix 0 0 0.92

1 CNT 1 0 0.42

2 CNT 2 0 0.35

3 CNT 3 0 0.29

5 SF 0 5 0.67

7.5 SF 0 7.5 0.48

10 SF 0 10 0.35

Table 18: Impact resistance test results.

Identification
of mix

Average
number
of drops

for
initial
crack

Average
number
of drops
at failure

Energy
at initial
crack
(E1)

(Nmm)

Energy
at

failure
(E2)

(Nmm)

Ductility
index (s)

Normal mix 301 305 6327517 6411604 1.01329

1 CNT 346 351 7273492 7378600 1.01445

2 CNT 367 372 7714947 7820055 1.01362

3 CNT 384 390 8072315 8198445 1.01562

5 SF 396 402 8324574 8450704 1.015

7.5 SF 338 342 7105319 7189405 1.01183

10 SF 352 366 7399622 7693925 1.03977
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particles is important in making the concrete
impermeable

(ix) Concrete mixes including SF and CNT are more
resistant to abrasion, impact load, acid, and seawa-
ter assault and chloride penetration. This is owing
to the microstructure improvement brought about
by the filler actions of SF and CNT, which result in
discontinuous and fine pore structure

(x) The performance level of CNT is superior to that
of SF and normal concrete in terms of durability
and mechanical qualities. As a result, it can be
inferred that CNT replacement has higher durabil-
ity and mechanical properties by up to 3 percent.
According to the test results, the ideal SF replace-
ment content is just 7.5 percent

(xi) The partial substitution of SF and CNT with
cement results in a reduction in cement use
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Combining two types of fibers may aid in improving the fundamental properties of organic fiber-reinforced hybrid polymeric
materials. Biomaterials created from raw materials are gaining appeal in the industrial sector due to their high quality, as well
as sustainability and environmental considerations. Natural fiber-reinforced hybrid nanocomposites were created in this work
using a compression moulding technique with wood particles, hemp fiber, polypropylene, and montmorillonite nanoclay.
Following that, the impacts of fiber mixture and vermiculite on mechanical and compostable qualities were studied. Both the
coir and the hemp fibers were alkali-treated to minimize their hydrophilic nature before even being employed. Using universal
tensile testing equipment, the mechanical characteristics of the prepared composites were investigated and found to be
improved following fiber blending and nanoparticle inclusion. The maximum strength was occurred at the combinations like
10wt. % of wood particle, hemp, nanoclay, and 70% of polypropylene matrix. Scanning electron microscopy showed that
nanoclay significantly increased the adherence and interoperability between fiber and the polymer matrices. The good
biocompatibility and water absorption capabilities of the nanocomposite were increased by mixing fibers, but nanoparticle
additions seemed to have the opposite impact.

1. Introduction

Agricultural leftovers that are plentiful and present difficul-
ties when processed have recently been the topic of investi-
gation due to growing awareness of environmental
concerns. Field crop leftovers are frequently generated in bil-
lions of tonnes and are cheap; though solitary, a minor per-
centage of the waste is used as domestic petroleum or
nourishment, while the majority is charred in the turf, pol-

luting both the air and the environment. The challenge
might be solved by using these leftovers as reinforcement
material in polymer composites. It will also increase the
value of the agrifood stream restraint. Fabric-based polymer
matrix composites have lately been enough to substitute
high strength concrete in the building and construction
industry. Natural fibers are replacing traditional synthetic
materials as reinforcing agents because of their nonpollu-
tant, anticorrosiveness, good mechanical properties, light
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weight, low price, recyclability, and good biocompatibility,
as well as their good ecological effects [1, 2]. The use of
renewable resources in polymeric composites may aid in
reducing CO2 emissions from plastic burning. Despite its
usefulness, organic fiber-based composite materials have
lesser elasticity, tensile strength, durability, and water resis-
tance than artificial fiber-based composite materials. To
address these challenges, natural materials might be com-
bined with a tougher inorganic or organic fiber in polymer
matrices. This will result in hybrid composites that make
better use of the best attributes of the components, resulting
in an optimal, superior, and more cost-effective combination
[3]. Manufacturers may customize composites using organic
fiber-reinforced hybrid polymeric materials at a cheap cost,
which is not possible with binary mixtures of one fiber and
one filler spread in the matrices [4]. Organic cellulosic fibers
are reusable, nonabrasive, have good mechanical qualities,
and are ecologically benign, making them desirable in engi-
neering disciplines including automobiles and construction.
Wood, jute, ramie, and hemp, out of all natural materials,
have the greatest opportunity as hybrid composite reinforce-
ment across the globe [5]. Due to its light weight, specific
strength, biodegradability, simple accessibility, recyclability,
and low price, wood fiber has achieved tremendous popular-
ity as a filler in polymeric materials. Wood-reinforced poly-
mers of various kinds have previously been developed and
marketed [6]. The inclusion of wood fiber increased the elas-
ticity, rigidity, toughness, durability, and flame retardancy of
the polymers [7]. Hemp, on the other hand, is the toughest
natural fiber since it is derived from the stem of the hemp
plant. Cannabis is a millennia plant that is today regarded
as one of the most environmentally friendly commercial

materials. Herbs were sometimes mistakes to their resem-
blance to marijuana indica. Hemp could be grown in a wide
range of climatic areas on a variety of extremely good,
upgrading circumstances with such a wonderful yield even
without agrochemicals, attaining elevations of 2-3 meters
and a radius of 6-internal diameter. The cannabis seeds are
regarded as a poor socioeconomic organic metabolic end
due to its high hygroscopicity and tannin content. Process-
ing techniques could result in better cannabis strands with
an undigested surface of the fiber and more customization.
Cannabis threads implanted in a lignocellulosic or phenolic
foundation are produced into various architectural configu-
rations [8, 9]. Cannabis fiber building has previously been
extensively researched, resulting in useful, in-depth informa-
tion being available in cultural canon. Hemp fibers are lon-
ger, stronger, and harder than other plant fabrics like silk,
and they are also coarser; so, they are used in engineering
fields. As a result, composites (airline sector, sporty prod-
ucts, etc.), structural and building materials, geotextiles,

Table 1: Natural fibers and their mechanical properties.

Fibers Density (g/cm3) Tensile strength (MPa) Young’s modulus (GPa) Elongation at break (%)

Abaca 1.5 980 — —

Banana 1.35 355 33.8 5.3

Coir 1.25 220 6 15-25

Cotton 1.51 400 12 3-10

Flax 1.4 800-1500 60-80 1.2-1.6

Hemp 1.48 550-900 70 1.6

Jute 1.46 400-800 10-30 1.8

Kenaf (bast) 1.2 295 — 2.7-6.9

Pineapple 1.5 170 82 1-3

Ramie 1.5 500 44 2

Sisal 1.33 600-700 38 2-3

Hemp plant Retting Fiber mate

Figure 1: Abstraction of cannabis fiber from cannabis shrub.

Table 2: Parameters and their constraints of nanocomposites.

Sample
No.

Wood particle
(wt. %)

Hemp
(wt. %)

Nanoclay
(wt. %)

Polypropylene
matrix (wt. %)

1 30 0 0 70

2 0 30 0 70

3 15 15 0 70

4 15 0 15 70

5 0 15 15 70

6 10 10 10 70
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and other uses account for nearly a quarter of the marijuana
fibers utilized in commercial processes. Throughout their life
span, hemp fibers exhibit a variety of forms, thicknesses,
topologies, and characteristics. In comparison to other cellu-
losic fibers, this has a considerable lignin content, moderate
cellulose content, and a large microfibril inclination, which
results in poorer tension strength and increased elasticity.
This chemical structure minimizes the product’s reactivity
with polymeric radical generated throughout manufactur-
ing, as well as its serviceability [10, 11], and the mechanical
possessions of different threads is revealed in Table 1.

Nanocomposites outperform conventional polymers in
terms of weight, durability, and simplicity of processing
[12]. Nanomaterials are made up of tiny components with
the lowest single measurement in the nanometric variety
(i.e., less than 100nm) that permits them to fill a matrix
more efficiently. The nanoparticles known as “nano clays”
are made up of stacked crystalline silicon dioxide. The
nanoclay seems to have a higher surface area and a porous
structure, resulting in significant interface contact between
the polymers and the nanofiller, enhancing the polymer

characteristics dramatically. Because of their exceptional
mechanical, visual, electronic, and fire reserve capabilities,
nanocomposites supplemented using biological and chemical
nanostructures have attracted a lot of interest [13, 14]. Nano-
composites are a new type of nanocrystalline hybridization
material made up of biodegradable polymers with one or
more inorganic nanoparticles. They constitute the nexus of
nanotechnology, materials engineering, and biology [15].
The creation of nanocomposites with improved thermody-
namic, physical, and multifunctional qualities has been pur-
sued. Furthermore, biopolymer-based materials made using
renewable technologies have demonstrated digestibility and
biocompatibility in pharmaceuticals, packaged food, and
agricultural applications. Numerous research have been
directed on normal fabric-strengthened polymeric materials
that have been hybridized with synthetic fiber [16, 17]. On
the other hand, natural fiber hybrid nanocomposite and
their combination with natural fibers and nanoclay, on
the other hand, have received much interest. The primary
purpose of this work was to determine how combining fiber
types and adding nanoclay to wood/hem/nanoclay hybrid
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Figure 2: (a) Tensile strength. (b) Tensile modulus of nanohybrid composite.
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Figure 3: (a) Flexural strength. (b) Flexural modulus of nanohybrid composite.
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polypropylene biomaterials influenced their mechanical and
biodegradable properties.

2. Resources and Techniques

2.1. Resources. In the composite system, wood fiber, hemp
fiber, and nanoclay were employed as reinforcing fillers.
Rithu Timber Industry in Madurai, Tamil Nadu, India,
processed and gathered wood fiber. A GVR fiber factory in
Madurai, Tamilnadu, India, processed and gathered hemp
fiber. The nanoclay, sodium hydroxide, and polypropylene
(PP) were provided by the Naga chemical company in Chen-
nai, Tamilnadu, India. Figure 1 shows demonstrations of the
subtraction procedure of hemp fiber from the hemp plant.

2.2. Alkaline Treatment. Unprocessed cannabis was washed
in 2-3% scrubbing chemicals for 30 minutes at 50-60°C
and disinfected with plain water before curing in an elevated
furnace at around 80°C for 30 minutes, as stated. Washed
threads became referred to as “raw threads.” The threads
are then disinfected via immersing them in a 2 : 1 combina-
tion of toluene and methanol for 60 to 78h at 35°C, followed
by a vigorous rinsing in 24 hours. Finally, the fibers were
again engrossed in a 5 percent NaOH solvents at ambient
conditions for 4 hours.

2.3. Fabrication of Hybrid Composites. Firstly, a stainless-
steel mould with a size of 300 × 300 × 3mm was refined.
The matrix material was mixed well with the hardener to
create a good matrix system. The compression moulding
technique was used to construct the composite from wood/
hemp/nanoclay combinations. By hand stirring with a glass
rod, varying weight percents of nanoclay powder were dis-
seminated in the produced polypropylene. This matrix mix-
ture was scattered over the mould’s layers of fibers. The

combinations were warmed to 170°C inside the compression
moulding machine for 15 minutes. The composite was
chilled in the atmospheric air for numerous proceedings to
avoid any contraction that may have occurred throughout
the abstraction method. The parameters of the nanocompos-
ites are listed in Table 2. That parameter provides better
improvement with mechanical properties which was proved
by the various researchers [15–17].

2.4. Testing of Hybrid Composites. For tension behavior, the
produced laminate specimens were taken and converted to
ASTM D 638-03 analogues and ASTM D-790 for bending
behavior [7]. Morphological examinations of cracked lami-
nate material were carried out using SEM. Prior to SEM
analysis, the samples were being laved, desiccated, and then
chemically covered using tens of nanometers of golden to
improve the ionic properties of the mixtures. The models
were dehydrated for 1 hour at 70°C in a microwave and then
cooled to a consistent weight in the outdoors. Following that,
the composite samples were submerged in purified water for
10 days, as per ASTM D570 [18]. Each and every day, the
models were detached from the aquatic, cleaned with tissue
paper, reweighed and quantified, and then returned to the
liquid. The below formula was used to compute the water
uptake rates in Equation (1).

Moisture absorption = W2 −W1
W1

� �
∗ 100: ð1Þ

W2 is the heaviness of the model after immersing, and
W1 is the heaviness of the model before absorption. Each
kind of sample was subjected to five experiments, with the
average results provided.

3. Result and Discussion

3.1. Tensile Strength. The tension properties and tensile
modulus of different nanocomposites are shown in
Figures 2(a) and 2(b). As shown in the figure, the tensile
strength and tensile modulus of the hemp and polypropyl-
ene composite and the wood and polypropylene composite
were almost identical. This might be related to the fact that
wood and hemp fibers have comparable cellulose content
[18]. Owing to its increased hemi cellulose concentration,
hemp fiber is much more hydrophilic than wood fiber, while
polypropylene is hydrophobic by nature. As a consequence,
the hydrophilic hemp/wood and the hydrophobic polypro-
pylene did not adhere properly, leading to a reduction in
tensile strength and tensile modulus. When hemp fiber was
mixed with wood fiber in PP and nanoclay was added,
hybrid composites outperformed wood/PP and hemp/PP
composites in terms of tensile strength and modulus. It is
thought that composite materials with hemp or wood have
higher tensile characteristics than other compositions
because of fiber/matrix bonding, resulting in an even and
efficient stress distribution across fibers. In addition, once
nanoclay was added, the hybrid composites had the highest
tensile strength and modulus. The nanoclay improved the
mechanical characteristics of the composites by increasing
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interfacial contact and adherence between both the fiber and
the polymer matrices. A prior study had shown similar find-
ings [19].

3.2. Flexural Strength. Flexural loading seems to be the most
popular application rate of the deformation technique,
which involves stretching a square sample to fracture or
using a multiple point flexural evaluation technique. The
maximal strain inside the substance at its yielding point is
reflected in the flexural strength, and it is shown in
Figures 3(a) and 3(b). It shows wood/PP composites, and
the hemp/PP composites revealed the highest flexural
strength. This result demonstrates that the adherence of
hemp fiber was good compared to wood. Polypropylene
composites’ three-point bending strength increased with
the addition of nanoclay. The addition of nanoclay increased
the strength properties of the composite material, with a
combination of wood/hemp/nanoclay/PP having the maxi-
mum bending strength value. The trends observed in the
bending strength of the composite show the high surface
area exhibited by the small filler particles, which improves
the dispersion between the filler and the matrix and
improves the interfacial bond [20, 21]. The SEM image dis-
cernibly shows the above trends. Polypropylene has brilliant
adhesion to a variety of materials and can be further sup-
ported by adding fibers and particles. The outcomes show
that hybrid nanoclay and wood/hemp/PP composites pro-
vide the finest consequences in both tensile and bending
cases compared to other combinations.

3.3. Moisture Absorption Behavior. Figure 4 shows demon-
strations of the moisture content levels of dissimilar com-

posite materials. At the beginning, the rate of water
updating for all composite materials was high, but this level
has become almost consistent and reduced in the end phase.
According to the findings, all the composite materials
exhibit a high moisture uptake rate with the increased time
durations. After the first day, moisture content ranged from
7 to 14%, and it climbed to 17 to 33% for various produced
composites. The hybrid nanocomposites produced with
nanoclay had the greatest percentage of water fascination
of all the composite materials. This could be owing to the
hybrid nanocomposite’s enhanced hydrophilic character
after fiber blending and nanoclay inclusion. In comparison
to the other composites, the hemp/PP amalgamated had
the maximum aquatic preoccupation standards. This is
owing to the enormous number of OH groups found on
the interfaces of hemp fibers. In the hemp/PP composites,
the quantity of hydroxyl groups and microvoids increased,
resulting in a significant increase in moisture fascination.
The hybrid combination of wood and hemp, on the other
hand, absorbed the least quantity of water. However, the
accumulation of hydrophilic fillers to the hybrid nanocom-
posite occasioned in greater moisture absorption than the
hybrid composite [15].

3.4. Fractography Analysis. The morphologies of nanomate-
rials were examined using SEM. Figure 5 presents the ten-
sion fracture boundaries of nanomaterials and hybridized
nanofiber. The timber mixture as well as the hemp/PP mix-
ture seemed to have the smoothest interfaces of all manufac-
tured configurations, as illustrated in Figures 5(a) and 5(b),
resulting in reduced material characteristics. The aspect of
timber nanocomposites was equivalent to that of the timber

(a)

(a)

(b)

(b)

(c)

(c)

(d)

(d)

Figure 5: SEM image of (a) wood/PP, (b) hemp/PP, (c) wood/hemp/PP, and (d) wood/hemp/nanoclay/PP-based hybrid composite.
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and hemp/PP hybrids, as can be seen in Figure 5(c). Because
the energy spent was low, the intermediate connection
between the fibers and resin was not really able to withstand
fiber pull-out after collision [22]. The hybrid composite had
a more flawless texture than the individual materials, as
shown in Figure 5(d). The introduction of nanoclay to the
hybrid mixture enhances the material characteristics of the
bio-based nanomaterials by increasing interfacial interaction
and superficial roughness.

4. Conclusion

The mechanical and water absorption evaluation of many
wood, hemp, nanoclay, and polypropylene-based nanocom-
posites was identified, and the following conclusions were
obtained. Wood/hemp/nanoclay/PP hybrid composites out-
performed wood/PP, hemp/PP, and wood/hemp/PP com-
posites in terms of tensile and flexural strength. This might
clearly demonstrate how effectively the polymer matrix and
fibers interact. The nanoclay filler advances hybrid compos-
ite mechanical strength by boosting adhesive bonding
strength. This is immediately apparent in SEM analysis.
The wood/hemp/PP combination absorbs the most water
when compared to other combinations. Nanoclay addition,
on the other hand, has the opposite effect on these
characteristics.
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Abstract
This study was intended to get the optimized Compressive strength and split tensile strength of Blended Self CuringCon-
crete(BSCC) on the impact of Supplementary Cementitious Materials (SCM’s). The experiments were conducted by varying
the quantity of Cement, Flyash, Ground Granulated Blast Furnace Slag (GGBFS), Silica Fume and Slump with fixed quantity
of Fine aggregate, Coarse aggregate, S.P and Water. Totally 13 different mix proportions were prepared and tested for Com-
pressive Strength (CS) and Split Tensile Strength (STS). Both strengths were calculated for 7, 14 and 28 days. To optimize
the compressive strength and split tensile strength, a feed forward Artificial Neural Network (ANN) model was developed,
and Particle Swarm Optimization (PSO) algorithm was used by optimizing the weighing factors of the network in the neural
power software. Finally, with a root mean square error of 0.008223, 0.006559, and 0.009743 for CS and 0.008905, 0.006999,
and 0.008745 for STS, the model was obtained for 7, 14, and 28 days. The percentage contribution of input parameters is also
discussed separately for compressive strength and split tensile strength of 7, 14 and 28 days of curing. Finally, the optimized
compressive strength and split tensile strength were found to be 42.3552 N/mm2 and 4.3113 N/mm2 respectively for 28 days.
.

Keywords Blended self curing concrete · Cementitious materials · ANN · PSO

1 Introduction

Blended cement concrete is a mixture of cement replaced
with supplementary cementitious materials with different
proportioningmixes based upon the utility of concrete. SCMs
like fly ash (FA), silica fume (SF), metakaolin (MK), ben-
tonite, and ground granulated blast-furnace slag (GGBFS)
were used to replace cement up to 60% without the need of
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alkaline solution in the investigation done byHalit Yazıcı [1].
Due to this SCMs the rheological, durability, and mechan-
ical qualities of concrete can be enhanced by adding up to
40%mineral additive to themixture and keeps costs down by
reducing the amount of cement used in the concrete. Utilising
pozzolanicmaterials and transforming them into usefulmate-
rials can help conserve the environment while also assisting
in the development of high-performance concrete thorough
the literature on unary, binary, and triple blended pozzolans
which was employed as concrete replacements explained by
Athiyamaan [2].

Ternary blended concrete reveals the addition of several
pozzolanic materials to the concrete, including cement act-
ing as the primary binding agent. Metakaolin as well as fly
ash from power stations are both important ingredients for
modern concrete. Increasing the use of SCMs including such
fly ash, silica fume, GGBFS, rice husk ash, and metakaolin
during concrete production, precedes to the idea of blended
cements and concretes. By reorienting themix design param-
eters for enhanced structural characteristics of concrete, with
an emphasis on regulating OPC content while increasing
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the overall cementitious material and limiting water content
while obtaining chemical admixture for improved workabil-
ity and compensating concerted hydration using SCMs. Due
to the intensified utilization of performance built concrete,
concrete incorporating self-curing agents could mean a new
range of trend in construction throughout the modern era.
For the inclusion of internal or self-curing water in concrete,
newer techniques can also be used.

Most researchers suggested using saturated aggregates to
perform internal concrete curing using polyethylene glycol
PEG400mostly as self-curing agent for concretemixes. Sup-
plementary Cementitious Materials (SCMs) such as Flyash,
Ground Granulated Furnace Slag, and Silica Fume improve
the stiffness, ductility, and load bearing capability of concrete
structures while reducing crack strengthening and dissemi-
nation. Thus according to the cement composite philosophy,
a new composite material has high structural implementa-
tion and exceptional economic advantages can be produced
by combining positive synergy with different admixtures.
Suryawanshi et al. [3] investigated the incorporation of min-
eral admixtures to cement concrete enhances the amount
of water required for curing, and this requirement can be
much higher than those in ordinary Portland cement con-
cretemixes. Chemical shrinkage happenswhen there iswater
shortage for hydration also because inner relative humidity
decreases.The key property of hardened concrete, durability,
is profoundly affected by curing as it has a significant impact
upon its hydration of Portland cement.

Using soft computing techniques, Feizbakhsh et al. [4]
investigated the prediction model of compressive strength
of self–compacting concrete (SCC). Adaptive neuro–based
fuzzy inference method (ANFIS), artificial neural network
(ANN), and PSOPC–ANFIS, a combination of particle
swarm optimization with passive congregation (PSOPC) and
ANFIS, are among the techniques used. Khademi et al. [5]
developed three different models of multiple linear regres-
sion (MLR), artificial neural network (ANN), and adaptive
neuro-fuzzy inference system (ANFIS), trained, and tested
in the MATLAB programming environment for forecasting
the 28-day compressive strength of concrete for 173 different
mix designs, based upon the experimental results. Numerous
regression, neural networks (NNT), and ANFIS models are
developed, trained, and tested using concrete constituents
as input variables in determining the 28-day compressive
strength of no-slump concrete (28-CSNSC) by Sohbani et al.
[6]. When the results are compared, perhaps the NNT and
ANFISmodels aremore capable of predicting the 28-CSNSC
than the conventional regression models suggested.

Nikoo et al. [7] studied about numerous experimental
data patterns were used to build models from observations
of cylindrical concrete components with different aspects.
Uysal [8] researched the forecasting of the loss in compres-
sive strength of SCC, an artificial neural network (ANN)

model based specific formulation had been proposed, which
would be defined in terms with cement, mineral additives,
aggregates, heating degree, and with or without PP fibres
and the analytical model developed with ANN appeared
to have a strong prediction capability of CS. Ahmet Raif
Boğaa [9] investigated concrete containing GGBFS and
CNI, the effects of cure form and curing time were inves-
tigated along with compressive strength, splitting tensile
strength, and chloride ion permeability were all tested exten-
sively and formulated four-layered artificial neural network
approach (ANN) and adaptive neuro-fuzzy inference system
(ANFIS). Lingam et.al [10] developed Artificial Neural Net-
works (ANN) to forecast the compressive strength of HPC
comprising binary and quaternary blended mixes. Gulbandi-
lar et al. [11] formulated the prediction models for flexural
strength of cementmortarswere created usingArtificial Neu-
ral Networks (ANN) and Adaptive Network-based Fuzzy
Inference Systems (ANFIS)with four input parameters Port-
land cement, GGBFS,WTRP, and sample age and one output
parameter flexural strength of cement mortars.

2 Materials andmethods

In this investigation, the self curing blended concrete was
planned to prepare with the following ingredients such as
Cement, Fly ash, GroundGranulated Blast Furnace Slag, Sil-
ica Fume, Fine Aggregate, Coarse Aggregate, S.P, Water and
Slump. To prepare the SCBC, different quantities of cement,
fly ash, ground granulated blast furnace, silica fume, and
slump were maintained, while the remainder of the materials
were kept constant. Table 1 shows the proportioning of stan-
dard self-curing concrete of M30 grade, while Table 2 shows
the variousmix proportions of Blended Self Curing Concrete
for M30 Grade as per IS10262:2019 [12] codal provisions.
It should be noted that the slump was measured from the
bottom of the mould. Finally compressive and split tensile
strength tests were performed on the specimens for seven,
fourteen, and twenty-eight days of curing.

From the literature, the factors which are having consider-
able influence on the performance of Compressive Strength
andSplit tensileStrength for 7, 14 and28dayswere identified.
They are (i) Cement (kg/m3), Fly Ash (kg/m3) (iii) GGBFS
(kg/m3) and (iv) Silica Fume (kg/m3) and these factors were
controlled during mixing process. A series of trial experi-
ments were undertaken to determine the functional range of
the supplementary Cementitious Materials (SCM’s). Totally
13 different combinations was mentioned as M1 to M13 in
Table 2 of BSCC specimens in Cube and Cylindrical forms
were prepared. Each cube mould of the size is 150 × 150 ×
150 mm for CS and STS with cylinder 150 mm in diameter
and 300 mm long. For each blended mix, in a fresh state, the
slump value (in mm) and for a hardened state, the strength
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Table 1 Proportioning of
Standard Self Cured mix for M30
Concrete (unit expressed as
kg/m3)

Materials Cement Fine
Aggregate

Coarse
Aggregate

PEG
400

Water Water-Cement
Ratio

Quantity 350 744.3 1314.2 2.28 175 0.4

Table 2 Mix proportions of Blended Self Curing Concrete for M30 Grade

Mix Cement FlyAsh GGBFS SF Fine Agg Coarse.Agg S.P Water Slump (mm)

Quantity in kg/m3

M1 350 0 0 0 744.3 1314.2 3.5 140 244

M2 227.5 87.5 35 0 744.3 1314.2 3.5 140 255

M3 227.5 0 87.5 35 744.3 1314.2 3.5 140 255

M4 227.5 87.5 0 35 744.3 1314.2 3.5 140 256

M5 227.5 70 52.5 0 744.3 1314.2 3.5 140 251

M6 227.5 0 70 52.5 744.3 1314.2 3.5 140 251

M7 227.5 70 0 52.5 744.3 1314.2 3.5 140 254

M8 227.5 35 0 87.5 744.3 1314.2 3.5 140 252

M9 227.5 35 87.5 0 744.3 1314.2 3.5 140 255

M10 227.5 0 35 87.5 744.3 1314.2 3.5 140 252

M11 227.5 70 0 52.5 744.3 1314.2 3.5 140 248

M12 227.5 70 52 0 744.3 1314.2 3.5 140 251

M13 227.5 70 0 52.5 744.3 1314.2 3.5 140 253

parameterswere calculated andnoteddown.Finally, the char-
acteristic compressive strength and split tensile strength was
calculated by using formula shown in Eqs. (1)and (2) [13]
respectively.

(1)CS

(
N

mm2

)
� AppliedLoad overCubeSpecimen

CrossSectionalArea

STS

(
N

mm2

)
� 2*AppliedLoad over Cylindrical Specimen

π *diameter of cylinder*length of cylinder
(2)

The calculated (experimental) values of compressive
strength and split tensile strength for BSCC are displayed
in the Table 3 for 7, 14 and 28 days. Figs. 1 and 2 show
specimens in Cube and Cylindrical forms of BSCC, whereas
Figs. 3 and 4 are the tested specimens of compressive strength
and split tensile strength respectively.

3 Developing amodel and an optimization

In this investigation, it was planned to optimize the char-
acteristic compressive strength and split tensile strengthfor
7, 14 and 28 days of Blended SCC using SCMs and find-
ing the optimized process parameters after the model was
created. Here, the model was created by Artificial Neural
Network (ANN) and the model was optimized by Particle

Swarm Optimization (PSA) algorithm. The role played by
ANN and PSO in the field of modeling and optimization is
discussed below. Figure 5 illustrates the integrated attempt
of artificial neural network and particle swarm optimization
algorithm.

3.1 Artificial neural network

The ANNmethodology outperforms all other model, includ-
ing linear and exponential regression.Many researchers have
supported the use of ANN as a forecasting model because
of its exceptional learning algorithm and balancing of input
and output associations, including for non-linear and compli-
cated systems [15, 16]. According to Ebrahimpour et al. [17],
the ANN methodology has tremendous modelling potential
due to its ability to identify the relationships at the core of
complex systems. HadiMashhadban et al. [18] investigated
whether a neural network could be designed to perform a spe-
cific role by changing the values of the connections (weights)
between the components. Tavakoli et al. [19] explored into
the use of artificial neural networks (ANN) to forecast the
mechanical properties and energy dissipation capacity of
fibre reinforced self-compacting concrete. They mentioned
that now the ANN outcomes are really like the experi-
mental information. To train the data, ANN uses various
learning algorithms such as "Fast Propagation," "Batch Back
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Table 3 Experimental Results of
various Mix Proportions of
Blended Self Curing Concrete

Mix Compressive Strength (N/mm2) Split Tensile Strength (N/mm2)

7 days 14 days 28 days 7 days 14 days 28 days

M1 12.48 20.15 31.21 1.34 2.1 3.4

M2 16.04 26.67 41.12 1.48 3.11 4.21

M3 16.79 25.6 38.16 1.54 3 4.18

M4 15.52 25.89 37.85 1.47 2.99 4.13

M5 13.06 24.52 35.21 1.42 2.6 4.03

M6 13.97 22.52 36.76 1.39 2.48 4.1

M7 14.03 20.78 35.07 1.35 2.56 4.19

M8 13.36 21.42 34.25 1.47 2.49 3.94

M9 14.08 20.76 33.53 1.49 2.44 3.91

M10 14.64 23.78 34.86 1.45 2.5 3.86

M11 15.97 25.29 38.95 1.33 2.24 3.54

M12 15.17 23.9 35.29 1.29 2.19 3.68

M13 14.25 21.19 33.93 1.3 2.28 3.79

Fig. 1 Cubical test specimens for
compressive strength

Fig. 2 Cylindrical test specimens
for split tensile strength

Fig. 3 Cubical tested specimens
for compressive strength
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Fig. 4 Cylindrical tested specimens for split tensile strength

13 Different Experimental conditions of Blended
SCC-M30 Grade

Experimental Data (Inputs and Outputs)

Model Developed in ANN

Optimized Results of Input Parameters and 
Responses

Optimized in Particle Swarm Algorithm 

Fig. 5 Flow Chart of Hybrid ANN—PSO [14]

Propagation," "Incremental Back Propagation," and "Leven-
bergMarquadt." Nonlinear transfer functions such as Linear,
Threshold Linear, Bipolar Linear, Gaussian, Tanh, and sig-
moid are also included [20].This investigation’s programme
supports two separate link types: "multilayer regular feed
forward" and "multilayer full feed forward." The RMSE
divergence was used as a deciding factor as to when to stop
training [21].

3.2 Particle swarm optimization

The PSO is a population-based optimization algorithm
invented by Eberhart and Kennedy in 1995 and inspired by
social behaviour such as bird flocking or fish schooling. In
PSO, each particle in dimensional solution space is treated
as an individual even amongst the population. The velocity
and position of each particle are randomly chosen, and the
very first position of each particle is determined using the
target functions [22]. Then, amongst these results generated
by all particles throughout the populations, gbest is found.
The pbest particle is fixed which is based on the gbest. The
pbest particle is assigned a velocity and a new population is
formed, defining the new (second) position among all par-
ticles. Then gbest is discovered among the outcomes of the
newly formed population, which is based on the most recent

Fig. 6 Configuration of Three-Layered Neural Network

pbest particle. This process is repeated before the stop crite-
rion, either the number of variables or no adjustments in the
gbest value, take effect upon this algorithm.

3.3 Solutions of ANN & PSO

CPC-X Neural Power [20] was used to model and optimize
the problem in this study. Engineering fields are also aware
of the implementation of ANN and PSOA throughout the
engineering world [23]. In ANN, the Levenberg Marquadt
algorithm and multilayer normal feed forward propagation
have been used as learning algorithm and connection type,
meanwhile.Both the learning rate and the momentum were
set to 0.8. For the hidden layer and output layer, the sigmoid
transfer feature has been used. The sigmoid function was
found to be the most used function byMuthupriya et al. [24].
There is no standard method for determining the number of
neurons in the network’s hidden layer; instead, trial and error
can be used, which was investigated by Singh et.al [25] and
Kennedy et al.[26].

According to Das et al. [27], the number of neurons in the
hidden layer can be based on the number of input sources
n, and the number of neurons in the hidden layer can vary
between n, n/2, 2n, 2n + 1, and 2n + 2. Kutanaei et al. [28]
investigated PSOA’s ability to model the mechanical proper-
ties of fibre reinforced cement sand. Xuesong [29] explained
the use of the PSO algorithm to solve the TSP and the exper-
iment results show that the new algorithm is successful for
this problem, despite the drawbacks of genetic algorithms
such as being easily locked into a local optimum. The total
number of hidden layer is 1 and node on the hidden layer
is 5. Finally, the model was achieved with the root mean
square error of 0.008223, 0.006559 and 0.009743 for CS
and 0.008905, 0.006999 and 0.008745 for STS respectively
for 7, 14 and 28 days. Figure 6 shows the model which was
used in this investigation.
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(a) ANN Model for CS – 7 days 

(b) ANN Model for CS – 14 days 

(c) ANN Model for CS – 28 days 

Fig. 7 a ANNModel for CS—7 days. bANNModel for CS—14 days.
c ANN Model for CS—28 days

Figures 7(a) through (c) and 8(a) through (c) show the
results of model created by ANN for CS and STS respec-
tively, whereas Table 4 and 5 show the statistical significance
of the model for CS and STS respectively.

To execute the optimization in PSO the following param-
eters were used [29]. The population size, inertia weight,
learning factors such as cognitive factor (C1) and social
factor (C2) are 10, 0.1, 2and 2 respectively. Finally, it was
observed that the optimized values of Compressive strength
are 17.3288, 27.4850 and 42.3553 N/mm2 for 7, 14 and

(a) ANN Model for STS – 7 days 

(b) ANN Model for STS – 14 days 

(c) ANN Model for STS – 28 days 

Fig. 8 a ANN Model for STS—7 days. b ANN Model for
STS—14 days. c ANN Model for STS—28 days

Table 4 ANNModel’s Statistical values of CS for different curing days

7 Days 14 Days 28 Days

RMSE 0.008223 0.006559 0.009743

Avg R 0.99998 1 0.99999

Avg. D.C 0.99996 0.99999 0.99999
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Table 5 ANN Model’s Statistical values of STS for different curing
days

7 Days 14 Days 28 Days

RMSE 0.008905 0.006999 0.008745

Avg R 0.99428 0.99979 0.99947

Avg. D.C 0.98794 0.99952 0.99886

Table 6 Optimized CS and optimized input values for different curing
days

7 Days 14 Days 28 Days

Compressive strength
(N/mm2)

17.3288 27.4850 42.3553

Cement 240.96 290.0097 229.4345

Fly ash 40.6751 86.0072 87.3342

GGBFS 67.3086 38.7017 2.4941

Silica fume 6.4172 73.4944 1.3895

Slump 253.3402 252.2067 251.1089

Table 7 Optimized STS and optimized input values for different curing
days

7 Days 14 Days 28 Days

Split Tensile Strength
(N/mm2)

1.5713 3.2363 4.3113

Cement 304.3145 319.9055 284.9032

Flyash 66.0441 20.6085 61.2320

GGBFS 59.6020 80.7960 83.9702

Silica fume 33.3184 32.2040 54.7132

Slump 251.3592 254.1756 247.2356

28 days respectively. Moreover it was found that the opti-
mized values of Split Tensile Strength are 1.5713, 3.2363
and 4.3113 N/mm2 for 7, 14 and 28 days respectively. Table
6 and 7 show the optimized input parameters for compressive
strength and split tensile strength respectively for different
curing days.

Figures 9(a) through (c) and 10(a) through (c) show pro-
cess parameters importance (%) for CS and STS respectively.
Whereas Tables 8 and 9 show the importance of each input
factor (%) on compressive strength and split tensile strength
respectively for different curing days. From the Tables 8 and
9 it can be found that the importance of cement contribution
is low irrespective of strength and number of curing days.

As the CS and STS are dependent on the quantity of
GGBFS, fly ash, silica fume, and slump and the heat of
hydration of concrete, the contribution of GGBFS, fly ash,
silica fume, and slump vary in different curing periods (long

(a) Factors Importance (%) on CS – 7 days 

(b) Factors Importance (%) on CS – 14 days 

(c) Factors Importance (%) on CS – 28 days 

Fig. 9 a Factors Importance (%) on CS—7 days. b Factors Importance
(%) on CS—14 days. c Factors Importance (%) on CS—28 days

term and early-age). The CS of concrete mixtures including
GGBFS increases when the amount of GGBFS is increased
[30]. The presence ofGGBFSprovides greater early strength,
whereas fly ash provides greater strength after a long time of
curing. Fly ash particles interact with free lime in the cement
to obtain more cementitious material, which improves long-
term strength [31]. The type and quantity of cementing
material, the water content, the aggregate grading, the exis-
tence of entrained air, and using chemical admixtures have
a significant impact on the fresh and hardened properties of
fly ash-based concrete [32].
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(a) Factors Importance (%) on STS – 7 days 

(b) Factors Importance (%) on STS – 14 days 

(c) Factors Importance (%) on STS – 28 days 

Fig. 10 a Factors Importance (%) on STS—7 days. b Factors Impor-
tance (%) onSTS—14days. c Factors Importance (%) onSTS—28days

4 Conclusions

• The self-curing blended concrete was prepared with the
following ingredients such as Cement, Fly ash, Ground
Granulated Blast Furnace Slag, Silica Fume, Fine Aggre-
gate, Coarse Aggregate, S.P, Water and Slump.

• Cement, Fly ash, Ground Granulated Blast Furnace, Silica
Fume and Slump were maintained with different propor-
tions and the rest of the ingredients were fixed constant.

• The compressive strength and split tensile strength tests
were conducted on the respective specimens for three dif-
ferent curing days of 7, 14 and 28.

• The model was constructed between the process factors
and output values by artificial neural network. Finally, the
model was achieved with the root mean square error of
0.008223, 0.006559 and 0.009743 for CS and 0.008905,
0.006999 and 0.008745 for STS respectively for 7, 14 and
28 days.

• The model trained by ANN was suitably incorporated
with the evolutionary computational techniques of particle
swarm optimization.

• It was observed that the optimized value of compressive
strength is 17.3288, 27.4850 and 42.3553 N/mm2 for 7, 14
and 28 days respectively. Moreover it was found that the
optimized value of split tensile strength is 1.5713, 3.2363
and 4.3113 N/mm2 for 7, 14 and 28 days respectively.

• The percentage importance was found separately for opti-
mized compressive strength and split tensile strength. It
was also found that irrespective of curing days cement has
the least importance on compressive strength and split ten-
sile strength.

Table 8 Importance of each input
factor in % on CS for different
curing days

Parameters 7 Days Parameters 14 Days Parameters 28 Days

GGBFS 35.73 Slump 22.27 Slump 28.84

Slump 26.3 GGBFS 22.09 Fly ash 25.24

Silica fume 15.01 Fly ash 20.93 Silica fume 24.95

Fly ash 14.52 Silica fume 19.52 GGBFS 15.87

Cement 8.439 Cement 15.19 Cement 5.106
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Table 9 Importance of each input
factor in % on STS for different
curing days

Parameters 7 Days Parameters 14 Days Parameters 28 Days

GGBFS 37.23 GGBFS 38.95 Slump 33.12

Slump 31.55 Slump 22.69 GGBFS 31.29

Fly ash 13.42 Silica fume 18.01 Fly ash 22.76

Silica fume 10.62 Fly ash 12.13 Silica fume 8.98

Cement 7.175 Cement 8.23 Cement 3.85
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Abstract: This paper made an attempt to put forward the comparative performance analysis of differ-
ent energy storage devices (ESDs), such as redox flow batteries (RFBs), superconducting magnetic
energy storage (SMES) device and ultra-capacitors (UCs), in the combined frequency and voltage
stabilization of a multi-area interconnected power system (MAIPS). The investigative power system
model comprises two areas, and each area consists of the power-generating sources of thermal, hydro
and gas units. The intelligent control mechanism of fuzzy PID was used as a secondary controller
optimized with a hybridized approach of the artificial electric field algorithm (HAEFA) subjected to
the minimization of integral time absolute error (ITAE) objective function. However, the superiority
of fuzzy PID in dampening the deviations of combined load frequency control (LFC) and automatic
voltage regulator (AVR) responses was revealed upon comparison with conventional PI and PID.
Further, the LFC-AVR combined analysis was extended to incorporate different ESDs one after the
other. The simulation results reveal the efficacy of incorporating ESDs with the LFC-AVR system and
the supremacy of RFBs in damping out the fluctuations in frequency and voltage.

Keywords: energy storage devices; combined LFC-AVR; ITAE; fuzzy PID; HAEFA algorithm

1. Introduction

One of the central issues that practicing engineers face in electrical power systems
is the simultaneous control of terminal voltage and area frequency. The impairment of
any of these parameters strongly impairs the life expectancy and performance of other
operating equipment associated with the power system. Controlling devices that have been
installed in large complex power systems are intended to deal with small load disturbances
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in order to hold system frequency and terminal voltage at specified limits. In this regard,
the generating units are always provided with two operating loops. Among them, one is
load frequency control (LFC) loop, which deals with reducing the gap among real power
generation and load, thereby regulating the frequency. The other is the automatic voltage
regulator (AVR) loop, which deals with controlling the reactive power in the system and
thereby the terminal voltage [1].

Elgerd and Fosha [2] are the two researchers who pioneered the work on the LFC of
power system networks. Since then, a huge base of literature has been published in this
domain, some of which is mentioned in this paper. Dhanasekaran et al. [3] designed the ant
colony optimization (ACO)-based traditional PID controller with different cost functions
for the stability assessment of an isolated nuclear power plant. Due to the implementation
simplicity of traditional PI [4,5]/PID [6–10]/PIDD [11] controllers, they have been widely
implemented for different models of multi-area power systems. Moreover, the authors im-
plemented different optimization approaches such as the chemical reaction-based particle
swarm optimizer (CRPSO) [4], Harris Hawks optimizer (HHO) [5], grey wolf optimizer
(GWO) [6], flower pollination algorithm [7], genetic algorithm (GA) [8], improved (I) PSO
(IPSO) [9], differential evolution (DE) [10] and grey wolf optimization (GWO) [11]. In [4,6,7],
the authors performed an analysis on a dual-area system with hydro-thermal generating
units, whereas in [8–11], the authors considered a multi-area system with conventional
thermal–hydro–gas units. Further, with the benefit of providing additional tuning param-
eters in fractional order (FO), controllers are also gaining momentum, especially in LFC
schemes, and are widely accepted by researchers [12]. In [13,14], the authors implemented
the FOPID controller in a multi-area system for retaining stability under load disturbances
using the gases Brownian optimizer (GBO) [13] and big bang—big crunch (BBBC) [14]
techniques, respectively. Moreover, the researchers also designed fuzzy (F) and other
cascaded (C) controllers such as FPI [15]/FPID [16]/type-2 FPID [17]/FPIDN-FOI [18], etc.,
listed in the literature. Despite that, these controllers are also needed to optimize for better
operation efficiency [19]. Previous research has employed searching approaches such as
the bacterial foraging optimizer (BFO) [15], firefly pattern search (FA-PS) [16], symbiotic
organism search (SOS) [17], imperialist competitive approach (ICA) [18], etc.

The researchers of the abovementioned literature only focused on stabilizing system
frequency, which is only concentrated on the LFC issue and AVR coupling is not considered.
A huge quantity of literature is available on LFC and AVR independently. Nowadays,
authors are concentrating on conducting research work with combined LFC-AVR mod-
els but are restricted to a certain extent. Gupta et al. [19] performed an analysis of an
LFC-AVR combined model and regulated the performance by incorporating damper wind-
ing in the synchronous generator rotor of AVR loop but was limited to only single area.
Rakhshani et al. [20] carried out a combined analysis on an isolated thermal power unit
with the regulation of a traditional PI controller. Chandrakala and Balamurugan extended
the combined LFC-AVR analysis to the multi-area system incorporated with traditional
hydro-thermal power generation units in each area under the supervision of simulated
annealing (SA) [21]-based traditional PID control. In [22], the authors carried out the
analysis of combined LFC-AVR to a three-area system with an F-based controller fine-tuned
with the lightening search algorithm (LSA), but each area comprised only thermal and
diesel units. In [23,24], the researchers employed multi-generation units in a multi-area
system for combined analysis, but the research was limited to the design of classical PID
using the moth flame optimizer (MFO) [23] and DE-AEFA [24], respectively.

This motivated the authors in this paper to design an intelligent-based fuzzy PID
controller for a combined LFC-AVR model for a multi-area system with multiple generation
units to stabilize voltage and frequency simultaneously. Till now, in the stream of LFC-AVR
combined analysis, authors have only been focused on the implementation of traditional
and FO-based controllers. The combined LFC-AVR system is more complex, so traditional
controllers are no longer supportable, especially for large perturbations. Thus, fuzzy
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PID fine-tuned with the HAEFA mechanism was implemented as a secondary regulatory
technique in both the loops of LFC and AVR.

However, the design and implementation of the secondary regulator mechanism
alone is not sufficient for the power system network to maintain stability during load
perturbations [25]. These secondary regulators are only capable of restoring stability during
small perturbations. So, the complex power system definitely needs an ancillary strategy
as a territorial control approach to overcome the hunting mechanism of the power system
apparatus during large load disturbances. Ancillary strategies include overlying the DC line
with the existing AC transmission line (AC/DC links) [26] in parallel and the incorporation
of ESDs [27,28] with the system. In this paper, different ESDs were incorporated with
the system one after the other to assess their performance in obtaining the simultaneous
stabilization of voltage and frequency. A comparison of different ESDs’ performances in a
multi-area combined LFC-AVR system has so far not been reported in the literature, and
the intelligent fuzzy PID regulator for a combined system is also a maiden attempt.

In light of the abovementioned aspects, this paper contributes the following:

a. An LFC-AVR combined model of a two-area system was designed for simultaneous
voltage and frequency stabilization.

b. Intelligent-based fuzzy PID was implemented as a secondary regulator in the loops of
LFC and AVR.

c. The implementation of fuzzy PID for a combined system has not been reported in the
literature so far.

d. The HAEFA algorithm was utilized to tune the parameters of the secondary controller.
e. The supremacy of fuzzy PID was demonstrated with controllers of traditional PI/PID.
f. The necessity of coupling AVR with LFC loop was clearly demonstrated and justified.
g. The performance assessment of different ESDs in a combined effect was analyzed.

2. Methodology

A HAEFA-based fuzzy PID control approach is presented in this paper for a combined
LFC-AVR analysis. To carry out the analysis, the LFC-AVR system was designed and
developed in MATLAB/Simulink version of (R2016a). Disturbance of 10%SLP was injected
in area-1 of test system to analyze fuzzy PID control performance. Efficacy of fuzzy PID
was revealed with traditional PI/PID controllers. Moreover, the efficacy of the controller
depends on the selection of optimization approach. The newest technique of HAEFA
was implemented in this paper after testing it on different benchmark standard functions.
Further, various ESDs were considered individually with the LFC-AVR system as territorial
controllers to boost the performance. Simulation results reveal the supremacy of RFBs over
other ESDs.

3. System Modeling
3.1. Modeling of LFC Loop

The power system displayed in Figure 1 considered for investigation consists of two
areas of equal generation capacity. Each area comprises identical generation sources of
thermal, hydro and gas units. The dynamical analysis of the power system was carried
out upon laying area-1 with 10%SLP. The parameters of generation units such as gain and
time constants in the investigated power system are provided in [29]. The modeling of the
power-generating utilities employed in this work is given as follows:
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Figure 1. Combined LFC-AVR model of multi-area system.

Thermal system:

GT(s) =
(1 + sTreKre)

(1 + Tgrs)(1 + sTre)(1 + Ttrs)
(1)

Hydro system:

GH(s) =
(1 + sTrs)(1− sTW)

(1 + Ths)(1 + Trhs)(1 + 0.5TWs)
(2)
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Gas system:

GG(s) =
(1 + Xs)(1− TCRs)a

(1 + Ys)(c + bs)(1 + TFs)(1 + TCDs)
(3)

3.2. Modeling of AVR Loop

AVR safeguards the voltage of the synchronous generator to prevent the violation
of predetermined limits. The model of AVR with coupling coefficients is displayed in
Figure 2. The AVR system mainly consists of a sensing unit, generator field, amplifier
unit and excitation units. The sensor continuously senses the terminal unit and generates
the error voltage (∆V) signal upon comparing it with the reference voltage signal. The
error voltage signal can then be amplified and fed to the excitation unit to change the
synchronous generator field excitation. With this the terminal voltage deviation is quickly
compensated in order to make the system stable. The detailed mathematical modeling of
AVR unit is as follows [30]:
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Amplifier:

GA(s) =
KA

1 + sTA
(4)

Exciter:
GE(s) =

KE
1 + sTE

(5)

Generator:
GF(s) =

KS
1 + sTS

(6)

Sensor:
GS(s) =

KS
1 + sTS

(7)

3.3. Modeling of LFC and AVR Coupling

The main aim of analyzing the effect of the combined LFC and AVR system is to
control frequency and terminal voltage simultaneously. Frequency can be controlled by
regulating real power generation, and terminal voltage is maintained by controlling the
generator field excitation system. However, as the actions taken by the AVR system result in
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‘V’ variation, there is a considerable effect of terminal voltage on real power generation [22],
given by

Pe =
|V|
∣∣E′∣∣

XS
sin δ (8)

So, the automatic voltage regulator has an instantaneous considerable impact on load
frequency control loop. From [1] it was found that under dynamic load (∆Pd) conditions,
there will be deviation in the system frequency (∆f), resulting in a shift in the generator
load angle (∆ δ). On incorporating these effects, the change in real power generation is
mathematically expressed as

∆Pe = PS∆δ+ K1E′ (9)

where E′ is EMF induced in the generator stator winding, K1 is the deviation in ‘V’ for a
small deviation in E′, and the field output voltage of the generator, PS, is synchronizing the
power coefficient chartered as power angle characteristics slope at initial operating angles.
The variation in voltage with respect to the alteration in the rotor angle is termed as

∆V = K2∆δ+ K3E′ (10)

The transfer function of the generator field considering the change in load angle is
approximated by

E′ =
KG

1 + sTG
(V ′ −K4 ∆δ) (11)

K1, K3, K4 Coefficients are positive, but K2 may be negative depending on total system
reactance (X S).

Where XS = X1 + X2 + X12, The K coefficients are mentioned in [30].

4. Controller and Objective Function

In general, classical PID regulators are widely accepted and utilized for the monitoring
and regulation of power system frequency, owing to the benefits of design simplicity.
However, these traditional controllers are not effective or competent for a system with
uncertainties. Intelligent-based fuzzy regulators are more effective in dealing with complex
realistic power system networks. Despite that, the performance of fuzzy controllers strongly
relies on the design of appropriate fuzzy rule base interface system and membership
functions (MFs), which is a complex job. The structure of the fuzzy-assisted PID regulator
employed for the combined LFC and AVR study in this paper is displayed in Figure 3 [31].
The fuzzy logic controller (FLC) is provided with the input as area control error (ACE) and
derivative of ACE. Usually, triangular, bell-shaped and trapezoidal MFs are utilized for
FLC systems because of their simplicity in real-time execution and requirement of low-level
memory. Thus, triangular MFs were utilized in this paper for the FLC as both the input and
output. Five fuzzy linguistic variables that were considered for the FLC system were zero
(Z), small negative (SN), big negative (BN), small positive (SP) and big positive (BP), as
displayed in Figure 4 [32], and the rules are noted in Table 1. The center of gravity method
of the defuzzification procedure was used in this study to calculate the fuzzy output. The
output of the FLC system was then fed to the traditional PID to present the final output.
However, the parameters of the traditional PID needed to be optimally rendered and were
thus subjected to the time-domain-based performance index. Out of all the performance
indices, ITAE is meant to be the most effective in reducing response overshoots and settling
time to be implemented in this work, as given in Equation (12) [33].

JITAE =

Tsim∫
0

t.(∆ f1 + ∆f2 + ∆Ptie12
+ ∆V1 + ∆V2)dt (12)
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Table 1. FLC input and output rules.

ACE
∆ACE

BN SN Z SP BP

BN BN BN BN SN Z
SN BN BN SN Z SP
Z BN SN Z SP BP

SP SN Z SP BP BP
BP BP Z SP BP BP

5. Discussion
5.1. Ultra Capacitors

UCs, usually called super capacitors, possess the tendency to store bulk power by
charge separation between the metallic plates of a large surface area. Though the UCs are
more costly compared to other ESDs, they have been extensively utilized with the benefits
of a large power density and extravagant specific power. With a longer cycle time and lower
and easy maintenance, they are suitable for peak demand situations. However, the UC is
very clean and eco-friendly with zero emissions, which facilitates its extensive application.
The transfer function of UCs utilized in this paper is provided in Equation (13).

GUC =
KUC

1 + STUC
(13)

5.2. Superconducting Magnetic Energy Storage

SMES devices are one of the most prominent ESDs, as their static nature leads to
higher efficiency. SMES involves no chemical reactions, and thus no harmful gases are
exposed to atmosphere. This device comprises a magnetic circuit enclosed in a closed
chamber, which is maintained at a cryogenic temperature to attain super conductivity.
SMES devices also comprise power converter unit and a step-down transformer. The
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magnetic coil charging and discharging can be achieved through the transformer, and
the interface between the SMES and grid is facilitated by the power converter unit. The
charging of coil in SMES will be done during off-peak load durations and discharging
at peak demands. The compensator model of SMES utilized in this paper for stabilizing
frequency is displayed in Figure 5 [34]. The SMES device parameters are stabilization gain
KSMES, and T1, T2, T3 and T4 are time constants.
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5.3. Redoxflow Batteries

RFBs are one of the most effective ESDs based on the electrochemical reaction theory.
Due to the benefits of a quick response nature and load-leveling characteristics, they have
an extensive range of applications. Sulfuric acid solution with ions of vanadium acts as
an electrolytic solution in RFBs for chemical reactions. RFBs comprising of two isolation
chambers eliminate the problem of self-discharge. The oxidation and reduction reactions of
the electrolytic solution in RFBs are responsible for the charging and discharging process.
Its operation range depends upon the quantity of the electrolyte solution employed. In this
paper, the workings of RFBs for the LFC study are given in Equation (14) [35].

∆Pr f b =

{
(ACE ∗ Kr f b)− (

Kri
1 + sTri

)

}
(

1
1 + sTdi

)− (set value) (14)

6. HAEFA Algorithm

HAEFA is one of the newest meta-heuristic searching strategies developed by the
researchers in [25]. Based on Coulomb’s law of electric field theory, the AEFA approach
was implemented by the authors in [36]. This AEFA algorithm was implemented by the
researchers especially for the control and operation of modern power system analysis
and LFC studies and detected a drawback of updating the step size, which affects the
effective utilization of search space. To overcome the above and to make the AEFA more
effective in obtaining solutions for engineering optimization problems, the researchers
in [25] put forward the hybridization mechanism and termed it the HAEFA algorithm. The
implementation of this HAEFA approach is explained as follows:

First, initially randomize the gains of the controller in both LFC-AVR loops of the
considered power system model as KPN, KIN, KDN ∀ N = 1,2,3 . . . . n

X =


KP1 KI1 KD1
KP2 KI2 KD2
· · · · · · · · ·
· · · · · · · · ·

KPN KIN KDN

 (15)

The particles of each of the populations are updated in simulation. After performing
the simulation for a given time period, the objective function values are calculated for each
of the populations and treat them as local best solutions. The objective function conceived
in this paper was ITAE, and the corresponding fitness function was evaluated as

f itness f unction =
1

1 + ITAE Index
(16)
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Among the local best solutions, select the population that results in the lowest objective
function value with the highest fitness value as the global best population. The respective
solution is considered to be the global best solution, as the formulated objective function
handles frequency and power deviations pertaining to multiple areas, which increases the
problem complexity. Due to this the diversity of the solutions is increased. In order to
bring the local best solutions towards the global best solution a novel velocity equation is
formulated. In this equation the chaotic constants C1 and C2 are generated dynamically to
change the particles’ velocity to favor the local and global best solutions. Using these local
and global best solutions, the velocity of each of the populations can be calculated as

V(t+1)
i = rand() ∗ V(t)

i + a(t)i + C1 ∗ rand1() ∗ (Pbest − Pcurrent) + C2 ∗ rand2() ∗ (Gbest − Gcurrent) (17)

Later, the particles position will be updated using

X(t+1)
i = X(t)

i + V(t+1)
i (18)

where V(t+1)
i and X(t+1)

i represent velocity and the position of ith particle in the (t + 1)
iteration, respectively. The chaotic parameters are varied dynamically to limit the chances
of solution divergence using

Ci = 1 +
1

1 + exp( −iter
iter max )

, i = 1, 2 (19)

The acceleration (a) and electric field (E) of ith particle at the (t + 1) iteration will be
calculated as shown below.

a(t+1)
i =

Q(t+1)
i ∗ E(t+1)

i

M(t+1)
i

(20)

E(t+1)
i =

F(t+1)
i

Q(t+1)
i

(21)

The total force exerting on ith particle in (t + 1) iteration as

F(t+1)
i =

n

∑
j=1, j 6=i

rand() ∗ F(t+1)
ij (22)

The force magnitude exerted on ith due to the jth particle in the (t + 1) iteration is

F(t+1)
ij = K(t+1)

Q(t+1)
i ∗Q(t+1)

j ∗ (P(t+1)
j − X(t+1)

j )

R(t+1)
ij

(23)

where ‘K’ represents Coulomb’s constant, which can be calculated as

K(t+1) = K0 ∗ exp(−α
Current iteration

iteration max
) (24)

where K0 and α are constant parameters.
In order to maximize the force exerted by the electric field on the particles, half of the

equivalent Euclidian distance is considered, as follows.

R(t+1)
ij = 0.5 ∗ ‖X(t+1)

i − X(t+1)
j ‖

2
(25)
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Q(t+1)
i =

q(t+1)
i

n
∑

i=1
q(t+1)

i

(26)

The charge of the ith and jth particles as indicated with Q(t+1)
i and Q(t+1)

j at the (t + 1)
iteration is as follows.

q(t+1)
i = exp(

f itness(t+1)
i − worst(t+1)

best(t+1) − worst(t+1)
) (27)

The problem formulated in this paper is a minimization one, and hence the best and
worst fitness values will be evaluated as

best(t+1) = min ( f itness(t+1)
j ), j ∈ (1, 2, 3 . . . . . n) (28)

worst(t+1) = max ( f itness(t+1)
j ), j ∈ (1, 2, 3 . . . . . n) (29)

This procedure is repeated for three iterations to train the populations to increase the
searching capability. This is considered to be the first stage of the proposed algorithm.
Here, after starting the iterative process, it takes a minimum of three iterations to obtain
the decreased variance of deviation of the solutions. Using this statistical analysis, the
developed algorithm generated first-stage solutions after three iterations. After this, the
pair-wise comparison process was initiated to divide the total populations in half. The
populations related to these solutions were forwarded to the second stage of the proposed
methodology. Due to this, the remaining iterative process was performed with maximum
efficacy to obtain the best solution within fewer iterations. The process of pair-wise
comparison is as follows below:

Let f itness1, f itness2, f itness3 . . . . . . . . . .. f itnessn be the fitness values of the solution
for ‘n’ particles;

If f itness1 > f itness2, then send f itness1 to the next stage;
If f itness3 > f itness4, then send f itness3 to the next stage;
If f itness5 > f itness6, then send f itness5 to the next stage;
If f itness(n−1) > f itness(n), then send f itness(n−1) to the next stage.
This process of pair-wise comparison was performed on all populations to obtain the

best half of the entire population. The remaining algorithmic operations were performed
on these populations.

After reviewing the literature carefully, it was noticed that the hybridization of multiple
algorithms increases the algorithm’s performance to the maximum extent. From this, it
was determined that in this paper a new hybridization approach was established by taking
the advantage of crossover operation. As the considered objective function makes the
problem more complex, it was necessary to obtain a converged solution instead of a
diverged solution. From the fourth iteration onwards the existing crossover operation
was performed on second-stage populations to minimize the solution divergence with
updated velocity. Crossover can also be called recombination, which works to create
offspring from two parents by combining the genetic information in a specified manner.
It is the only way of generating new offspring stochastically from an existing population,
which is analogous to the biological human reproduction system. There are various types
of crossover operations available in the literature; however, after the conclusion of an
extensive literature survey, it was determined that uniform crossover operation may yield
better results, and it was thus implemented.

Ynew = (1 − λ)× Yref + λ× Yold (30)

where λ is the random number between [0, 1] and Table 2, given below, indicates the
uniform crossover operation.
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Table 2. Uniform crossover operation.

Parent1 0 1 0 0 0 1 0 1
Parent2 0 0 1 1 0 1 0 0
Mask 1 0 0 1 0 1 1 0

Child1 0 1 0 1 0 1 0 1
Child2 0 0 1 0 0 1 0 0

After crossover operation the positions are updated; this whole procedure will be
repeated till the completion of the maximum number of iterations, and then the best values
are displayed. HAEFA flowchart is displayed in Figure 6.
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Before implementing this strategy for power system optimization, the efficacy of hy-
bridization was tested on the benchmark function of sphere function given in Equation (31).
Both the algorithms were implemented with a population of 100 for 100 trials. The efficacy
of the algorithm was assessed in terms of initial and final function values, as displayed
in Figure 7. From Figure 7, it can be concluded that the function values at the initial and
final instants were good, but a better solution was found using HAEFA as compared to
the AEFA approach. Moreover, the final values of the function with HAEFA were almost
below the mean value, which shows its effectiveness and tendency to maintain exploration
and exploitation.

f (x) =
2

∑
i=1

x2
i (31)
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7. Simulation Results

The simulation of the combined LFC and AVR system of MAIPS was designed in the
domain of MATLAB/Simulink version (2016a), and the HAEFA optimization algorithm
was developed in a (.m file) format. In order to assess the dynamical analysis, the combined
LFC and AVR system was targeted with 10%SLP on area-1. The HAEFA algorithm was
implemented with a population size of 50 for 100 iterations.

7.1. Case-1: Analysis of Combined LFC and AVR System with HAEFA-Tuned Controllers

The combined LFC and AVR model of MAIPS were analyzed with different controllers
such as traditional PI/PID and intelligent-based fuzzy PID in both the loops of LFC and
AVR one at a time by injecting area-1 with a load of 10% SLP. The parameters of these
controllers were rendered optimally with a hybridized algorithm of the HAEFA approach.
Figure 8 depicts the responses of the combined LFC-AVR system under various controllers
fine-tuned with the HAEFA approach, and these responses were interpreted in terms of
settling time, as provided in Table 3. After observing the responses rendered in Figure 8,
we came to the decision that the undershooting and overshooting of the responses were
very comfortably mitigated by the fuzzy PID compared to traditional PI/PID controllers.
Moreover, the terminal voltages quickly reached specified values with the HAEFA-tuned
fuzzy PID regulator. From Table 3, it is obvious that the responses reached the steady
condition in much less time with the fuzzy PID controller than traditional PI/PID. Thus,
the intelligent fuzzy PID showed its predominance in regulating the behavior of complex
MAIPS of the LFC-AVR combined model. The parameters of PI/PID/fuzzy PID controllers
that were retrieved optimally with the HAEFA technique are noted in Table 4. Further, the
ITAE index value of the HAEFA-tuned fuzzy PID controller was improved by 54.19% with
the HAEFA-based PI and 41.66% with HAEFA-based PID controllers.
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Table 3. Settling time of responses in case-1.

HAEFA-Based Controllers
Settling Time TS (Sec)

ITAE
∆f1 ∆f2 ∆Ptie12 V1 V2

PI 26.88 26.62 27.94 8.124 8.791 36.134
PID 23.45 24.11 22.93 6.524 7.811 28.376

Fuzzy PID 15.23 11.03 17.34 5.127 4.157 16.552

Table 4. Controller optimal gains found with HAEFA technique.

HAEFA Tuned Controller
Area-1 Area-2

LFC Loop AVR Loop LFC Loop AVR Loop

PI KP = 3.1324
KI = 2.1487

KP = 2.0119
KI = 1.1576

KP = 2.9034
KI = 1.8270

KP = 1.9085
KI = 1.0864

PID
KP = 3.3517
KI = 2.4854
KD = 0.9649

KP = 2.2510
KI = 1.3472
KD = 0.4976

KP = 2.8909
KI = 2.1869
KD = 0.9595

KP = 2.3413
KI = 1.3718
KD = 0.8693

Fuzzy PID
KP = 3.7679
KI = 1.9755
KD = 1.2769

KP = 2.0457
KI = 1.0844
KD = 0.9961

KP = 3.4509
KI = 1.9924
KD = 0.9133

KP = 2.3015
KI = 1.1554
KD = 0.9419

7.2. Case-2: Analysis of System Performance with and without Considering AVR Coupling

In this sub section, a comparison has been made between the responses of the con-
sidered MAIPS without and with considering AVR coupling under the supervision of the
HAEFA-tuned fuzzy PID controller. In order to obtain the analysis in more comparative
approach, the power system with and without AVR coupling was analyzed for the same
load disturbance, 10%SLP on area-1, and the responses are displayed in Figure 9. From
the responses rendered in Figure 9, it can be noticed that the deviations in system behavior
were slightly heightened with the consideration of AVR coupling, which can be justified by
Equation (8). The stability of the power system depends on both terminal voltage and area
frequency. The monitoring and regulation of voltage and frequency of the power system
must be carried out with intense care. The mathematical analysis given in Equation (8)
demonstrates the cumulative and simultaneous impact of variations in the AVR loop lead-
ing to the fluctuations in the LFC loop and vice versa. Considering all these analyses the
ITAE objective function provided in Equation (12) is formulated for simultaneous voltage
and frequency stabilization.

7.3. Case-3: Analysis of Combined LFC and AVR System with Different ESDs

The fuzzy PID regulator based on the HAEFA mechanism showed the supreme
performance; as revealed in aforementioned cases, further analysis was performed under
its supervision. The design of the secondary regulator alone was not sufficient to maintain
the stability of the large complex interconnected power system networks. Thus, territorial
control strategy was needed. Different ESDs such as RFBs, UCs and SMES were placed
in both the areas of the LFC loop one after the other for the same load disturbances. The
responses of the combined LFC-AVR system with different ESDs are compared in Figure 10
and were assessed numerically from a settling time point of view, as noted in Table 5, and
they are further compared in the bar chart displayed in Figure 11 for easy observation.
Analyzing the results depicted in Figure 11, we came to know that the deviations in
frequency and line power flow were mitigated further, and the respective area terminal
voltages were enhanced to a great extent. We also observed that for the different ESDs, such
as RFBs, SMES and UCs, the RFBs showed more predominance in bringing the deviations
in system responses to a steady condition more effectively. This was possible only because
the quick response nature and lower cycle time of RFBs facilitates the complex combined
LFC-AVR system to prevent hunting during load fluctuations compared to other ESDs.
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Table 5. Settling time of responses for case-3.

HAEFA: Fuzzy PID
Settling Time TS (Sec)

∆f1 ∆f2 ∆Ptie12 V1 V2

Without ESD 15.23 11.03 17.34 5.127 4.157
With UCs 14.55 9.92 16.90 4.125 3.821
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8. Conclusions

The stability of frequency and voltage of the interconnected power system can be
addressed simultaneously by connecting the AVR loop with the LFC using coupling coeffi-
cients. In this paper a HAEFA-tuned fuzzy PID was employed as a secondary regulator in
both the LFC and AVR loops, and the dynamical analysis was carried out by laying area-1
with 10% SLP. The responses of LFC and AVR showcase the supremacy of fuzzy PID over
classical PI and PID. Moreover, with fuzzy PID the ITAE function value was enhanced by
54.19% with PI and 41.67% with PID. However, the necessity of considering AVR coupling
with the LFC loop was demonstrated and justified. Further, the combined system was
incorporated with different ESDs such as RFBs, SMES and UCs one after the other in both
the areas, and the system dynamical responses were compared to reveal the best one. The
comparative results reveal that there as an enhancement in system dynamical behavior
when incorporating ESDs in the view of the reduction in peak undershoot, overshoot
and settling time. Moreover, out of all the ESDs the RFBs showed more predominance
in the enhancement of system deviations and is recommended as the preferred territorial
controller for the stability of interconnected power systems over the other ESDs.
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ABSTRACT
This paper attempted to assess the supremacy of designed higher-order degree of freedom (DOF) 
proportional(P)-integral(I)-derivative(D) (PID) (3DOF-PID) controller making use of a new meta- 
heuristic optimization approach of water cycle algorithm (WCA) in the study of load frequency 
control. For this, two test system models of dual area hydro-thermal system system and multiarea 
multisource systems are believed for investigative purposes. The investigation is performed by 
imparting the area-1 of test system models with a disturbance of 10% step load (10%SLP). 
Parameters of 3DOF-PID are rendered optimally over the index of integral square error. Efficacy 
of the presented 3DOF-PID regulator fine-tuned with WCA is demonstrated with other control 
schemes that have been implemented on the same test systems. Moreover, superconducting 
magnetic energy storage and Thyristor controlled series compensator territorial schema is imple-
mented for the MSMA system for performance enhancement. Finally, the robustness of the 
presented approach is demonstrated through sensitivity analysis.
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1. Introduction

In the modern power system in today’s era, more 
generation units are penetrating the existing power 
grid to fulfill everlasting power demand. The power 
generating sources integrated with the grid are 
together running in synchronism and forms coherent 
groups named control areas. Each control area is 
intended to connect with other areas of different 
power generation sources through a tie-line for mak-
ing the power system more reliable. These tie-lines 
facilitates the flow of power among inter areas, nor-
mally from surplus to deficit areas. During load 
fluctuations, the frequency of the area and power 
flow in a line will also fluctuate and sometimes 
they may even go beyond the pre-specified limits, 
which affect system stability. The stability of the 
power system will be maintained by dragging down 
the real power mismatch among generation and 
demand near-zero [1]. Up to a certain extent, this 
will be performed by the governor in the power 
generation unit by altering the operating point of 
the system to match the real power generation with 
demand. But, this governor can’t handle the situa-
tions of huge demands. Therefore, during large dis-
turbances, a redundant action is necessary to 
maintain the system stable. Hence, to overthrow 
these problems, load frequency controller is 
manifested.

Some of the control strategies that have been 
utilized by the researchers in the domain of LFC in 
recent studies are traditional PI/PID/PIDN [2,3], 
controllers with double derivative (DD) gain of 
IDD/PIDD [4], modified (M) PID (MPID) [5], frac-
tional-order (FO) FOPI/FOPID [6], FOPI-FOPD, 
PIDN-FOID, intelligent fuzzy (F) designs of FPI/ 
FPID [7,8], fuzzy gain scheduling (FGS) [9], FFOPI- 
FOPD [10], artificial neural network (ANN) [11], etc. 
Even though several intelligent and ANN-based con-
trollers are initiated to govern power system fre-
quency fluctuations, most of the researchers are 
focused on the implementation of traditional control 
schemes because of design simplicity. However, to 
accommodate the performance of large intercon-
nected systems, these traditional controllers are not 
adequate. Moreover, designing fuzzy involves plenty 
of assumptions that directly affect the controller effi-
cacy. However, ANN-based regulator design needs 
a proper selection of non-linear activation functions 
and conceiving of hidden layers, which is the most 
complex task [12]. Degree of freedom (DOF) con-
trollers involve independent control loops that 

facilitate effective and robust control schemes. 
Although 2DOF-PID/3DOF-PID [13] regulators are 
implemented in the study of LFC, their usage is 
limited to a certain extent only. The efficacy of 
DOF controllers especially 3DOF-PID possessing 
three independent regulatory loops has to be ana-
lyzed rigorously, especially for multiarea multisource 
(MAMS) systems so far. This motivates the authors 
to implement the 3DOF-PID regulator in this work 
as a load frequency controller.

Literature survey demonstrates that the perfor-
mance of power system not solely resides on the 
construction of the controller but also relies on the 
appropriate selection of soft computing methods. 
Different natural inspired meta-heuristic approaches 
that have been implemented for controller optimiza-
tions in study of LFC are genetic algorithm (GA) [9], 
pattern search technique (PS) [14], bacteria foraging 
optimization algorithm (BFOA) [8], imperialist com-
petitive algorithm (ICA) [10], biogeography-based 
optimizer (BBO) [13], grey wolf optimizer (GWO) 
[3], grass hopper optimization (GHO) [5], differen-
tial evolution (DE) [15], teaching learning-based 
optimizer (TLBO) [16], firefly algorithm (FA) [17], 
whale optimization algorithm (WOA) [18], particle 
swarm optimization (PSO), artificial field algorithm 
(AEFA) [2], and some other hybrid (h) approaches 
of DE-AEFA [12], hFA-PS [19], improved (I) IGWO 
[20], etc.

In the present era, several stochastic-based and 
population-based optimization methods are evolving. 
Different domains of fields have been researched 
with rapidly evolving optimization techniques. The 
soft computing methods that are evolved so far are 
encountered with several demerits such as slow con-
vergence, the tendency of getting trapped into local 
minimum solution, unable to hold the equilibrium 
between the phases of exploration and exploitation, 
etc. This facilitates the scope of implementing new 
evolving techniques, especially for engineering opti-
mizations. In this regard, a natural meta-heuristic 
approach of the water cycle algorithm (WCA) 
inspired by the water cycle, proposed by researchers 
[21], is implemented in this paper for power system 
optimization. This algorithm is equipped with eva-
poration and rain loop especially to maintain the 
equilibrium among the phases of exploration and 
exploitation, and it is having the capability to over-
come the aforementioned demerits that most of the 
optimization algorithms are suffering.
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The major contributions of this paper are

(a) Designed the 3DOF-PID controller optimized 
with the WCA approach and is implemented to 
the LFC study successfully.

(b) Working of the presented 3DOF-PID is tested on 
widely utilized DAHT and MAMS power system 
models.

(c) The supremacy of WCA-based 3DOF-PID in 
regulating system stability is revealed by compar-
ing it with other controllers reported in 
literature.

(d) Superconducting magnetic energy storage 
(SMES)-thyristor controlled series compensator 
(TCSC) territorial control schema is established 
with MAMS system for performance boost up.

(e) A robustness test is finally conducted to validate 
the strength of the presented control approach.

2. Power system model

Considered two interconnected power system models in 
this paper to test the performance efficacy of 3DOF-PID 
based on the WCA presented control approach. The 
first test system is the DAHT model named test sys-
tem-1 and the other is the MAMS system termed as test 
system-2 in this work. Test system-1 incorporates both 
hydro-thermal units in each area with unique genera-
tion capacities. However, the MAMS system comprises 

two areas having generation sources like hydro-thermal 
-gas in each area with equal capacity. The DAHT system 
and MAMS system displayed in Figures 1 and 2, respec-
tively, are constructed in the platform of MATLAB/ 
SIMULINK (R2016a). The parameters that are neces-
sary to design these models had been taken from [2,19].

3. 3DOF-PID controller

In the study of LFC, traditional PID is employed in 
a widespread because of design simplicity. However, 
these traditional PIDs are no longer capable enough to 
govern the system with realistic uncertainties. But, 
higher-order DOF regulators can easily handle the non- 
linear systems with their adjustable loops. DOF indi-
cates the number of closed loops that can be aligned 
independently. 3DOF involves three independent loops 
that are accountable for responses shaping, stability 
improvement, and elimination of disturbances. The 
structure of 3DOF-PID [13] implemented in this work 
is displayed in Figure 3, where U(S) indicates the signal 
generated by 3DOF-PID to alter generator set point 
valves, R(S) represents reference signal, Y(S) indicates 
feedback from interconnected power system output, 
and D(S) indicates load disturbance. Moreover, the 
integral square error (ISE) constraint given in 
Equation (1) is adopted to find the optimal parameters 
using the WCA approach. 

Figure 1. Model of DAHT system (test system-1).
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Figure 2. Model of MAMS system with SMES-TCSC strategy (test system-2).

Figure 3. Structure of 3DOF-PID.
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JISE ¼ ò
T

0
ðΔ f2

1 þ ΔP2
tie;12 þ Δf2

2Þdt (1) 

4. SMES

Among all the ESDs, SMES devices will always be trea-
ted as the most prominent ones because of their static 
operation in the wide time range. The conductors in 
SMES possess the quality of superconductivity with 
almost zero resistance by enclosing them in a closed 
chamber containing liquid nitrogen or helium gas at 
cryogenic temperature. The conductors in SMES are 
wounded on a magnet, and the energy stored in the 
device is of a DC nature. Moreover, SMES also incorpo-
rates a power conversion unit (PCU) along with one 
step-down transformer. The PCU acts as interfacing 
between device and grid, whereas the charging/dischar-
ging of the conductor which is wounded around the 
magnet will be done through a step-down transformer. 
Normally, SMES devices get charged up at off-peak load 
durations and discharged immediately when there is 
a real power mismatch of demand and generation. The 
capability of storing bulk power, less cycle time, and 
negligible power loss motivates the authors to incorpo-
rate SMES devices in this work. The transfer function of 
SMES employed in this paper has been considered by 
[2] and is given in Equation (2). 

GSMES ¼
KSMES

1þ STSMES
(2) 

5. TCSC

TCSC device can be designed by connecting thyristor 
controller reactor (TCR) with a capacitor in parallel. 
This TCSC is one of the inventions in FACTS devices 
of first-generation. TCSC is having the ability to alter 
the line parameters, thereby can regulate the line power 
flow. TCSC is induced with a tie-line of the 

interconnected system to regulate the dynamic flow of 
power during load disturbances to maintain system 
stability. TCSC is capable of handling dynamic, transi-
ent stability issues along with stabilizing the voltage in 
distant lines economically. Power flow control mechan-
ism will be easily achieved by this TCSC device through 
adjusting capacitive reactance, thereby reducing in line 
reactance and enhancement in loading ability. The 
structure of TCSC implemented as a damping controller 
in this paper for the interconnected system is displayed 
in Figure 4.

The power flow deviation in tie-line ΔP0
tie12, in gen-

eral, be stated as 

ΔP0
tie12ðsÞ ¼

2π T0
12

s
ðΔ f1ðsÞ � Δf2ðsÞÞ (3) 

The flow of current in tie-line from area-1 to area-2 
when incorporating TCSC in series can be stated as 

i12 ¼
V1j jhδ1 � V2j jhδ2

jðX12 � XTCSCÞ
(4) 

Where X12 and XTCSC indicate the reactance of tie-line 
and TCSC, respectively.

The net tie-line power flow can be modeled as 

Ptie � jQtie ¼ V�1i12 ¼ V1j jh� ðδ1Þ
V1j jhδ1 � V2j jhδ2

jðX12 � XTCSCÞ

� �

(5) 

Equation (5) can be modified by separating the real 
power flow in tie-line be given as 

Ptie ¼
V1j j V2j j

ðX12 � XTCSCÞ
sinðδ1 � δ2Þ (6) 

Let, the compensation provided by the device TCSC be 
expressed as 

kc ¼
XTCSC

X12
(7) 

With Equation (7), Equation (6) can be modified as 

Figure 4. TCSC as damping controller.
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Ptie ¼
V1j j V2j j

X12ð1 � kcÞ
sinðδ1 � δ2Þ (8) 

Usually, the parameters δ1; δ2; kc are perturbed with 
small magnitudes i.e. Δδ1; Δδ2; Δkc respective form 
nominal quantities of δ0

1; δ
0
2; k

0
c. The incremental form 

of Equation (8) can be restated as 

ΔPtie ¼
V1j j V2j j

X12ð1 � k0
cÞ

2 sinðδ0
1 � δ0

2ÞΔ kc

þ
V1j j V2j j

X12ð1 � k0
cÞ

cosðδ0
1 � δ0

2Þ ðΔ δ1 � Δ δ2Þ (9) 

If J0
12 ¼

V1j j V2j j

X12ð1� k0
cÞ

2 sinðδ0
1 � δ0

2Þ

and T0
12 ¼

V1j j V2j j

X12ð1� k0
cÞ

cosðδ0
1 � δ0

2Þ the above equation can 

be rewritten as 

ΔPtie ¼
J0

12

ð1 � k0
cÞ

2 Δkc þ
T0

12

ð1 � k0
cÞ
ðΔ δ1 � Δδ2Þ (10) 

Since, Δδ1 ¼ 2π ò Δf1dt and Δδ2 ¼ 2π ò Δf2dt taking 
Laplace to transform to Equation (10) would become as 

ΔPtie ¼
J0

12

ð1 � k0
cÞ

2 ΔkcðsÞ þ
T0

12

sð1 � k0
cÞ
ðΔ f1ðsÞ � Δf2ðsÞÞ

(11) 

Let, the input signal to the TCSC device be considered as 
ΔErrorðsÞ and the expression of ΔkcðsÞ will be modeled 
by considering the transfer function of the TCSC power 
conditioning unit as follows [22]: 

ΔkCðsÞ ¼
KTCSC

1þ sTTCSC

1þ sT1

1þ sT2

� �
1þ sT3

1þ sT4

� �

ΔErrorðsÞ

(12) 

Equation (12) be modified by considering Δf1ðsÞ as 
error signal, 

ΔkCðsÞ ¼
KTCSC

1þ sTTCSC

1þ sT1

1þ sT2

� �
1þ sT3

1þ sT4

� �

Δf1ðsÞ

(13) 

The change in power injected by the TCSC device in tie- 
line through compensation factor and is approximated 
[23] to third-degree polynomial in this work as 

ΔPTCSC ¼ ΔKC þ ΔK2
C þ ΔK3

C þ � � � � � (14) 

Where the parameters T1, T2, T3, and T4 indicate time 
constants of lag-lead compensator that are responsible 
for improving the system frequency response and the 
parameters KTCSC and TTCSC indicates gain and time 
constants of TCSC, respectively.

6. WCA algorithm

WCA algorithm is one of the newest naturally inspired 
meta-heuristic optimization approaches from the 
movement of water cycle proposed in the year 2012 
in [21]. The procedure of searching in this WCA 
mechanism is started by initiating the raindrops as 
particles. These raindrops continuously flow down-
wards and gather to form streams/rivers. The content 
of streams/rivers lastly joined the sea. The water in 
streams, rivers, and sea gets evaporated forms the 
clouds and with raining the waters will again fall on 
earth. This procedure will be repeated until the global 
best solution, which is the sea is obtained. Moreover, 
the WCA has the strength to allocate maximum/mini-
mum function values accurately with a high conver-
gence rate. So, in this work, WCA is implemented for 
optimization of the power system through fine-tuning 
the parameters of the 3DOF-PID controller, which is 
employed as a secondary regulator. In detail, the pro-
blem is to render parameters of 3DOF-PID optimally 
to hold the stability of interconnected power systems 
especially even the generation units are targeted with 
heavy load disturbances.

The raindrops are initialized as follows for the pro-
blem having Nvar variables 

RDi ¼ Yi ¼ ½y1;y2 . . . . . . . . . yNvar� (15) 

RD Population ¼

RD1
� � �

RDi
� � �

RDNPOP

2

6
6
6
4

3

7
7
7
5

(16) 

However, the performance index of each raindrop is 
evaluated by employing equation (ISE), and later the 
raindrops are flown downwards and gathered from 
streams or rivers. The positions of streams and rivers 
are initialized assuming that these streams and rivers 
will join the sea at last. 

Pnew
stream ¼ Pstream þ randðÞ � C � ðPriver � PstreamÞ (17) 

Pnew
river ¼ Priver þ randðÞ � C � ðPsea � PriverÞ (18) 

Where ”C” indicates constant takes the value from [0–2] 
and rand () takes from [0–1]. Suppose, the solution 
produced by the streams are by far beneficial than the 
solution generated by the river then the positions of 
rivers and streams are interchanged. A similar performa 
will apply to rivers and the sea. Furthermore, the loop of 
evaporation and rain is incorporated in the searching 
procedure to avoid the chances of getting trapped into 
minimum local value. This loop possesses a specific role 
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in this WCA approach and made the WCA algorithm 
most prominent in comparison to other recent optimi-
zation approaches. The process of evaporation end if 

Psea � Priverj j< dmax (19) 

dnew
max ¼ dmax � ðdmax==max:iterationÞ (20) 

After the end of the evaporation process, the procedure 
of raining starts immediately as follows 

Pnew
stream ¼ Psea þ

ffiffiffiffi
U
p

X randð1;NvarÞ (21) 

‘U’ represents the search rate closer to sea. After this, the 
termination of the main loop gets started when the 
algorithm satisfies the convergence criteria and the glo-
bal best solutions are displayed. The flowchart of the 
WCA algorithm is displayed in Figure 5.

However, the efficacy of the WCA algorithm is tested 
on the standard benchmark function of Himmelblau’s 
test function given in Equation (22). 

f ðx1;x2Þ ¼ ðx2
1 þ x2 � 11Þ2 þ ðx1 þ x2

2 � 7Þ2 (22) 

Along with the WCA algorithm, other algorithms such 
as PSO, gravitational search algorithm (GSA), ICA, and 
sine cosine algorithm (SCA) are also utilized to find the 
optimal values for x1 and x2 one after the other for 100 
iterations with a total population of 100. The conver-
gence characteristics of all the algorithms are compared 
in Figure 6 and are concluded that the WCA approach 
finds the optimal solution within fewer iterations com-
pared to other algorithms. Moreover, the function value 
starts low with WCA and yields an optimal solution 
with a high convergence rate.

7. Simulation results

Case-1: Performance analysis of DAHT system under 
various control approaches

To validate the performance efficacy of the proposed 
3DOF-PID controller fine-tuned with the WCA 
approach, a widely accepted power system model of 
the DAHT system is believed. Area-1 of the DAHT 
system is targeted with a disturbance of 10%SLP for 
dynamical analysis. Different secondary controllers 
that are implemented to the same DAHT system by 
the researchers in the study of LFC such as PID-based 
hFA-PS [19], FGS-based GA [9], FPI tuned with BFOA 
[8], GWO-based PID [3], FPID rendered with ICA [7], 
and 2DOF-PID with WCA are considered one after the 
other. System responses under these methodologies are 
compared with the responses of the proposed 3DOF- 
PID rendered with the WCA approach in Figure 7. 
DAHT system dynamical behavior is interpolated 

numerically in terms of settling time placed in Table 1 
to assess the stability. Pointing out the responses settling 
time in Table 1, elucidated that responses that are 
undergone deviations at the time of load disturbances 
are dragged to steady-state positions very effectively in 
quick time by proposed WCA-tuned 3DOF-PID sec-
ondary regulator compared to other controllers 
reported in recent literature. Furthermore, noticing 
Figure 7 visualized that under the monitoring of WCA- 
based 3DOF-PID, the deviations in system responses 
like undershoot/overshoots are lessened with various 
controllers that are proposed by the authors on the 
same test system model. This is possible due to the 
inheritance of three independent control loops in the 
3DOF-PID regulator in shaping out the responses with 
oscillation free and dragging the deviations to a steady 
position. Moreover, the efficacy of the WCA meta- 
heuristic approach also boosts up 3DOF-PID monitor-
ing by rendering optimal parameters. Optimal gains of 
different regulators implemented in this case are noted 
in Table 2.

Case-2: Performance analysis of MAMS system 
under various control approaches

Later, the presented WCA optimized 3DOF-PID 
controller is implemented to another frequently uti-
lized model of the MAMS system by the researchers. 
The MAMS system displayed in Figure 2, is also 
examined by targeting area-1 with 10% SLP. Various 
control schemes such as PID optimized with HAEFA 
[2] and TLBO [16], techniques, FPID using the 
IGWO approach [20], 2DOF-PID fine-tuned with 
TLBO [16], and WCA mechanisms are implemented 
to get the comparative analysis with the proposed 
regulatory scheme. The responses for this case are 
displayed in Figure 8, and the respective optimal 
gains are reciprocated in Table 3. System behavior 
under the supervision of aforementioned control 
approaches in terms of settling times, which are 
noted in Table 3 are interpolated, came to know 
that deviations with WCA-based 3DOF-PID are very 
less fluctuated and also reached a steady position in 
quick time. Moreover, the convergence characteristics 
of different soft computing technique-based control-
lers are rendered in Figure 9 and came into conclu-
sion that with control strategy of proposed method 
yields the optimum solution in very less number of 
iterations, and the function value initially starts with 
less value by proposed scheme compared to other 
control techniques. Optimal gains of controllers 
employed in this subsection are noted in Table 4. 
The designed 3DOF-PID optimized with WCA meta- 
heuristic approach outperforms intelligent FPID tuned 
with IGWO and traditional PID rendered with 
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Figure 5. WCA flowchart.
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Figure 6. Convergence characteristics of various algorithms tested on Himmelblau’s test function.

Figure 7. DAHT system responses for case-1. (a) ∆f1, (b) ∆Ptie12, (c) ∆f2.
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HAEFA and TLBO mechanisms. However, fuzzy 
inherits lot more assumptions in considering MFs 
and designing rule-base interface which affects its 
performance and traditional PID is not adequate to 
cope up with system during large disturbances.

Case-3: Performance analysis of MAMS system with 
coordinated SMES and TCSC control strategy

To exert power system monitoring and governing 
at another level, secondary regulator alone is not 
sustainable. Performance boost up in power system 
will be attained through the adoption of territory 
control schema. So, in this work, SMES-TCSC schema 
is implemented for the MAMS system to achieve 
performance enhancement, especially during heavy 
disturbances. Initially, only SMES devices are incorpo-

Table 2. Optimal gains of controllers employed for DAHT system.

Gains
PID: 

hFA-PS
FGS: 
GA

FPI: 
BFOA

PID: 
GWO

FPID: 
ICA

2DOF- 
PID: 
WCA

3DOF- 
PID: 
WCA

Area- 
1

KP 2.2161 1.1489 1.9761 1.4228 1.9067 1.3370 1.1434
KI 1.3464 0.6691 0.3386 0.8878 1.3257 1.1180 0.8781
KD 0.4912 0.3886 - 0.3989 0.9199 0.8155 0.3125
K1 - - - - - 0.3556 0.4300
K2 - - - - - 0.2512 0.5155
Kff - - - - - - 0.0740

Area- 
2

KP 2.0228 0.9720 2.0244 1.2564 1.9136 1.4379 1.2367
KI 1.4206 0.7682 0.3287 0.6132 0.9752 1.2137 1.0912
KD 0.6006 0.3536 - 0.4509 0.8428 1.0144 0.4254
K1 - - - - - 0.3456 0.5054
K2 - - - - - 0.3542 0.3353
Kff - - - - - - 0.1908

Figure 8. MAMS system responses for case-2. (a) ∆f1, (b) ∆Ptie12, 
(c) ∆f2.

Table 3. Objective value and settling time of responses for 
MAMS system under various controllers.

Settling 
Time

WCA: 
3DOF- 

PID

WCA: 
2DOF- 

PID

TLBO: 
2DOF- 

PID
IGWO: 
FPID

IGWO: 
FPID

HAEFA: 
PID

∆f1 7.23 8.52 11.93 14.97 14.97 21.31
∆Ptie12 6.70 8.47 11.06 14.72 14.72 20.81
∆f2 5.682 8.08 10.82 13.38 13.38 21.75
Index value 2.28 

E-05
4.88 

E-05
3.26 

E-04
9.04 

E-04
9.04 

E-04
6.64 

E-03

Table 1. Objective value and settling time of responses for DAHT 
system under various controllers.

Settling 
Time

PID: 
hFA-PS

FGS: 
GA

FPI: 
BFOA

PID: 
GWO

FPID: 
ICA

2DOF- 
PID: 
WCA

3DOF- 
PID: 
WCA

∆f1 10.585 8.513 6.312 4.779 4.037 3.525 2.865
∆Ptie12 9.869 8.418 7.160 5.612 4.892 3.970 3.013
∆f2 9.905 8.610 7.764 5.698 4.664 3.914 3.116
Index 

value
11.6E- 

02
9.71E- 

03
8.01E- 

03
6.11E- 

03
3.92E- 

03
6.73E- 

04
2.39E- 

04
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Figure 9. Convergence characteristics of different control approaches implemented to MAMS system.

Figure 10. MAMS system responses for case-3. (a) ∆f1, (b) ∆Ptie12, (c) ∆f2.
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rated in both the areas and the system responses are 
visualized. Later, TCSC is established with a tie-line 
and the SMES devices are unchanged. Behaviors of 
the system with these devices are displayed in 
Figure 10 and showcased more enhancements in 
responses with SMES-TCSC schema rather than of 
only SMES and without SMES-TCSC schema. This is 

achieved because of the quick discharging time of 
SMES and its capability of storing bulk power, also 
the features of TCSC in compensating the variations 
in power flow by altering line parameters. Numerical 
results for this case along with corresponding SMES- 
TCSC device parameters that are rendered optimally 
in the range of [0–1] are disclosed in Table 5.

Table 4. Optimal gains of controllers employed for MAMS system.

Parameters
WCA: 

3DOF-PID
WCA: 

2DOF-PID
TLBO: 

2DOF-PID IGWO: FPID TLBO: PID HAEFA: PID

Area-1 KP 1.3129 1.1922 2.0278 2.1617 2.0921 3.7724
KI 1.3387 1.3592 1.7677 1.1025 1.1353 2.20348
KD 0.9232 0.8241 0.6135 0.8977 0.8368 0.7188
K1 0.3363 0.4334 0.3187 - - -
K2 0.3271 0.7794 0.2144 - - -
Kff 0.6755 - - - - -

Area-2 KP 1.2153 1.6288 1.8177 2.0823 2.1021 2.3000
KI 1.2788 1.4289 1.5759 1.6975 1.7096 1.2446
KD 0.6376 0.4613 0.5599 0.5674 0.7321 0.7027
K1 0.2266 0.2048 0.2383 - - -
K2 0.5122 0.0368 0.2244 - - -
Kff 0.7881 - - - - -

Figure 11. MAMS system responses for case-4 of load variations (a) ∆f1, (b) ∆Ptie12, (c) ∆f2.
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Figure 12. MAMS system responses for case-4 of variations in tie-line coefficient (a) ∆f1, (b) ∆Ptie12, (c) ∆f2.

Table 5. Settling time of MAMS system responses with SMES-TCSC scheme.
Parameters Without Device With only SMES With SMES-TCSC

∆f1 7.23 5.12 4.23
∆Ptie12 6.70 6.047 5.305
∆f2 5.682 5.25 4.71
Device Parameters – KSMES = 1.000, TSMES = 0.9985 T1 = 0.346,T2 = 0.890, 

T3 = 0.651,T4 = 0.923 
KTCSC = 0.998,TTCSC = 1.000

Table 6. Numerical results of MAMS system responses for sensitivity analysis.

Parameter % Change

Setting time (Ts)Sec Peak undershoot (Us)

∆f1 ∆Ptie12 ∆f2 ∆f1 (Hz) � 10� 3 ∆f2 (Hz)� 10� 5
∆Ptie12 � 10� 4 (Pu. MW)

Nominal Conditions 4.23 5.305 4.71 2.49 2.706 6.86
Bi +50% of nominal value 4.12 5.21 4.63 2.32 2.67 6.29

−50% of nominal value 4.38 5.65 5.31 2.51 2.90 7.21
Tt +50% of nominal value 4.36 5.47 4.89 2.67 2.91 6.98

−50% of nominal value 3.89 5.11 4.53 2.34 2.65 6.66
Tw +50% of nominal value 4.49 5.66 4.98 2.71 2.89 6.96

−50% of nominal value 4.12 5.22 4.66 2.19 2.56 6.29
TCD +50% of nominal value 5.07 5.98 5.32 2.76 3.01 7.08

−50% of nominal value 3.99 5.19 4.39 2.34 2.18 5.89
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Case-4: Sensitivity test on MAMS system
Finally, a sensitivity test is enforced to exhibit the 

robustness of the presented strategy. For this purpose, 
MAMS system parameters are varied to a wide extent 
and the system is targeted with large load fluctuations 
and also with random loadings. Figures 11 and 12 indi-
cate the MAMS system responses for large load varia-
tions and also with variations in tie-line coefficient. 
Responses for random loadings are displayed in 
Figure 13. The numerical results for system responses 
of other parametric variations are listed in Table 6. This 
sensitivity analysis elucidated that the presented terri-
torial schema along with WCA-based 3DOF-PID is 
good at holding system stability even in the case of 
system targeted with random loadings.

8. Conclusion

This paper demonstrated the sovereign of WCA- 
tuned 3DOF-PID regulator in ruling out the devia-
tions in frequency and power flow in line with the 
interconnected power system in the study of LFC. 
This presented approach is tested on widely utilized 
power system models of DAHT system and MAMS 
systems. Sovereignty of WCA-tuned 3DOF-PID is 
established with controllers like hFA-PS-based PID, 
FGS based on GA, BFOA-based FPI, GWO-tuned 

PID, ICA-based FPID approaches on DAHT system 
and HAEFA-tuned PID, TLBO-tuned PID, IGWO- 
based FPID, and TLBO-based 2DOF-PID regulatory 
approaches on MAMS system reported in the litera-
ture. Simulation results visualized the extreme mon-
archy of 3DOF-PID based on the WCA algorithm in 
outperforming other traditional and intelligent-based 
controllers in maintaining the stability of power sys-
tems under disturbance conditions. Later, SMES- 
TCSC territorial schema is implemented for the 
MAMS system to boost up the performance. 
Finally, the MAMS system is subjected to random 
loadings and the parameters are also varied to a wide 
extent to test the presented approach robustness. The 
robustness test reveals the presented control schema 
can withstand the system stability even the para-
meters and loadings are varied to large extent.
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Abstract
In the discussion of fault location due to the existence of multiple branches in the distribution network, different locations 
are obtained and this shows the importance of detecting the faulted section in the distribution network. In this paper, the 
new idea of modulating the current and three-phase voltage of the line’s beginning and histogram analysis has been used for 
fault location in the power network. First, threephases of current and voltage of the line’s beginning are converted separately 
through convolution into a modulated current signal and a voltage signal, respectively. Then by dividing the density ratio of 
the modulated voltage by the modulated current, the distance to fault location can be estimated; but there is the possibility 
of obtaining several fault locations in the distribution network. In the following, the faulted section can be estimated through 
a histogram analysis of the modulated voltage. Simulation results show that by modulating the three-phase voltage, there is 
a possibility to eliminate the effects of fault resistance, fault occurrence angle, fault type on the algorithm’s accuracy. In the 
end, the suggested algorithm was implemented on a 735 kV transmission network and an IEEE-15bus distribution network 
whose results demonstrate the appropriate accuracy of the suggested algorithm.
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1 Introduction

Considering the huge dependency of urban industries and 
consumers on electric energy, a power outage would cause 
severe economic damages to industries and would disrupt 

the daily life of subscribers. On the other hand, the possibil-
ity of random and unpredicted faults in the national electric-
ity network exists and by reducing the fault location the time, 
the damages of a power outage could be minimized. So far 
and to accelerate the network repair and improve reliability, 
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various methods have been presented for fault location [1]. 
But, nowadays, due toliving in a restructured environment 
and competition between companies in order to increasing 
energy access for consumers, system faults have received 
more attention. In addition in fault location approaches, 
methods have been presented for determining the fault sec-
tion or distance especially in distribution networks [2–4].

Fault location methods can be classified into impedance 
methods, traveling waves and high-frequency components of 
fault current and voltage, and learning-based smart methods. 
Traveling wave methods have a complicated structure and 
are very expensive due to their use of sampling filters [5, 6]. 
Impedance methods have a relatively simple structure and 
employing them in protective relays is easily possible [7, 8]. 
But due to existence of multiple branches in the distribution 
network, using this method will lead to the estimation of 
multiple points in the network. Therefore, using this method 
in the distribution network depends on combining will a 
method that is capable of estimating the faulted section [4].

Along with existing approaches, methods based on 
learning algorithms can also be used as replacements for 
fault locating in the distribution network. In these meth-
ods, extracting effective features and employing appropri-
ate learning algorithms are two major and effective issues 
in establishing learning methods [2, 3]. The problem with 
smart methods based on neural networks is when the power 
network has expanded or has changed its topology for what-
ever reason; in which case, all our train data must be repro-
duced and redesigned for the new network.

Nowadays, signal processing techniques have been used 
for fault location. One of the most used functions in signal 
processing is wavelet transform which enables us to extract 
the signal’s high and low-frequency components which can 
play an important role in fault location. For instance, we can 
determine the fault location by applying wavelet transform 
on high-frequency samples of the fault signal recorded at the 
beginning of medium-voltage feeders and their endpoints 
[9]. A method has been presented in [10], which uses the 
wavelet transform for determining fault location using infor-
mation recorded before and after the fault in the transmission 
network; which enables wavelet transform with high-resolu-
tion time for high-frequency components of fault transients. 
In [11–25], smart meter devices and artificial neural network 
techniques are used to detect the faulted section and fault 
location in the distribution network.

One of the techniques of signal processing in the domain 
of time is multiplying two signals and converting them into 
one signal, in a way that the new signal will have the features 
of both signals. On the other hand, high-frequency compo-
nents are created in a fault occurrence, and therefore, in the 
frequency domain, the multiplication of two signals should 
be done through convolution. In this paper, the idea of con-
volution has been used to convert threephases of current 

and voltage into one current signal and one voltage signal; 
in a way that they will have all the frequency information of 
those threephases. Then, the fault location is estimated by 
the impedance method. The main difference is that in the 
impedance method, multiple fault locations are estimated 
and the accuracy of this method is highly dependent on line 
parameters. But in our proposed method, the fault location 
can be easily estimated using the histogram analysis tech-
nique which is not dependent on line parameters. In Sect. 2, 
the proposed method is described based on modulating the 
signal and histogram analysis. Section 3 discusses the imple-
mentation of the network and the fault location algorithm. In 
section 4, the results of this approach are presented and the 
conclusion is provided in section V.

2  Proposed Method

In this paper, the work foundation is based on the current 
histogram analysis and modulated voltage at the line’s 
beginning, before and after the fault. Then in the first step 
and using convolution, the three-phase current and volt-
age recorded by measuring devices are converted into one 
current signal and one modulated voltage signal that pre-
serves the frequency information of all three signals. Then, 
by dividing the density ratio of modulated voltage in the 
modulated current, the distance to fault location can be esti-
mated. But the possibility of obtaining several points in the 
distribution network exists, and it could be estimated the 
fault location through histogram analysis of the modulated 
voltage (before and after the fault). Thus, our algorithm con-
sists of three stages: modulating threephases of current and 
voltage, calculating the density of the modulated signal and 
in the end, histogram analysis to detect the faulted section.

2.1  Signal Convolution

In the time domain andduring multiple two signals perform-
ing, it couldbe done in a simple mathematical way. But in the 
frequency domain, multiplying two signals should be done 
through convolution. Convolution is a mathematical operator 
that acts on two functions of Va and Vb (a, b phase volt-
age) a third function (z) create that can be considered as the 
modified version of one of the main functions. Convolution 
is similar to the correlation function. Applications of this 
operator include statistics, computer vision, image process-
ing, signal processing, electrical engineering, and differen-
tial equations. Convolution of two mathematical functions 
is obtained using Eq. (1):

(1)Z = Va ∗ Vb
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The sign * is the symbol for convolution. Convolution has 
some interesting features and properties:

A. Commutative property: commutative property exists 
in convolution; which means that if two signals or two 
functions swap places in the convolution, the result will 
not change.

B. Associative property: the associative property is also 
presentedin the convolution of three signals or three 
functions; considerat the following equation: Eq. (2) 
represents the associative property in which  Va,  Vb, and 
 Vc are respectively voltages for phases a, b and c.

C. Distributive property: The distribution property is also 
presentedin the convolution of three signals or three 
functions.

D. Impact of time shift: Timeshift in two signals will affect 
the convolution of two signals and convolution will shift 
with the same amount as the shifting of the signals.

E. Coefficient Effect: If a constant value is multiplied by 
the convolution of two signals or two functions, it will 
eventually affectin the convolution of these two signals 

(2)Va ∗
(
Vb ∗ Vc

)
=
(
Va ∗ Vb

)
∗ Vc

and two functions and will be multiplied by the same 
amount.

Thehigh-frequency components are produced during a 
fault occurrence and considering the mentioned issues, a 
simple solution for reducing calculations and also preserv-
ing frequency information in one signal is using convolu-
tion to convert three-phase signals into one signal with the 
same frequency properties. Figure 1 shows an example of 
converting a three-phase voltage into a modulated voltage 
through convolution.One of the signal processing techniques 
to derive the fault property from the current or voltage signal 
is the use of wavelet transform which is capable of display-
ing signal sharp changes when the fault is in a small scale. 
Which is obtained by multiplying the original signal in a 
wavelet at a different scale fromthe original signal. Now, 
the convolution technique is similar to the wavelet transform 
at the time of the fault andcould beapproporiatedisplay in 
the changes at the time of the fault, such that it was able 
to detect single-phase fault of a one wave peak, two-phase 
fault two-wave peak, and three-phase fault two-wave peak 
with less amplitude of two-phase fault extraction. So in this 
scheme, instead of wavelet transforms that are only able to 
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Fig. 1  Converting a three-phase voltage into one modulated voltage in a no-fault condition in the network
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apply individually to each of the phases. Use the convolu-
tion to apply the voltage and current three-phases, the same 
wavelet transform features to one-scale only at form a modu-
lated voltage and current signal obtain and then comparing 
these two modulated signals fault location estimated. The 
difference in wavelet transform is that,it could be dividedthe 
signal into several domains, but in the convolution instead 
of using the mother wavelet, it has createdtwo modulated 
signals with the same characteristics by applying together 
threephases of voltage and current.

2.2  Calculating the Fault Candidate Points 
in the Network

One of the common methods in fault location is the imped-
ance method which estimates the fault location as two-ter-
minal or single-terminal using the measured voltage and 
current. This method depends on being aware of the line 
parameters and the more information which are on the line’s 
resistance, reactance, and capacitor, the algorithm will be 
more approporiate and the calculations will be more com-
plicated. In this research and to reduce the calculations and 
ignoring the line parameters, the idea of convolution and 
calculating the density of the converted signals has been 
presented. Our studies show that this density is different 
between no-fault conditions and fault conditions it will have 
different single-phase, two-phase, and three-phase for dif-
ferent faults. Therefore, in this design, the first step after a 
fault occurrence is to calculate the modulated voltage and 
current at the line’s beginning; in the next step, the density 
of modulated voltage and current is obtained and then by 
dividing the density ratio of the voltage by the current, a 
constant value is achieved and multiplied that value by the 
line’s length, the distance to fault location is estimated.

Figure 1shows the density of the modulated voltage for a 
three-phase voltage in a normal (no-fault) condition. Here, 
the density of the modulated signal shows the number of 
changes in the surface beneath the signal; which is measur-
able using the "bar" command on MATLAB. Figure 2 shows 
the changes in the area under the curve of the modulated 
voltage in a no-fault condition.

K = 1, 2, …, N; N is the number of moments (coefficients).
Equation (3), (4) show the convolution of voltage and 

current, respectively; Eq. (5) shows how to calculate the 
fault location, and Eqs. (6), (7) represent the density of 
modulated voltage and current, respectively; in which  Ico, 
 Vco are respectively the modulated current and voltage;  Va, 
 Vb and  Vc are respectively the voltages for phases a, b and 
c at the line’s beginning;  Ia,  Ib, and  Ic are respectively the 
currents for phases a, b and c at the line’s beginning; x is 
the distance to fault location; L is the line’s length; d(VCO) 
and d(Ico) are respectively the densities of modulated volt-
age and current.Eq. (5) is a criterion for the fault location in 

(3)Vco = Va ∗ Vb ∗ Vc

(4)Ico = Ia ∗ Ib ∗ Ic

(5)X =
d
(
Vco

)

d
(
Ico

) × L

(6)d
(
Vco

)
=

N∑

k=1

Vco

(7)d
(
Ico

)
=

N∑

k=1

Ico
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Fig. 2  Changes in the area under the curve of the modulated voltage in normal condition
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a transmission network. It should be noted that the amount 
of d(VCO) and d(Ico) are equal in a no-fault condition and 
when a fault occurs, their values will be different based on 
the fault type, fault resistance, and fault angle. But since 
our processing is occurring simultaneously on the current 
and voltage, the ratio of these changes will be in a way that 
won’t create problems for the algorithm’s accuracy. Because 
for each fault type, the resistance, or angle, the current will 
changeproportional to the voltage and therefore, our estima-
tion will not be wrong.

Figures 3,  4 show the results are different for different 
fault types.the voltage is decreased and current id increased 
during a fault occurrence which could be properly seen in 
the modulated voltage and current; so that when the fault 
intensifies (from single-phase to three-phase), the amplitude 
of the modulated voltage will decrease, and the modulated 
current increases. Also, the obtained waveform is different in 
different faults; in a way that we will have one wave peak in a 
single-phase fault and two wave peaks with different ampli-
tudes in two-phase and three-phase faults. From the con-
volution’s feature, it is completely clear that the waveform 
of the modulated voltage has become similar to the wave-
form of the modulated current which helps us significantly 

in calculating the fault location. As it can be be can seenin 
Fig. 3, the peak amplitude of the modulated voltage in sin-
gle-phase fault 2,000,000, in a two-phase fault 1,500,000, in 
a three-phase fault 1,200,000 is well reduced. Also, accord-
ing to Fig. 4, the peak amplitude of the modulated current 
in single-phase fault is 40000000000, in a two-phase fault 
is 70000000000, in a three-phase fault is 150000000000, 
which is aapproporiate increase of amplitude.

The feature of this scheme is the simultaneous process-
ing of the current and voltage at the beginning of the line at 
the time the fault occurs. Therefore, depending on the type 
ofpower network (distribution or transmission) at the time 
of the fault, their voltage or current proportionallystaylow 
or high, and since the current and voltage density of the 
threephases are calculated simultaneously, then the power 
network type will have a not effect on this. Because the two 
density ratios will have a for each network the fault current 
and voltage ratios change at the same time, so Eq. (5) does 
not have trouble estimating the distance (X). So ifit deal 
with a large power network, voltage and current changes at 
the time the fault occurred, though limited, still have and 
will not have an effect on the algorithm. For example, Fig. 5 
shows the voltage and current measured at the time of the 

Fig. 3  Changes in density of the modulated voltage a in a single-phase fault condition, b in a two-phase fault condition, and c in a three-phase 
fault condition

Fig. 4  Changes in density of the modulated current a in a single-phase fault condition, b in a two-phase fault condition, and c in a three-phase 
fault condition
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fault in a large transmission network. As it can be can seen, 
the amplitude of voltage and current changes is very small. 
Now, in Fig. 6, the modulated voltage and current density 
are shown, and the ratio of these two values at the line is 
x = 49.93, so the proposed method in large networks and 
even for high impedance faults where the voltage changes 
are very small, it will perform well. This is because the con-
volution is similar to the wavelet transform, which multiplies 
the original signal in a mother wavelet, thereby extracting 
the small and sharp edges of the signal. Convolution also 
these small changes is magnification in the modulated signal 
by multiplying the three-phase signal. This magnification in 
the voltage and the current signal is done in the same pro-
portion, so the proposed method does not have a problem in 
estimating the fault location.

3  Estimating the Faulted Section 
in the Distribution Network

As ithas mentioned in the previous section, Eq. (5) is a 
criterion for calculating the fault location in a transmission 
network. Now, if we want to use this equation in the distri-
bution network, due to the presence of different branches, 
it is possible to obtain several points; therefore, detect-
ing the fault location is very important in the distribution 
network. In this design, the idea of histogram analysis of 
the modulated voltage at the line’s beginning has been 
presented; and the faulted section can be easily detected by 
comparing the histogram of the modulated voltage before 
and after the fault. An analysis conducted by a histogram 
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diagram is an initial or even general analysis. In the his-
togram diagram, there is an overall look at the data fre-
quency in groups. The basis of the histogram is composed 
of a vertical axis that always represents frequency and a 
horizontal axis thatrepresents continuous data (numerical) 
as parts with different amounts (the minimum being 20 
parts). The size of each bar shows the frequency of that 
bar between ranges. A histogram chart is similar to a bar 
chart’ which data range has decided to be used at looking 
the histogram chart, it can quickly infer four factors:

• Peak: it shows the range of highest frequency.
• Gap: gap means that there is no information available in a 

range or ranges and gaps usually present the information 
associate with importance in the analysis.

• Concentration: When two or three bars have similar sizes, 
then the data are concentrated in those ranges.

• Outliner: ranges in which data frequency is very unlikely 
to happen and exist.

Figure 7 shows three important properties of a histo-
gram chart. In regards to fault location in the distribution 
network, our studies show that the peak and partitioning of 
the histogram are different depending on the fault type and 
the faulted section and they will be appropriate criteria for 
detecting the faulted section. Therefore, in our design, first, 
the fault candidate points are obtained using Eq. (5), and 
then by comparing the histogram in the candidate section 
before and after the fault, the faulted section is detected. Our 
studies show that the histogram of each section is different 
for different faults and by detecting the candidate sections, in 
which the faulted section can easily be detected. The results 
are shown in the following.

Figure 8 shows a sample of fault candidate points in 
the power transmission and distribution network. It can be 
seenin Fig. 8a, one candidate point X is obtained for each 
fault along the transmission line, but in the distribution net-
work of Fig. 8b, for each fault along the line, many candidate 
points may be obtained, as in Fig. 8b it seen that there is only 
one candidate point to the distance X, and for the distance 
greater than X, there will be three branches, so three candi-
date points, such as X1, X2, and X3, will be obtained, thus 
detecting the faulted branch seen in the distribution network 
of particular importance.

Suppose in Fig. 8a that a fault occurred and the voltage 
and current information of the fault was at the beginning 
of the line, it can now be easily obtained by Eq. (5) of the 
fault distance X. Now, if a fault occurs in Fig. 8b distribu-
tion network and the voltage and current information at 
the beginning of the Substation are available, Eq. (5) can 
obtainedthe fault distance to the Substation, but due to the Fig. 7  An example of a histogram chart

Fig. 8  Fault candidate points in a Transmission network, b Distribution network
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different branches in the distribution network, several can-
didate points may be presented. For example, if the fault 
distance X1 is obtained since X1 = X2 = X3, then three 
candidate points (i.e. Fault 1, Fault 2, Fault 3) will be 
obtained, that to accurately diagnose faulted branch in this 
paper of histogram analytics idea of the modulated three-
phase voltage is provided at the beginning of Substation.

Suppose a two-phase fault to ground occurs at distance 
X1 from Substation in Fig. 8b. In this case, three X1, X2, 
X3 candidate points will be obtained for the fault location, 
followed by observation and matching of the modulated 
voltage histogram at the beginning of the Substation can 
detect the exact point of fault location. Asit can be seen 
in Fig. 9, the modulated voltage histograms are different 
before and after the fault and vary for each branch. Before 
the fault (Fig. 9a) the peak of the histogram is above 3000 
and after the fault, at each point (ie Fig. 9b–d) the peak 
of the histogram is lower than 3000, also to detect the 
faulted branch seen from Peak 1, Peak 2 is used. In Fig. 9b 
(main branch) Peak 2 is below 2500 and in Fig. 9c (lateral 
branch) Peak 2 is above 2500 while in Fig. 9d (mutual 
lateral branch) is replaced by Peak 1, Peak 2. So it is easy 
to see the value of Peak 1, Peak 2 faulted branch detected. 
Our studies show that the modulated voltage histogram 
varies for different faults and the number of main and lat-
eral branches of the distribution network and it is easy to 
identify the fault location by matching the histogram of 
each section as described in Sect. 4 of the article.

One of the common techniques in fault location argument 
is the impedance method, whose accuracy depends on the 
knowledge of line parameters such as resistance, reactance, 
and capacitance, and if two types of line (in terms of line 
resistance and reactance) are used in different parts of the 
network, impedance method in fault location is difficult. 
But in the histogram analysis method there is no need for 
line parameters and only need to record three-phase voltage 
information at the beginning of the line. It has no problems 
and will even be able to provide different histograms for 
each network section. Thus, in this scheme, by comparing 
the histograms of each section, one can easily obtain the 
faulted branch by matching the histogram. Because it was 
able to present different histograms for each section. What 
is meant here is the non-dependence of the proposed method 
on line parameters such as resistance, inductance, and line 
capacitor to calculate the fault location. Figure 10 shows 
how x is calculated in the impedance method. It is clear 
from its comparison with Eq. (5) that the proposed method 
is not dependent on line information and only estimates the 
fault location with voltage and current at the beginning of 
the line.

The existence of power quality issues in the distribution 
network not only disturbs but also makes the voltage histo-
gram unique in that part of the distribution network. Also, 
since our processing of the voltage and current at the begin-
ning of the network is synchronous and any change in volt-
age causes a change in current, so Eq. (5) will not occure the 
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difficulty. For example, in the same IEEE 15-bus network, 
there is a DG unit in bus 3, which causes the modulated 
voltage histogram peak to increase in that branch instead of 
decreasing the histogram peak. Therefore, the presence of 
new devices in its distribution network has made the histo-
gram of that section unique, which can be very helpful in 
detecting the faulted section.

4  Network Implementation

In this paper, the suggested algorithm was first implemented 
on a 735 kV transmission network and then on an IEEE-
15bus distribution network. The transmission network under 
study is the same standard network designed by G. Sybille 
(Hydro-Quebec) which can be observed by entering the 
power_3phseriescomp.mdl command on MATLAB. Also, 

the line length of the transmission network is considered 
100 km is shown in Fig. 10. Regarding the distribution net-
work under study, it should be mentioned that this network 
consists of 14 sections which include the main branch (with 
4 sections) and 5 lateral-branches (consisted of 9 sections) 
and in this paper, (like [2, 3]) sections are named as binary 
numbers. So the main branch will include Sections 0001, 
0010, 0011, 0100 and lateral-branches will include Sec-
tions 0101, 0111, 0110, 1110, 1000, 1001, 1010, 1011, 1100, 
1101. Figure 11 shows the single-linear diagram of the dis-
tribution network under study. Also, the length of each sec-
tion is considered 10 km, and all the modeling in this paper 
arecarried out on MATLAB. The reason for naming each 
section is that, in our study, it will be showedthat each sec-
tion has a specific property, and to show these distinctions, 
we named the sections. Finally, the complete flowchart of 
the proposed fault locator algorithm is shown in Fig. 12.

Fig. 10  Transmission network study under
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5  Simulation Results

Imagine that a three-phase fault has occurred at a distance 
of 50 km to the transmission line understudy and waveform 
of voltage and current recorded by measuring devices at the 
line’s beginning is as Fig. 13 shows. In the first step, the 
modulated voltage and current are calculated along with the 
density of each signal. Figure 14 shows the density of the 
modulated voltage and current. As it can be seen, the den-
sity of the modulated voltage has been calculated up to the 
moment of the relay’s performance.Then after a fault in the 
network, the relay detects the fault and removes the fault 
current by disconnecting it. This cuts off the branch current, 
but the voltage may still be measured at the beginning of the 
line. Therefore, to avoid reducing the accuracy of Eq. (5), it 
is calculatedthe modulated voltage density until the current 
is interrupted by the relay. As Seen Figs. 13, 14 for a better 
understanding of the subject. Asit can be seen from Fig. 13, 
at the instant of 2500 the current is interrupted by the relay 
but the network voltage remains. Therefore, according to 
Fig. 14, the modulated voltage density up to the moment 
of relay operation is calculated according to the modulated 
current density up to 7500. This is done because Eq. (5) has 
no problem and the exact location of the fault is obtained. 
Therefore, the modulated voltage and current density must 
be calculated until the moment of the relay operation. The 
densities of the modulated voltage and current were respec-
tively 6573 and 13,166. Now, by dividing the former value 

by the latter, and multiply the answer by the line’s length, the 
amount of 49.9240 has been estimated for the fault location.

With familiar about the idea of the design,itis implement-
edthe suggested algorithm on the distribution network. The 
difference is that by employing this idea, several candidate 
points in the distribution network are provided and to detect 
the faulted section, the idea of a histogram analysis has 
been presented. Our studies show that the histogram of the 
modulated voltage at the line’s beginning (before and after 
the fault) is different for each different fault in each section. 
Here,are the considering limited article pages, the results 
of the study on the main branch (0001, 0010, 0011) and 
a lateralbranch (0101, 1000) have been briefly presented. 
Figure 15 shows the histogram of the modulated voltage at 

Fig. 11  Distribution network study under
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Fig. 12  Flowchart of the suggested locator algorithm
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the line’s start before the fault occurrence. By comparing it 
to Figs. 16, 17, 18, 19, 20 that have happened after the fault 
occurrence, fault detection is easily possible.

Figures 16, 17, 18 show the histogram changes of the 
modulated voltage in the main branch of the network for 
single-phase fault, two-phase fault, and three-phase fault, 
respectively. Figure 19 and Fig. 20 respectively show the 
histogram changes of the modulated voltage in the lateral-
branch 0101, 1000 for single-phase fault, two-phase fault, 
and three-phase fault. As you can see, histogram changes 
can help us detect the fault type (single-phase, two-phase 

and three-phase fault). Therefore, it can be statedthat the 
histogram of each fault type is unique.

In this design and to conduct histogram analysis, it 
has considered twoimportant components of the his-
togram: partitioning (range of the horizontal axis) and 
the peak amount. As it can be seen, the range of the 
horizontal axis is between ± 3,500,000 in normal con-
dition (no-fault), between ± 2,500,000 in single-phase 
fault, between ± 2,000,000 in two-phase fault, and 
between ± 1,500,000 is in three-phase fault. Therefore, the 
intensification of a fault reduced the histogram partitioning. 
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The next component is the peak amount which is different 
in the main branch and the lateralbranch of the network and 
changes in the sections of each branch. Figures 16, 17, 18 
clearly show that the peak amount increases in each section 
that gets far from the feeder’s beginning. The reason is the 
presence of a source in bus 3 of the network that has led to 
improved voltage drop. Figures 19,  20 clearly shows that the 
peak amount in the lateral-branch 0101, 1000 has moved and 
the more it gets far from the sources, the more it decreases.

With the concept of the design, imaging that a two-
phase fault has occurred ata 5 km distance from the feed-
er’s beginning. First, candidate points are extracted using 
Eq. (5). Since the length of each section is considered 10 km, 
three candidate sections of 0001, 0101, 1000 are presented. 
The candidate points are determined, the faulted section is 
detected by histogram analysis; in a way that by compar-
ing Figs. 17a, 19b, 20b, the faulted section can be detected. 
Therefore, in this design, the fault location in the distribution 
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network can be properly estimated using three ideas of cal-
culating convolution, density, and histogram analysis.

In the following and to investigate the accuracy of the 
suggested algorithm, different faults in different distances 

were tested on transmission and distribution networksand 
the results has showedin Tables 1, 2. Also, the estimation 
error percentage can be calculated using Eq.  (8) whose 
results are put in Tables 1, 2.
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The results clearly show that changes in fault location, 
fault resistance, and fault type do not influence detecting 
the faulted section and fault location in the network using 
the suggested algorithm. Because, it is simultaneously pro-
cess threephases of current and voltage, any change in fault 
type will cause a simultaneous change in the voltage and 

(8)RE =
|Actual Location − Estimated Location|

Length of Line
× 100%

current and thus the suggested algorithm will not face any 
problems. As it can be seen in Tables 1, 2, the maximum 
estimation error in the transmission network is 0.4025% and 
in the distribution network, the maximum estimation error is 
0.9910% which is an appropriate percentage. Although the 
error percentage has gone up slightly in lateralbranches of 
the distribution network, because the faulted section is eas-
ily extractable, the performance of the suggested algorithm 
is appropriate.

6  Conclusion

In this paper, a new method based on signal processing tech-
niques was used to fault location in the power system. Three 
techniques of convolution, density calculation, and histo-
gram analysis were used to detect faulted section and fault 
location, especially in the distribution network. In a way 
that in the first step, three-phase voltage and current at the 
line’s beginning will be modulated through convolution and 
then the density of each modulated signal is calculated and 
by calculating the ratio of these two values, the distance to 
fault location is obtained; and in the end, the faulted section 
in the distribution network can be estimated by analyzing the 
histogram of the modulated voltage at the line’s beginning. 
The design’s features include:

• Not being dependent on line parameters.

Table 1  Results from testing the suggested algorithm in the transmis-
sion network

Estimated values Actual values Estimated values RE(%)

X (km) Rf (ohm) Fault type Xe (km)

30 0.5 A-g 30.3261 0.3261
20 8 A-B-g 20.4025 0.4025
50 10 A-B-C-g 49.9240 0.0760
70 85 C-g 70.1235 0.1235
65 100 A-C-g 65.1123 0.1123
10 – B-C 9.9702 0.0298
40 75 B-g 40.0916 0.0916
80 150 B-C-g 79.9379 0.0621
30 – A-C 29.7712 0.2288
85 – A-B 85.1793 0.1793
15 15 A-g 15.1078 0.1078
90 95 A-C-g 90.1634 0.1634
40 – A-B-C 40.1546 0.1546

Table 2  Results from testing 
the suggested algorithm in the 
distribution network

Section Actual values Estimated values RE (%)

X (km) Rf (ohm) Fault type Se Xe (km)

0001 6 0.5 A-g 0001 5.9622 0.378
0010 5 7 A-B-g 0010 4.9763 0.237
0011 8 – A-B-C 0011 7.9682 0.318
0100 7 25 B-g 0100 7.0301 0.301
0101 9 35 C-g 0101 8.9321 0.679
0110 0.5 45 B-C-g 0110 0.4552 0.448
0111 5 – A-B 0111 5.0991 0.991
1000 3 65 A-C-g 1000 2.9823 0.177
1001 4 – A-B-C 1001 3.9756 0.244
1010 6 85 C-g 1010 6.0623 0.623
1011 7 95 A-g 1011 7.0256 0.256
1100 8 10 B-g 1100 8.0978 0.978
1101 3 75 A-B-g 1101 2.9243 0.757
1110 2 55 B-C-g 1110 2.0611 0.611
0011 4 100 A-C-g 0011 4.0237 0.237
0111 9 14 B-g 0111 9.0178 0.178
1001 6 2 A-B-g 1001 5.9813 0.187
1011 8 – B-C 1011 7.9817 0.183
0110 5 – A-C 0110 4.9423
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• Fault type, faulted phase, fault resistance, fault occur-
rence angle has no effects on the suggested algorithm. 
Because a change in the mentioned parameters will 
cause a simultaneous change in the voltage and cur-
rent of the threephases and since the processes on volt-
age and current are done simultaneously in this design 
through convolution, the design will not face any prob-
lems.

• Using convolution to create modulated voltage and cur-
rent with a similar waveform.

• Presenting a unique histogram for each fault and faulted 
section.

• Appropriate algorithm accuracy: maximum estima-
tion error of 0.4025% for the transmission network and 
0.9910% for the distribution network was achieved.
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Abstract: Nowadays the utilization of Electric Vehicles (EVs) has greatly increased. They are attaining
greater attention due to their impacts on the grid at the distribution level. However, due to the
increased need for electricity, EVs are also used to serve the load in the instance of electrical failure
in the distribution systems. This paper presents a new approach to a service restoration method
for a low-voltage distribution network at the time of a power outage using existing EVs available
in a parking place. The objective function formulated here was a constrained linear optimization
model. It aimed to develop priority-based scheduling of the residential user appliances while meeting
all the operational constraints if the EV’s power was in a deficit at the hour of the outage. Weight
factors were assigned to various residential appliances to decide their priority while scheduling.
To substantiate the proposed methodology, a day load profile of a 20 kVA distribution transformer
feeding eight residential users is considered. This was tested during an hour-long power outage
scenario in the MATLAB and LINGO platforms, with four EVs available during the outage period.
This method restored the maximum power to the residential appliances.

Keywords: Electric Vehicles; service restoration; distribution system; priority-based scheduling;
residential appliances

1. Introduction

Recently, the electricity demand has increased the utilization of power systems. As
customers always expect uninterruptible quality power, it poses a challenge to power utility
companies to increase their power supply to meet the additional loads. If proper planning
is not done, the system gets stressed, which leads to the risk of outages and blackouts.
The increased utilization of EVs becomes a promising strategy for service restoration at
the distribution level. After a major outage, the distribution system generally requires a
long time for maintenance. Dependency on a utility operator for its repair may not result
in quick management of an outage. However, a benefit associated with EVs is that the
batteries in the EVs help to serve the loads at the time of the outage.

Various potential services offered by EVs for distribution systems are mentioned in [1]
and are called EV distribution system services (EVs-DSS). They categorized the services
into three main groups. It was suggested that active power support from EVs can be
considered for congestion management, loss minimization, peak shaving, valley filling, and
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voltage regulation and load shifting. Various aspects of EVs, such as technical, economical,
regulatory, and user-related issues and their associated barriers, are discussed in [2].

Mixed-integer linear programming was implemented in [3] for fast restoration of a
distribution system with different penetration levels of Plug-in Hybrid Electric Vehicles
(PHEVs). They analyzed coordination for the restoration of transmission and distribution
systems for bringing the system back to normal conditions. A decentralized multi-agent
system approach was proposed in [4] for service restoration. It was used to account
for uncertainty in load demand and renewable energy resources in 38 bus and 119 bus
distribution systems. They highlighted the use of EVs to support the energy uncertainties
at the time of restoration.

To improve the resilience of the distribution system, a two-stage optimization model
was proposed by [5] for the routing and scheduling of mobile power sources (MPSs), such
as EVs. This solution demonstrated its effectiveness when tested on IEEE 33-node and
123-node test systems. A resilient scheme was proposed in [6] for the proper dispatch of
repair crews and MPSs for disaster recovery logistics, optimizing the distribution system
restoration by forming dynamic microgrids powered by the MPSs. A smart transformer
architecture for a solid-state transformer was proposed in [7] to improve the services of
the electric grid and the resilience of the system by initiating a restoration procedure after
a blackout.

Mobile energy resources (MERs) connected to the distribution system through the
transportation system are used for dynamic service restoration to serve critical loads. MERs’
dispatching schedule is obtained from a mixed-integer linear programming optimization
problem in [8]. The faster self-healing process of a distribution system for reliable load
pickup by PHEVs is presented in [9], where a Markov chain process was used to generate
the driving behavior of PHEVs and an optimization problem was formulated to restore the
maximum load.

Power system restoration was achieved in [10] by locating distributed generators (DGs)
optimally. They considered this as a problem of constrained optimization and applied
it to both sub-transmission and distribution systems for the minimization of the service
area at the time of restoration. A hybrid multi-agent system approach with six agents was
implemented for service restoration in [11], using both DGs and EVs. The optimal location
of DGs was obtained by using an Open DSS network simulator and proposing an R&M
algorithm for finding optimal island ranges.

A real-time household load priority scheduling algorithm was implemented in [12]
based on the availability of renewable energy sources to minimize the energy cost and
satisfy the comfort of the customers. Assigned priority to home appliances was achieved
dynamically for hour-to-hour energy consumption of various home appliances. A strategy
for service restoration at multiple levels was proposed in [13] with microgrids and EVs and
a fault was created on 3 feeders and 18 nodes of an IEEE distribution system. They not only
restored the service in a much quicker time but also improved the reliability of the system.

Classification of DGs and models of service restoration methods were discussed in [14].
They implemented it for an active distribution network as a complex optimization problem
by considering the priority levels of users, the number of switching operations, and losses
of the network after restoration. The Pareto genetic algorithm, which was implemented to
choose the optimal path for service restoration, gave effective results.

Table 1 shows the comparison of computational methods of service restoration in dis-
tribution systems, along with their solution approaches, merits, and demerits. The optimal
coordinated operation of dc microgrids connected to a distribution system followed by a
major power disturbance to sustain the distribution system resilience was proposed in [15]
as a multi-objective mixed-integer linear programming optimization problem. They consid-
ered the impact of PHEVs and demonstrated the effectiveness of different methodologies
on a 34-bus test distribution system.
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Table 1. Comparison of computational methods of service restoration in distribution systems.

Ref. No. Problem Solution Approach Merits Demerits

[3] Distribution system
restoration using PHEVs

Mixed-integer linear
programming is

implemented. 100-bus test
system was considered.

Coordination between
transmission and

distribution restoration
was obtained.

The availability of a large
number of PHEVs and

their participation
were concerns.

[4] Service restoration
using DGs

The decentralized
multi-agent system (MAS)

framework and service
restoration was formulated

as the multi-objective
optimization problem.

Addressed the uncertainty
in load demand and

renewable distributed
generators (RDGs) for

service restoration.

Powerful control
architecture was required

for communication
between the agents of

the MAS.

[6] Co-optimized distribution
system restoration

Co-optimized repair crew
and mobile power sources.

A mixed-integer linear
programming method

was proposed.

Methods to reduce the
computational time, the
repair tasks, and MPS

connection pre-processing
were proposed.

Needed good coordination
at every stage of

implementation and
involved many
data variables.

[10] Smart service restoration
with distributed generation

The Tabu search approach
was proposed to solve

constrained
objective functions.

Sub-transmission and
distribution systems were

considered with all
crucial objectives.

Many data variables were
involved and needed more

input data.

[11]

Service restoration in
distribution systems using

a hybrid
multi-agent approach

Used DGs and EVs.
Multi-objective,
multi-constraint,

combinatorial, nonlinear
optimization problem.

The optimal positions of
DGs and islanding ranges

were determined.

Required a powerful
control architecture of a

hybrid MAS. Fewer
switching operations are

not taken care of.

[13]
Multi-level service

restoration strategy of a
distribution network

Utilized the microgrid
(MG) and EVs. An optimal
power flow (OPF) model

was constructed to
minimize the net loss after

the service restoration.

A potential aspect of EVs
and MGs was considered.

The availability of
sufficient capacity from
MGs and the number of

EVs to participate readily
were concerns.

[14]
Service restoration of an

active distribution network
using DGs

A multi-objective,
multiple-constraint,

complex optimization
problem was proposed.

Prioritized loads were
restored, improved the

economic benefits of the
grid, and reduced the loss

of the network
fault recovery.

The intermittent nature of
renewable DGs may not

provide support all
the time.

An optimal operation of the local energy community (LEC) placed in the distribution
network consisting of the number of EVs, which are treated as flexible energy resources, are
used for manual frequency restoration [16]. An EV Markov adequacy model was proposed
in [17] to estimate the reliability of the system in both cases, i.e., home-to-vehicle and
grid-to-vehicle, as well as vehicle-to-home and vehicle-to-grid, based on the mobility of
EVs, capacity available from EVs, stochastic behavior of driving EVs, etc.

In [18], the authors identified the optimal location of EV charging stations, along
with DGs, using artificial intelligence-based hybrid golf and particle swarm optimization
methods in IEEE 33- and 69-bus systems to enhance the reliability of the distribution
systems. In [19], the authors implemented a two-step, self-optimizing method for charging
and discharging a large-scale fleet of EVs in a microgrid for a real-time network based on
an estimated process of the Ontario energy network.

In [20], the authors developed a model for estimating the power demand of EVs while
they were charging to calculate the total charging demand in a distribution system. An EVs’
state of charge (SoC)-based dynamic charge coordination method in a distribution network
was proposed in [21]. PHEVs were modeled as an energy storage system and their impact
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on power distribution systems was analyzed in [22] by considering different penetration
levels, periods, and variations of load in a day. Batteries of EVs are used as energy storage
devices. The different topologies of single energy storage systems and hybrid energy
storage systems were presented in [23]. The lifetime of distribution components, mainly
on a distribution transformer, was investigated in [24] due to the increased charging
impact of EVs and PHEVs. They gave suggestions to reduce the negative impacts on
a distribution transformer. Regarding PHEVs charging and discharging, their impact
was studied in two areas by [25]. They evaluated the reliability indices and proposed
a reliability index expected energy not charged (EENC) to find a better location for the
charging station. They also presented two discharging strategies to inject power into the
grid to restore the system during a power failure. Regarding the concept of vehicle-to-grid
(V2G), the possible ancillary services, potential benefits, challenges, impacts, and future
market penetration were discussed clearly in [26]. The role of EVs connected in V2G mode
in a distribution system was analyzed by calculating the reliability indices and the proposed
model estimated the energy available from EVs during a day to supply the grid during
emergency conditions [27]. The results showed an improvement in the reliability of the
system while EVs inject power into the grid.

Significant approaches are discussed in the literature to handle service restoration
traditionally, where some of them implemented network reconfiguration, formed suitable
islanding, identified best switch indices, used a graph-based method, used an optimal load
shed during restoration, integrated renewable energy resources (RERs), implemented of
heuristic methods to obtain optimal restoration, used PHEVs along with DGs, etc. The
implementation of the above methods needs a lot of analysis and verification [28]. They
pose certain technical challenges in terms of the system operating conditions, equipment
availability, time to restore, and operation success rate. All these methods are heavily
focused on medium- and high-voltage standard IEEE distribution networks and extended
distribution systems but are not concentrated on the low-voltage distribution systems to
satisfy the needs of the individual residential user.

In recent years, most studies have only focused on various issues related to EVs, such
as coordinated and uncoordinated charging of EVs, demand-side management with EVs,
enhancement of reliability, and voltage and frequency regulation using EVs. PHEVs and
EVs are used to feed power back to the grid, i.e., V2G technology. However, its control
is more complex and needs the grid operator to coordinate the operations, as well as
requires good communication infrastructure [29]. The concepts of vehicle-to-building
(V2B) or vehicle-to-home (V2H) technologies require simple infrastructure that feeds power
to a building or home, respectively. The V2B and V2H can be used as a backup during
emergencies. Therefore, for outage management, EVs can be used to restore power to a
home or building and it is a good alternative for V2G during an emergency condition [30].
With the advent of the increased use of EVs, quick power restoration is possible from
the side of a low-voltage distribution system during a power outage, which can avoid
dependency on utility operators. We believe that no other authors have focused on service
restoration from the perspective of a low-voltage distribution system, i.e., a distribution
transformer serving the residential area to satisfy their individual needs solely using
parked Electric Vehicles, utilizing the potential aspect of V2B or V2Hand their state of
charge. Without the intervention of the grid, service restoration of residential loads is
possible according to their priorities by using parked EVs during the period of a power
outage. The optimization problem formulated here is a linear model to achieve priority-
based scheduling of residential appliances if EVs’ power is a deficit to serve the required
load. The model is less complex and involves fewer computations. Thus, this studyaimed
at service restoration of the residential loads served by a distribution transformer using
parked Electric Vehicles in that area, according to the resident’s priority for individual
appliances of the residential loads.

This paper is organized as follows. Section 2 presents the description of the test system,
the methodology for the priority-based schedule of appliances is explained in Section 3,
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Section 4 presents the discussion on the results, and finally, the conclusion is presented
in Section 5.

2. Description of the Test System

At the end of 2020, 10 million electric cars were on the world’s roads and there was a
significant rise in the new electric car registrations, which was nearly 41%.By 2030, EV stock
in all modes on the road will be around 7% [31]. Almost 95% of the time, EVs are parked
at homes or parking lots in the U.S. [32]. While the vehicles are parked in the parking lot,
they can be used to provide power to the grid, which helps with service restoration.

For this investigation, eight residential users served by a 20KVA distribution trans-
former and its residential load profile of a location in Texas, USA, in summer were con-
sidered from [33]. The residential area served by the distribution transformer and its load
profile for a day is shown in Figures 1 and 2, respectively. It was assumed that each resi-
dential user had an EV, along with various appliances, such as a freezer, washing machine,
refrigerator, microwave oven, various lighting loads, water heater, and air conditioners.
Their wattages and power consumption, considered from [34], are tabulated in Table 2.
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Table 2. Wattage and quantity of various appliances in the residences.

S.No. Appliances
Wattage(W) × Quantity

Residential
User-1

Residential
User-2

Residential
User-3

Residential
User-4

Residential
User-5

Residential
User-6

Residential
User-7

Residential
User-8

1 Refrigerator 100 × 1 150 × 1 100 × 1 130 × 1 130 × 1 130 × 1 150 × 1 100 × 1
2 freezer 500 × 1 400 × 1 400 × 1 500 × 1 50 × 1 50 × 1 50 × 1 400 × 1
3 Tube lights None 22 × 3 22 × 3 22 × 3 22 × 3 22 × 3 22 × 3 22 × 3
4 Lamps 15 × 4 15 × 3 15 × 3 15 × 3 15 × 3 15 × 3 15 × 3 15 × 3
5 LED TV 85 × 1 116 × 1 120 × 1 110 × 1 60 × 1 85 × 1 90 × 1 110 × 1
6 Desktop 150 × 1 150 × 1 150 × 1 150 × 1 200 × 1 150 × 1 150 × 1 200 × 1
7 Laptop 60 × 1 60 × 1 60 × 1 - 60 × 1 60 × 1 100 × 1 60 × 1
8 Phones 25 × 2 25 × 2 25 × 2 25 × 2 25 × 2 25 × 3 25 × 1 25 × 1
9 Blender 250 × 1 250 × 1 250 × 1 250 × 1 250 × 1 250 × 1 250 × 1 -

10 Electric kettle - - 1200 × 1 1200 × 1 1200 × 1 1200 × 1 1200 × 1 1200 × 1
11 Microwave 900 × 1 900 × 1 900 × 1 900 × 1 900 × 1 600 × 1 900 × 1 900 × 1
12 Iron 1000 × 1 1000 × 1 1000 × 1 1000 × 1 800 × 1 1000 × 1 1000 × 1 1000 × 1
13 Security light 25 × 6 25 × 6 25 × 6 25 × 6 25 × 6 25 × 6 25 × 6 25 × 6
14 Waterpump 750 × 1 750 × 1 750 × 1 750 × 1 750 × 1 750 × 1 750 × 1 750 × 1
15 Waterheater 1000 × 1 1000 × 1 1000 × 1 1000 × 1 - 1000 × 1 1000 × 1 1000 × 1

16 Washing
Machine 900 × 1 900 × 1 900 × 1 900 × 1 900 × 1 500 × 1 900 × 1 900 × 1

17 Dishwasher 1200 × 1 1200 × 1 1200 × 1 1200 × 1 1200 × 1 1200 × 1 1200 × 1 1200 × 1
18 Electricstove 2000 × 1 2000 × 1 2000 × 1 2000 × 1 2000 × 1 2000 × 1 2000 × 1 2000 × 1
19 ElectricpressureCooker 1000 × 1 1000 × 1 1000 × 1 1000 × 1 1000 × 1 1000 × 1 1000 × 1 1000 × 1
20 Coffee maker 1400 × 1 1400 × 1 1400 × 1 1400 × 1 1400 × 1 1400 × 1 800 × 1 1400 × 1

21 Air
Conditioner 1500 × 1 1500 × 1 1500 × 1 1500 × 1 1000 × 1 1000 × 1 1000 × 1 1000 × 1

22 Internet
Router - 15 × 1 15 × 1 15 × 1 15 × 1 15 × 1 15 × 1 15 × 1

23 Waterpurifier 100 × 1 100 × 1 100 × 1 100 × 1 100 × 1 100 × 1 100 × 1 100 × 1

The EV model considered was the Nissan Leaf 2016, which has a 24 kWh battery
capacity. Generally, the driving behavior of EVs decides the available SoC in the EVs. To
retain a high life for batteries, the SoC must be maintained in the range of 20 to 80% of
its capacity. In the present work, it was assumed that EVs were initially available in the
range of 30 to 60% of SoC. Therefore, the percentage of SoC available from each EV was
estimated in the range of 10% to 40% by using a random function in the PYTHON platform
for every hour. Further, it was assumed that at least one EV was available in the parking
lot at any instant.

Therefore, the total power available from EVs in the parking lot could be aggregated
based on their SoC and could be treated as a single source of generation to serve the
residential loads instantly at the time of an outage. The aggregated power of all EVs in an
hour is the sum of the power of the individual vehicle and is given as Pagg.

Pagg =
N

∑
i=1

Pi (1)

where Pi is the power available from ith EV during the hour of outage in kW.

3. Problem Formulation and Methodology

The restoration problem was formulated as a constrained linear programming problem.
It aimed to serve maximum power to the residential users who were served by a distribution
transformer at the time of the outage based on the availability of EVs. In the case of deficit
power from the EVs, appliances in the individual house were served based on the priorities
assigned by that resident. The weight factor assigned to appliances decided the priority of
the appliance during the hour of restoration. The higher the value of the weight factor, the
higher the priority of the appliance.

Therefore, the objective function was formulated as shown in Equation (2) to restore
maximum available power to the connected appliances. Further, it was subjected to various
operational constraints, such as power available from EVs, limits on the bus voltage,
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connectivity of the appliance at the time of the outage, and power ratings of the appliance,
as shown in Equations (3)–(5).

Max
N

∑
i=1

∑K
j=1 Wij∗ Pij∗ Cij (2)

Subjected to Vimin ≤ Vi ≤ Vimax ∀ i . . . (3)

∑N
i=1 ∑K

j=1 Pij∗ Cij ≤ Pagg ∀i, j . . . (4)

Pij ≤ Rij∀ i, j . . . (5)

where Pij is the power scheduled for the ith residential user’s jth appliance in kW.
Wij is the priority factor of the ith residential user’s jth appliance.
Cij indicates the on or off condition of the jth appliance for the ith residential user.
Cij = 1 when the jth appliance is turned on by the ith residential user at the time

of restoration.
Cij = 0 when the jth appliance is turned off by the ith residential user at the time

of restoration.
Vi is the ith bus voltage in pu.
Vimin and Vimax are the lower and upper limits of the bus voltage, which are consid-

ered as 0.9 pu and 1 pu, respectively.
The values of bus voltages were obtained from the power flow analysis.
Rij is the power rating of the ith residential user’s jth appliance in kW.
The distribution transformer serving the eight residential users was modeled as a

9-bus radial distribution system. Its single-line diagram is represented in Figure 3 before
the outage. The system shows that the transformer fed the nine buses B1 to B9, out of which,
buses B2 to B9 represent the residential users 1 to 8, respectively, and their corresponding
loads are represented as L1 to L8. As shown in Table 2, the list of appliances, their wattages,
and the quantity used by each residential user was considered. The power rating of
every appliance of a residential user (Rij) can be obtained from Table 2. It was considered
that residential users separated from each other by 10 m, the resistance was 20 ohms per
kilometer, and the reactance was twice the value of the resistance.
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Figure 3. Single-line diagram of the radial distribution system under consideration.

At the time of the blackout, for the service restoration, the EVs’ total energy was
aggregated as per their availability in the parking lot. Then, the aggregated power from
EVs was treated as a source of generation to serve the residential loads. The test system at
the time of restoration is shown in Figure 4. The base MVA of the system was considered
as per the availability of the number of EVs at the hour of the outage. First, the residential
load profile of every resident was estimated using the residential load profile for a day.
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Later, Newton’s method of power flow was implemented in the test system to identify
the voltage violations in the MATLAB/MATPOWER environment. If no violations were
found, appliances were powered per their requirements. If violations existed, then prioriti-
zation of appliances was required. Every appliance in all residences was indexed and their
corresponding weight factors were assigned according to the individual residential user
priorities. The sum of the weight factors assigned to connected appliances of every residen-
tial user must be equal to 1. Figure 5 shows the flowchart of the methodology to follow for
implementing priority-based scheduling of the appliances using EVs in this study.
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If the voltage magnitudes were within the limits, it implied that the power available
from EVs was more abundant than the actual load. Otherwise, load shedding was made
equivalent to the difference between the available EVs’ power and the actual residential
need for power at the time of restoration. Thereby, the load shedding ensured that the bus
voltages were within the limits and the objective function was calculated, which gave the
schedule for maximum energy restored to the appliances according to their weight priority
factors for every residence by using LINGO optimization modeling.

4. Results and Discussions

The proposed methodology was implemented in the distribution system, as shown
in Figure 4. The total residential load profile at any given time was considered as k based
on [35]; then the residential load profile of k, individual residents was determined as 0.15 k
times for the residential users 1 to 4 and 0.1 k times for residential users 5 to 8. In the
instance of a blackout, the number of EVs available in the parking lot was considered to
estimate the available energy from EVs based on their SoC. A random function was used
to generate the random number of EVs available for 24 h in PYTHON. Power flow was
implemented with the estimated power from EVs to observe the voltage deviations. Table 3
shows the randomly generated number of EVs, their estimated power, and the status of the
voltage limits after the power flow with available EVs power for each hour. It was observed
that the voltage magnitudes were in bounds if the available power from the EVs was higher
than the total load. While the voltage magnitudes were within the limits, there was no
need to provide weight factors for the appliances and the required load could be served as
it is. Prioritization of appliances was required in the case of bus voltage limit violations.
To validate the effectiveness of the proposed methodology, a scenario was considered to
implement service restoration when the EVs’ power was insufficient and the load shedding
was done based on the priorities assigned to appliances and voltages to satisfy the limits.

The Scenario at Hour 16

Under an outage condition at hour 16, it was estimated that the total power available
from EVs was 9.41 kW and the residential load to meet was 14.09 kW. Power flow was run
with a base MVA of 0.096 MVA, as four EVs were available whose battery capacity was
24 kWh each. It was observed that the voltage at buses 6–9 had deviated from the limits.
Therefore, load shedding was required. The amount of load shedding was calculated as the
difference between the total residential load and the available power from EVs here, it was
4.68 kW. Afterload shedding power flow resulted from the imposed voltage at every bus.
Figure 6 shows the voltage profiles before and after the load shedding conditions at hour 16.
It is seen that those bus voltages were within the specified limits after the load shedding.
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Table 3. Available number of EVs, power from EVs, total actual load, and status of voltage limits
during each hour.

Sl.No. Hour
Number

Number of
EVs Available

Available Power
from EVs (kW)

Total Load
(kW)

Status of Voltage Limits
before Load Shedding

1 1 2 7.49 10.33916 Violated

2 2 5 24.19 9.7942246 Not violated

3 3 5 18.62 9.2970252 Not violated

4 4 3 15.56 8.885042 Not violated

5 5 3 12.29 8.5883301 Not violated

6 6 3 15.74 8.4295185 Not violated

7 7 4 20.35 8.4238109 Not violated

8 8 5 22.85 8.5789847 Not violated

9 9 2 12.67 8.8953919 Not violated

10 10 2 11.33 9.3659586 Not violated

11 11 5 25.73 9.9761853 Not violated

12 12 3 11.72 10.704147 Violated

13 13 5 11.52 11.520491 Violated

14 14 2 10.18 12.388442 Violated

15 15 3 12.1 13.263797 Violated

16 16 4 9.41 14.094927 Violated

17 17 2 7.3 14.822779 Violated

18 18 5 11.52 15.380871 Violated

19 19 5 12.1 15.6953 Violated

20 20 2 8.07 15.684732 Violated

21 21 2 10.95 15.260411 Violated

22 22 4 12.1 14.326153 Violated

23 23 5 11.52 12.778351 Violated

24 24 3 10.75 10.505969 Violated

Subsequently, the individual residential load was approximated to be 2.115 kW for
the residents 1 to 4, which was 0.15 times the 14.09 kW, and for residents 5 to 8, it was
1.409 kW, which was 0.1 times the 14.09 kW, as per our assumption. While a sufficient load
was shed, priority-based scheduling was implemented by running the objective function in
the LINGO platform. LINGO is an inclusive tool that solves the linear, nonlinear, quadratic,
quadratically constrained, second-order cone, semi-definite, stochastic, and integer opti-
mization models with fast built-in solvers. Thus, the maximum power was restored to the
appliances from the available EVs. The actual individual residential load profiles, weight
factor assigned for priority of appliances, and power restored to appliances from EVs after
load shedding are shown in Figures 7–14 for residential users 1–8, respectively.

The amount of load shedding for individual residential users was done as their
percentage of the actual load. Hence, the load shedding required for residents 1 to 4
and residents 5–8 was 0.702 kW and 0.468 kW, respectively. Based on the weight factors
assigned to the appliances, it was observed that appliances with higher weight factors
were scheduled first and the appliances with lower weight factors were scheduled later.
Thus, the load shedding for a particular appliance happened according to its priority index.
Since there was a deficit of power from EVs compared to the actual load, not all appliances
were scheduled as per their requirements. The power restored to the eight residential
users was 1.36 kW, 1.4 kW, 1.219 kW, 1.4 kW, 0.945 kW, 0.91 kW, 0.94 kW, and 0.942 kW,
respectively. The power restored to individual residents was according to the load pattern
of their actual loads. However, maximum power was restored from the available EVs’
power. Tables 4 and 5 show the actual power needed during the period of the outage and
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the power restored from the four available EVs. Therefore, the load served by a low voltage
distribution system could be met with the help of parked EVs without any help from the
grid during emergency power outages. An abundant number of EVs at the hour of the
outage would further meet the total load required during the outage period.

Table 4. Status of the test system during an outage without EVs.

Number of residential users interrupted 8

Duration of the power outage 1 h

Power needed in kW 14.09

Total residential appliances to run 69

Table 5. Status of the test system during the outage with EVs.

Number of residential users interrupted 0

Duration of the power outage 1 h

Power restored from EVs in kW 9.116

Total residential appliances served 39

Energies 2022, 15, x FOR PEER REVIEW 11 of 17 
 

 

 

Figure 6. Voltage profile at hour 16 before and after load shedding. 

Subsequently, the individual residential load was approximated to be 2.115 kW for 

the residents 1 to 4, which was 0.15 times the 14.09 kW, and for residents 5 to 8, itwas 

1.409 kW, which was 0.1 times the 14.09 kW, as per our assumption. While a sufficient 

load was shed, priority-based scheduling was implemented by running the objective 

function in the LINGO platform. LINGO is an inclusive tool that solves the linear, non-

linear, quadratic, quadratically constrained, second-order cone, semi-definite, stochastic, 

and integer optimization models with fast built-in solvers. Thus, the maximum power 

was restored to the appliances from the available EVs. The actual individual residential 

load profiles, weight factor assigned for priority of appliances, and power restored to 

appliances from EVs after load shedding are shown in Figures 7–14 for residential users 

1–8, respectively. 

 

Figure 7. Actual load to meet, weight factors assigned for priority of appliance, and power restored 

due to EVs for residential user 1. 

Figure 7. Actual load to meet, weight factors assigned for priority of appliance, and power restored
due to EVs for residential user 1.

Energies 2022, 15, x FOR PEER REVIEW 12 of 17 
 

 

 

Figure 8. Actual load to meet, factors assigned for priority of appliance, and power restored due to 

EVs for residential user 2. 

 

Figure 9. Actual load to meet, weight factors assigned for priority of appliance, and power restored 

due to EVs for residential user 3. 

 

Figure 10. Actual load to meet, weight factors assigned for priority of appliance, and power re-

stored due to EVs for residential user 4. 

Figure 8. Actual load to meet, factors assigned for priority of appliance, and power restored due to
EVs for residential user 2.



Energies 2022, 15, 3264 12 of 15

Energies 2022, 15, x FOR PEER REVIEW 12 of 17 
 

 

 

Figure 8. Actual load to meet, factors assigned for priority of appliance, and power restored due to 

EVs for residential user 2. 

 

Figure 9. Actual load to meet, weight factors assigned for priority of appliance, and power restored 

due to EVs for residential user 3. 

 

Figure 10. Actual load to meet, weight factors assigned for priority of appliance, and power re-

stored due to EVs for residential user 4. 

Figure 9. Actual load to meet, weight factors assigned for priority of appliance, and power restored
due to EVs for residential user 3.

Energies 2022, 15, x FOR PEER REVIEW 12 of 17 
 

 

 

Figure 8. Actual load to meet, factors assigned for priority of appliance, and power restored due to 

EVs for residential user 2. 

 

Figure 9. Actual load to meet, weight factors assigned for priority of appliance, and power restored 

due to EVs for residential user 3. 

 

Figure 10. Actual load to meet, weight factors assigned for priority of appliance, and power re-

stored due to EVs for residential user 4. 
Figure 10. Actual load to meet, weight factors assigned for priority of appliance, and power restored
due to EVs for residential user 4.

Energies 2022, 15, x FOR PEER REVIEW 13 of 17 
 

 

 

Figure 11. Actual load to meet, weight factors assigned for priority of appliance, and power re-

stored due to EVs for residential user 5. 

 

Figure 12. Actual load to meet, weight factors assigned for priority of appliance, and power re-

stored due to EVs for residential user 6. 

 

Figure 13. Actual load to meet, weight factors assigned for priority of appliance, and power re-

stored due to EVs for residential user 7. 

Figure 11. Actual load to meet, weight factors assigned for priority of appliance, and power restored
due to EVs for residential user 5.



Energies 2022, 15, 3264 13 of 15

Energies 2022, 15, x FOR PEER REVIEW 13 of 17 
 

 

 

Figure 11. Actual load to meet, weight factors assigned for priority of appliance, and power re-

stored due to EVs for residential user 5. 

 

Figure 12. Actual load to meet, weight factors assigned for priority of appliance, and power re-

stored due to EVs for residential user 6. 

 

Figure 13. Actual load to meet, weight factors assigned for priority of appliance, and power re-

stored due to EVs for residential user 7. 

Figure 12. Actual load to meet, weight factors assigned for priority of appliance, and power restored
due to EVs for residential user 6.

Energies 2022, 15, x FOR PEER REVIEW 13 of 17 
 

 

 

Figure 11. Actual load to meet, weight factors assigned for priority of appliance, and power re-

stored due to EVs for residential user 5. 

 

Figure 12. Actual load to meet, weight factors assigned for priority of appliance, and power re-

stored due to EVs for residential user 6. 

 

Figure 13. Actual load to meet, weight factors assigned for priority of appliance, and power re-

stored due to EVs for residential user 7. 
Figure 13. Actual load to meet, weight factors assigned for priority of appliance, and power restored
due to EVs for residential user 7.

Energies 2022, 15, x FOR PEER REVIEW 14 of 17 
 

 

 

Figure 14. Actual load to meet, weight factors assigned for priority of appliance, and power re-

stored due to EVs for residential user 8. 

The amount of load sheddingfor individual residential users was done as their per-

centage of the actual load. Hence, the load sheddingrequired for residents 1 to 4 and 

residents 5–8 was 0.702 kW and 0.468 kW, respectively. Based on the weight factors as-

signed to the appliances, it was observed that appliances with higher weight factors were 

scheduled first and the appliances with lower weight factorswere scheduled later. Thus, 

the load sheddingfor a particular appliance happened according to its priority index. 

Since there was a deficit of power from EVs compared to the actual load, not all appli-

ances were scheduled as per their requirements.The power restored to the eight residen-

tial users was 1.36 kW, 1.4 kW, 1.219 kW, 1.4 kW, 0.945 kW, 0.91 kW, 0.94 kW, and 0.942 

kW, respectively.The power restored to individual residents was according to the load 

pattern of their actual loads. However, maximum power was restored from the available 

EVs’ power. Tables 4 and 5 show the actual power needed during the period of the out-

age and the power restored from the four available EVs. Therefore, the load served by a 

low voltage distribution system could be met with the help of parked EVs without any 

help from the grid during emergency power outages. An abundant number of EVs at the 

hour of the outage would further meet the total load required during the outage period. 

Table 4. Status of the test system during an outage without EVs. 

Number of residential users interrupted 8 

Duration of the power outage 1 h 

Power needed in kW 14.09 

Total residential appliances to run  69 

Table 5. Status of the test system during the outage with EVs. 

Number of residential users 

interrupted 
0 

Duration of the power outage 1 h 

Power restored from EVs in kW 9.116 

Total residential appliances served 39 

  

Figure 14. Actual load to meet, weight factors assigned for priority of appliance, and power restored
due to EVs for residential user 8.



Energies 2022, 15, 3264 14 of 15

5. Conclusions

This study proposed a restoration strategy for LT distribution systems by tapping
into the potential of parked EVs in a residential area served by a distribution transformer.
The proposed methodology was tested on eight residential users by considering a 24 h
residential load profile served by a 20 KVA distribution transformer. With the accessible
power from EVs, at the time of the outage, priority-based scheduling of the residential
appliances at every residence was performed. The results obtained exhibited the need for
load shedding when the EVs’ predicted power was lower than the actual load and schedul-
ing of appliances was required according to the assigned priorities of each residential user.
However, a significant number of EVs contributed to the maximum load restoration. Thus,
the restoration strategy using the parked EVs in the LT distribution system improved the
resilience and reliability of the distribution system. The uncertainty in the availability of
EVs during power outages and a willingness to participate in the service restoration by
EVs, the dynamics of EV batteries, and a multi-agent system approach can be implemented
in the future to improve the efficiency and stability of the system.
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23. Hanschek, A.J.; Bouvier, Y.E.; Jesacher, E.; Grbović, P.J. Analysis and Comparison of Power Distribution System Topologies for
Low-Voltage DC–DC Automated Guided Vehicle Applications. Energies 2022, 15, 2012. [CrossRef]

24. Yan, Q.; Kezunovic, M. Impact analysis of Electric Vehicle charging on distribution system. In Proceedings of the 2012 North
American Power Symposium (NAPS), Champaign, IL, USA, 22 October 2012; pp. 1–6. [CrossRef]

25. Galiveeti, H.R.; Goswami, A.K.; Choudhury, N.B. Impact of plug-in electric vehicles and distributed generation on reliability of
distribution systems. Eng. Sci. Technol. Int. J. 2018, 21, 50–59. [CrossRef]

26. Ravi, S.S.; Aziz, M. Utilization of Electric Vehicles for Vehicle-to-Grid Services: Progress and Perspectives. Energies 2022, 15, 589.
[CrossRef]

27. Ammous, M.; Khater, M.; AlMuhaini, M. Impact of Vehicle-to-Grid Technology on the Reliability of Distribution Systems. In
Proceedings of the 2017 9th IEEE-GCC Conference and Exhibition (GCCCE), Manama, Bahrain, 8–11 May 2017; pp. 1–6. [CrossRef]

28. Liu, Y.; Fan, R.; Terzija, V. Power system restoration: A literature review from 2006 to 2016. J. Mod. Power Syst. Clean Energy 2016,
4, 332–341. [CrossRef]

29. Vadi, S.; Bayindir, R.; Colak, A.M.; Hossain, E. A Review on Communication Standards and Charging Topologies of V2G and
V2H Operation Strategies. Energies 2019, 12, 3748. [CrossRef]

30. Mao, T.; Zhang, X.; Zhou, B. Modeling and Solving Method for Supporting ‘Vehicle-to-Anything’ EV Charging Mode. Appl. Sci.
2018, 8, 1048. [CrossRef]

31. Global EV Outlook. Accelerating Ambitions Despite the Pandemic; International Energy Agency: Paris, France, 2021.
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Abstract: In modern industrial manufacturing processes, induction motors are broadly utilized as
industrial drives. Online condition monitoring and diagnosis of faults that occur inside and/or
outside of the Induction Motor Drive (IMD) system make the motor highly reliable, helping to avoid
unscheduled downtimes, which cause more revenue loss and disruption of production. This can be
achieved only when the irregularities produced because of the faults are sensed at the moment they
occur and diagnosed quickly so that suitable actions to protect the equipment can be taken. This
requires intelligent control with a high-performance scheme. Hence, a Field Programmable Gate
Array (FPGA) based on neuro-genetic implementation with a Back Propagation Neural network
(BPN) is suggested in this article to diagnose the fault more efficiently and almost instantly. It is
reported that the classification of the neural network will provide the output within 2 µs although the
clone procedure with microcontroller requires 7 ms. This intelligent control with a high-performance
technique is applied to the IMD fed by a Voltage Source Inverter (VSI) to diagnose the fault. The
proposed approach was simulated and experimentally validated.

Keywords: condition monitoring; Induction Motor Drive; fault diagnosis; FPGA; Back Propagation
Neural Network; Discrete Wavelet Transforms

1. Introduction

Industrial induction motors are highly reliable and easy to operate; hence, they are
extensively used as industrial drives [1,2]. They work under harsh and severe conditions,
and as a result, they are subject to both internal and exterior faults and breakdowns [3].
These faults must be sensed at the earliest stage; otherwise, catastrophic failure of the
machine may result in disruptions to production [4,5]. It was this need that necessitated
online supervision and fault analysis design to be integrated with the drive system [6,7].

According to conventional wisdom, the maintenance of Induction Motor Drive (IMD)
happens at a certain interval. However, the performance of IMD may decline at irregular
intervals as a result of environmental and operational factors. As a result, online monitoring
of instant messaging is required to increase efficiency. In new evolving methodologies,
predictive maintenance via condition monitoring (CM) is a critical component, intending
to project the maintenance schedule based on the state of the plant or process [8–10]. It is
possible to improve the performance and efficiency of an IMD by using condition-based
monitoring. Such monitoring also extends the life and productivity of the system and
reduces internal and external damages. It has become vital to use CM and fault detection
in IMDs to prevent unexpected failures and reduce unplanned downtime. There are many
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ways for condition monitoring of IM, including Acoustic Emission (AE) monitoring, vibra-
tion signature analysis, and Motor Current Signature Analysis (MCSA). However, these
monitoring techniques are complicated and need costly sensors [10]. When a CM system is
efficient, it is capable of delivering early warning and forecasting errors. The CM system ob-
tains basic data information from the motor via the use of signal processing or data analysis
methods as described before. Although the method does not need human interpretation,
it does have a fundamental downside [11–13]. The automation of the fault detection and
diagnosis process is a natural evolution in the development of CM technologies [14,15]. An
intelligent system, such as artificial intelligence methods, Genetic Algorithms (GA), Fuzzy
Logic (FL), Artificial Neural Networks (ANN), and expert systems, is required for the
autonomous fault detection system [16]. In an industry-based comprehensive assessment
of high voltage IMD failures, multiple types of classification were used to identify the
causes of the failures [17]. These categories included protection system, machine size, age,
number of poles, maintenance regime, and operating hours. Induction machines have been
subjected to an investigation into the causes of both stator and bearing failures, which
together account for about 75% of all failures [18].

To gather information regarding CM and diagnostic measures, a survey on IM drives
for industrial applications was conducted [19]. The research focused on the challenges that
are now being addressed and those that will be addressed in the future in the development
of autonomous diagnostic methods. The LabVIEW platform was used to produce cutting-
edge capabilities for online control of induction motors [20–22]. It has been determined that
the use of stator current analysis-based demodulation methods is the most suited method
for diagnosing bearing faults.

There are many noncontact CM approaches that may be used to diagnose inductor
motor failures. Specifically, it was discovered that the park vector analysis and instanta-
neous power analysis procedures are the most effective methods for recognizing motor
failure signals. The Support Vector Machine (SVM)-based algorithms have demonstrated
that they provide improved results for the classification and fault diagnosis of a three-phase
induction motor [23]. The Bearing Damage Index (BDI), which is based on the wavelet
packet node energy coefficient analysis method, has been proposed not only to detect faults
in bearings but also to detect the severity level of the fault [24]. The Bearing Damage Index
(BDI) is based on the wavelet packet node energy coefficient analysis method. A review of
the most current literature has been published on the automation of condition monitoring
in IMD [25]. When it comes to directing maintenance for electrical machines, one of the
factors that has been identified as a barrier is the cost-to-benefit ratio between capital and
operating expenses [26–28].

In the last two decades or so, condition supervision and fault identification of IMD
attracted the attention of many researchers who developed AI-based control schemes such
as expert systems, fuzzy interference systems, neural network and neuro-fuzzy techniques.
All these techniques when implemented in real time are computationally complex, time-
consuming, and lacking in optimal switching strategies. Hence, a new method, neuro-
genetic design and implementation of fault diagnosis of induction motors based on a FPGA
are proposed in this article [29,30]. The measured signals are processed through DWT
for feature extraction. These features are used to detect the type of fault that occurred in
the system.

The remaining article is structured as follows. The proposed test system model is
presented in Section 2. Section 3 details the proposed method, and Section 4 presents the
experimental results. Lastly in Section 5 the conclusions are presented.

2. Proposed System Description

The schematic diagram of the IMD with a FPGA-based neuro-genetic implementation
is shown in Figure 1. The proposed system consists of a power supply block having an
AC to DC converter node and a DC to AC inverter node, a squirrel cage induction motor,
a flux and signal estimation (Programmable Cascaded Low Pass Filter (PCLPF)) block, a
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neuro-genetic based fault diagnosis block, a controller block, a neuro-genetic-based Space
Vector Pulse Width Modulation (SVPWM) block, and a binary block. The input signals
corresponding to the induction motor’s terminal voltages and currents are transformed
into output signals indicating torque and flux by the lux and signal estimation block. These
signals are sent into the controller block, which creates input signals for the SVPWM block,
which processes and generates suitable pulses for the binary logic block. The fault diagnosis
block receives signals matching the Insulated Gate Bipolar Transistor (IGBT) inverter’s
output voltages.
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Figure 1. Schematic of Neuro-Genetic-based fault diagnosis drive system.

It processes them in the neural network to produce TRIAC signals for the modified
structure of the IGBT inverter. These, together with the output signal of the SVPWM block,
are input to the binary logic block, the output signals of which are utilized to transfer the
jurisdiction from the faulty leg to the backup leg.

2.1. Reconfiguration of Inverter Topology

IGBT inverter topology is shown in Figure 2. The inverter structure has three legs,
with every leg carrying two switches, S1, S2, S3, S4, and S5, S6, correspondingly. The
fourth leg has another two switches, S7 and S8. Three Triacs, T1, T2 and T3, are utilized
for configuring the inverter later fault existence and its elimination. If there is a misfiring in
power switch Sn, the fault identification part finds this fault and separates the correspond-
ing fault leg by disconnecting the gate signals to the switch Sn. The phase current ‘isn’ is
reduced to zero by the freewheeling diodes Dn in the faulted leg. Then the restructuring
module fires Tn which interconnects ‘n’ (Leg) and ‘o’ (C1 and C2).
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2.2. Fault Diagnosis Based on a FPGA

To accurately diagnose the fault when it occurs, the trend or changes in the monitoring
signals must be sensed unambiguously so that the same could be converted into binary
code. These coded signals could be used to translate the fault category and its position.
Then appropriate gate signals can be generated for suitable action on the system. To carry
out the above processes, the control scheme should consist of facilities such as a signal or
feature eradication, neural network regulation, fault identification, and gating signals. For
the drive system under consideration, the fault diagnosis is performed as follows. The
backfire in any one of the switches in a leg of the inverter can be recognized by an error
in the corresponding leg voltage. The neural network is experienced with ordinary and
extraordinary data for the inverter operation, and so outputs of the neural network are
almost ‘0’ and ‘1’ as binary code. Then, corresponding to the error signal of the faulty leg
voltage, binary code is generated and sent to the fault identification structure which senses
and decodes the fault category and its location. Thereupon, the neural network selects the
switches to isolate the faulty leg and bring in the spare leg so that the inverter regains its
normal state as a three phase VSI to supply the IMD, making it fault tolerant. Suppose if
the fault occurred in leg ‘n’, causing a deviation in the leg voltage ±∆Vno. Then, the leg
voltage after fault occurrence can be given as Equation (1),

V′no = Vno± ∆Vno (1)

This signal may not distinguish itself from Vno, and so a signal transformation tech-
nique is required to accurately diagnose the fault. The feature or signal extractor should
be such that it provides adequate and significant details about the trend of the signal to
enable the neural network to diagnose the fault type and its location with a high degree of
accuracy. To achieve this, a feature extractor using a Discrete Wavelet Transform (DWT)
technique is employed. The Register Transfer Language (RTL) schematic diagram of the
DWT technique is shown in Figure 3. Discrete wavelet transformation is good in time
resolution of high frequencies [11].
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3. Neuro-Genetic Approach for Fault Classification

For accurate fault isolation, the signals (voltage, current, and speed) are transformed
with the DWT technique for feature extraction [8]. After transformation, the output voltage
variations are classified by using the neuro-genetic approach which continues to feedback
the signals until desired (target) output is obtained representing the fault situation.

Neuro-Genetic Architecture Design

The structure of the BPN classification based on a FPGA is shown in Figure 4. For
the given drive system fed by a VSI, there are seven states to represent the conditions, i.e.,
normal, fault on S1, fault on S2, fault on S3, fault on S4, fault on S5, fault on S6, and fault
on S7. It requires a seven-layer neural structure. In addition, there are three hidden nodes
and one yield node.
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The neuro-genetic-SVPWM has double subnets. One is the voltage amplitude subnet
with a 1-3-1 structure, and the other is the angle subnet with the architecture of 1-18-3 to
produce a three-phase yield. The sigmoid activation function is used. Every structure is
experienced with one set of normal data and four sets of faulted data.

The use of GA helps achieve an optimized weight value for BPN to obtain the desired
output for the fault situation. Thus, the neuro-genetic technique based on a FPGA when
implemented functions in such a way that the control scheme is capable of fast processing to
achieve fault diagnosis almost instantly [12,13]. Here, the mixed design of neural networks
and genetic algorithms is developed and implemented in the FPGA process as given by
the flow diagram in Figure 5. The idle, birth, selection, crossover, mutation, and store
states are used in GA. Linear feedback shift register (LFSR) is used to produce arbitrary
numbers [13,14]. A fitness value is designated to every part in the community depending
on the discrepancy in the set and original output of the structure. The total number of Pins
in the FPGA appliance is 208 and utilized pins in the suggested structure are only 49. The
experimental setup presented in Figure 6 is verified on the xc3s500e-4-pq208 board (Xilinx,
San Jose, CA, USA). The three-phase induction motor specifications are listed in Table 1.
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Table 1. Induction motor specifications.

Parameter Range

Speed 1390 rpm
Volts 415 V

Frequency 50 Hz
Power 0.75 kW
Pole 4

4. Results and Discussion

The problem associated with ANN concerning weight optimization to train the net-
work is adequately addressed using GA. The use of DWT as a feature extractor provides
significant details in the pattern set to the neural network, enabling it to perform with a
high degree of accuracy in fault diagnosis.

With successful configuration by a FPGA, the neuro-genetic-SVPWM processes the
signals such that the variation of the neural network provides the yield with minimum
and maximum time of 10.85 ns and 11.99 ns. It is reported that the classification of the
neural network will provide the output within 2 µs although the clone procedure with a
microcontroller requires 7 ms [17]. However, the neuro-genetic approach obtained the low
and high period of yield as 10.857 ns (7.440 ns logic, 3.417 ns route, 68.5% for logic and
31.5% for route) and 11.99 ns (8.042 ns for logic, 3.952 ns for route, 67.1% for logic and 32.9%
for route), respectively. The result simulations are performed by using integer numbers.
The selected device power information is shown in Table 2. The prototype requirement of
the proposed method device utilization summary is provided in Table 3. According to the
defective and normal conditions, the output voltage waveform reveals how quickly the
neuro-genetic process will produce the switching wave shape. A total of 173,524 kilobytes
of RAM are used. The suggested design achieves the use of hardware and efficiency to
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minimize power consumption in different aspects. Table 4 shows the full clock reports
and timing summary. The simulation timing and real-time clock utilization by VHDL is a
hardware description language (HDL) software and is tabulated below in Table 5.

Table 2. Power summary.

Parameter Power (W) Voltage Range Icc (A) Iccq (A)

Vccint 0.031 1.20 1.14 to 1.25 0.000 0.026
Vccaux 0.045 2.5 0.000 0.018
Vcco25 0.005 2.5 0.000 0.002

Table 3. Device utilization summary.

Logic Utilization Used Available Range

Total number of slice registers 188 9312 2%
Number used as flip flops 105
Number used as latches 83 2.5
Number of 4 input LUTs 270 9312 2%

Logic Distribution Used Available Range

Number of occupied slices 217 4656 4%
Number of slices containing only related logic 217 217 100%

Number of slices containing unrelated logic 0 217 0%
Total Number of 4 input LUTs 303 9312 3%

Number used as logic 270
Number used as a route-through 33

Number of bonded IOBs 81 159 51%
IOB latches 11

Number of BUFGMUXs 3 24 12%
Number of M|ULT|I18X18SIOs 4 20 20%

Table 4. Clock Report.

Clock Net Resource Locked Fanout Net Skew (ns) Max Delays (ns)

X4/y0_not001 BUFGMUX_X2Y10 No 12 0.011 0.142
Clk1_BUFGP BUFGMUX_X2Y11 No 75 0.076 0.196

State_out1_1_OBUF BUFGMUX_X1Y10 No 11 0.030 0.148
x3/ov4 Local 16 0.045 1.249
x3/ov1 Local 6 0.211 1.988
x3/ov3 Local 5 0.460 1.124
x3/ov2 Local 6 0.224 2.235

Table 5. Timing Summary.

Parameters Frequency

Minimum period 10.857 ns
Maximum frequency 92.108 MHz

Minimum input arrival time before clock 20.18 ns
Maximum output required time after clock 11.99 ns

Maximum combinational path delay 8.610 ns
Total REAL time to Xst completion 11.00 s
Total CPU time to Xst completion 10.41 s

5. Conclusions

Fault diagnosis of IMD has been attempted for fault occurrence in VSI by using a
neuro-genetic technique based on a FPGA. The neuro-genetic algorithm (BPN with GA)
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processes the error to diagnose the fault type and its location to transfer the switching from
faulty leg to spare leg of the IGBT inverter, thereby making the system a fault tolerant
IMD. The implementation of this technique is found to increase the speed of response for
situational observation and fault identification, thereby enhancing the reliability of the
drive system in modern industrial processes. With successful configuration by a FPGA, the
neuro-genetic-SVPWM processes the signals such that the variation of the neural network
provides the yield with minimum and maximum time of 10.85 ns and 11.99 ns. The
proposed techniques can be extended in the near future with various machine-learning
methods and switching response can be improved.
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Abstract: In this manuscript, a hybrid system depending on the optimal location of electric vehicle 

parking lots (PL) and capacitors under voltage profile care and power loss is proposed. The pro-

posed hybrid scheme is the joint execution of both the atomic orbital search (AOS) and arithmetic 

optimization algorithm (AOA). Commonly it is called the A OSAOA technique. In the paper, the 

allocation of the parking lot and capacitor is introduced to congestion management with reactive 

power compensation. To optimally regulate that parking lot size, the AOSAOA technique is 

adopted. Furthermore, parking lot and capacitor allocation are introduced to congestion man-

agement and reactive power compensation. With this proper control, the perfect sitting of capacitor 

and EV parking lots under the grid, including the deterioration of real and reactive power loss and 

voltage profiles are optimally chosen. Furthermore, the implementation of the proposed AOSAOA 

model is developed by the MATLAB/Simulink platform, and the efficiency of the proposed model 

is likened to other techniques. 

Keywords: electric vehicles parking lot; voltage and power loss; atomic orbital search;  

arithmetic optimization algorithm 

 

1. Introduction 

Today, in countries that rely heavily on imported crude oil, key anxieties regarding 

climate change and increasing oil prices have pushed energy efficiency to become a basic 

standard. At present, the transportation sector accepts a large part of oil consumption, a 

large part of which is utilized for road vehicles [1]. As a result, oil prices are rising day by 

day, bringing burdens to the lives of ordinary people. With the protection of energy and 

the environment, the worldwide focus in the future will be on alternative transportation, 

such as electric vehicles (EV) [2]. The invention of rechargeable batteries was applied to 

electric vehicles that used electric motors and distributed electricity in the 19th century. 

By charging the battery when necessary, people will feel comfortable driving such elec-

tric cars in the city. The top probable position also allows the frame to alleviate voltage 

problems at different nodes while reducing current leakage from capacitive components. 

With the increasing popularity of electric vehicles [3], it is necessary to improve the 

charging infrastructure and provide new affordable models. Since cleaner solutions help 

people live in a healthy environment, the government provides incentives acceptance of 

electric vehicles and prolongs investment in infrastructure [4]. 
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Today, electric vehicles have become the hopeful option of powered motor vehicles 

for general transportation, so charging points need to expand locally in the future. Elec-

tric vehicles will be related through a power distribution network that uses charging sta-

tions. According to [4], a multi objective optimization method is implemented for mod-

eling difficult assignments. However, in [4], the authors considered the vehicle-to-grid 

(V2G) under its work but they did not consider the impact of the use of electric vehicles 

on congestion management. Furthermore, in [5], the allocation of electric vehicle parking 

was proposed with a detailed probability model of EVPL on the distribution network. In 

[6], a parking-based allocation system was utilized to catch the best parking location in 

the Nordic region. Additionally, the impact of EVPL demand on power distribution 

network losses was studied in depth in [7]. In [8], the restricted distribution of the electric 

vehicle distribution network was studied. In [9], GA and particle swarms were used to 

perform the reliability-driven distribution optimization (PSO) of electric vehicle charging 

points. In [10], the authors proposed a comparable work. A loading system was recom-

mended in [11] to change the maximum load to off-peak hours. Regarding the problems 

of voltage violation and minimizing power loss, dissimilar load plans are expected. S. 

Pazouki et al. [12] proposed the simultaneous optimal planning (placing and sizing) of 

charging stations and distributed generations to address new challenges. They used a 

genetic algorithm for a simulation study on a 33-bus radial distribution network. The 

simulation results show the effects of the installation of charging stations in the pres-

ence/absence of distributed generations on total costs, reliability, loss, voltage profile, and 

emission. K. Karmaker et al. [13] proposed an electric vehicle charging station (EVCS) 

based on solar and biogas to reduce the burden on the national grid. This proposed EVCS 

integrates a combination of a solar PV module, three biogas generators, 25 lead-acid 

batteries, a converter, and charging assemblies. They analyzed the economic, technical, 

and environmental feasibility of the proposed EVCS using Hybrid Optimization of Mul-

tiple Energy Renewable Pro software [14]. This proposed method was investigated on a 

33-bus system to validate the optimal sitting and sizing of RES and EV charging stations 

simultaneously. M. Atwa et al. [15] proposed a methodology for the optimal allocation of 

different types of renewable distributed generation units to reduce annual energy loss in 

the distribution system. 

India and other developing economies have also adopted these collection strategies. 

J. Teng et al. [16] designed optimal charging/discharging scheduling for battery storage 

systems (BSSs) that minimizes the distribution systems' losses. Using the genetic algo-

rithm-based method, the results demonstrated the validity of the proposed mathematical 

model and optimal charging/discharging schedule. M. Mazidi et al. [17] proposed a 

method in which the reserve requirement for compensating renewable forecast errors 

was provided by both responsive loads and distributed generation units. The reserve 

requirement for compensating renewable forecast errors was provided by both respon-

sive loads and distributed generation units. J. GeunKim and M. Kuby [18] developed a 

linear programming model for optimizing the locations of refueling stations by consid-

ering a vehicle’s driving range and the necessary deviations of drivers. It shows the 

maximization of total flows refueled on deviation paths and the decrease of the captured 

demand flows with an increase in deviation distances, which led to the fragmentation of 

the global auto market, such as India and Southeast Asia. Two- and three-wheelers are 

attractive short-term targets. In China, Europe, the United States, and the rest of the 

world, it is closely followed due to active government measures and continues to lead 

electric vehicles across the board. It can be clearly seen from the literature review that the 

distribution grid voltage curve is kept within limits by the smart charging of electric ve-

hicles. V2G apps have yet to do that job. Using the best location for electric vehicle 

parking lots, it turns out that execution does not rely solely on incentives. Therefore, 

economically and the geologically convenient charge is a must, as are homes, shopping 

malls, workplaces, and charging station parking lots. The key feature implies the time 

variable that consumers value the most. The loss can also be reduced using multiple 
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generators. 22Kmeans clustering technology was abandoned to analyze the best PL cita-

tions at the same time that the ECCRP mathematical formula was described, and a 

probability-based method was developed to optimize EVPL appointment and size [19]. 

All CS designs, as a planning model for the distribution network overlay, are concerned 

with the optimal configuration of CS under the overlay grid. The current work attempts 

to propose [20] a classification that outlines certain planning models for difficult CS 

placement as the overlap of the distribution. 

2. Recent Research Work: A Brief Review 

In the literature, based on the use of various technologies and aspects of the optimal 

configuration of electric vehicle charging points, various research works can be carried 

out. Some of them seek feedback: S. Sachan et al. [21] proposed a new method of occa-

sionally charging electric vehicles. In the study, it is recommended to allocate parking 

lots and condensers congestion management and reactive power compensation. To do 

this, they performed an analysis by assessing the inverse Jacobian matrix of current re-

search. Biogeography-based optimization technology is used to optimize parking lot size. 

The expected technology effectiveness was tested on a custom IEEE 34-bus distribution 

network. Surbhi Aggarwal and Amit Kumar Singh [22] studied the installation of rapid 

charging stations, a case study on a 24-bus system. This work demonstrates the location 

of charging stations through dissimilar nominal powers of 5, 25, 50, and 100 MW in dif-

ferent systems of test cases on the load bus line, taking into account the violation of the 

voltage amplitude limits (0.95 < V < 1.05) ratings. Appropriate site selection and size ad-

justments were made for the DG, and four different test cases were considered, among 

which charging stations were pre-installed to overcome network loss and maintain sys-

tem stability. Mohd Bilal and Mohammad Rizwan [23] demonstrated a new hybrid 

technology to study the best location for electric vehicle charging stations. In addition, 

this article performs a thorough inspection of the vehicle’s facilities to the network. The 

proposed hybrid method contains Particle Swarm Optimization and Hybrid Gray Wolf 

Optimization. With the mix of these algorithms of ideal properties and development ca-

pabilities, M. Ahmadi et al. [24] proposed the difficulty of the optimal allocation of 

parking lots of electric vehicles and programming of the optimal operation of electric 

vehicles under an intelligent distribution network. Different factors involving technical 

and economic aspects were considered in the questions posed to achieve real solutions. In 

terms of technical issues, it was considered to lessen network losses and lessen voltage 

drop between feeders, as well as meet network requirements wholly. In addition, in the 

questions posed, the total cost of purchasing power and the total cost of loading and 

unloading the electric vehicle parking lots around the Pearl River Delta was considered 

based on price. 

L. Chen et al. [25] proposed an electric vehicle charging station (EVCS) and ex-

plained a new optimized allocation and size adjustment under the Allahabad power 

distribution system in India. Their key impression considers the reduction in reactive 

power loss index, improvement in voltage power index, reduction in actual power loss 

index, and initial cost to optimize EVCS configuration to obtain the smallest installation. 

To solve the nonlinear optimization mixed-integer difficulty, a new meta-heuristic algo-

rithm is proposed, called the balanced Mayfly algorithm. The modification is to improve 

precision and solve the problem of algorithm scanning. Charles Raja S [26] demonstrated 

a two-layer hybrid programming method that improves system reliability using opti-

mizing vehicle charging stations (VCS) that integrate plug-in hybrid electric vehicles and 

renewable distributed power generation (RDG) at the same time. In the presence of RDG 

volatility, there are extensive requirements among customers to ensure continuity of 

supply. Therefore, based on various emergency analyses, a non-linear objective function 

was developed to lessen the lack of power supply (ENS) provided to customers. Two 

notable contributions stand out from existing efforts. First, identify the best location for 

selecting both the RDG and the charging station. Considering the simultaneous integra-



Energies 2022, 15, 4202 4 of 24 
 

 

tion of VCS and RDG, a method based on the hybrid Nelder Mead Cuckoo Search algo-

rithm is adopted to minimize ENS, smoothly reduce power loss, and increase the voltage 

range in the system. P. Rajesh and F.H. Shajin [27] proposed an innovative method for 

charging stations (CS) with optimal planning and capacitors in the new technology. To 

accomplish a better balance between the exploration and development of the Dragonfly 

(DA) algorithm, Gaussian and quantum mutation strategies are used in DA performance. 

This is the novelty of the work we have shown. Therefore, it is called the quantum effect 

Gaussian mutation Dragonfly Algorithm. Here, this algorithm is recommended to allo-

cate parking spaces and capacitors and reactive power compensation for congestion 

management. 

Background of Research Work 

A review of current research work portrays the optimal configuration of charging 

stations of an electric vehicle as an important influencing factor. With the quick expan-

sion of EV charging technology, numerous charging facilities are being used at electric 

vehicle charging stations (EVCS). Charging through dissimilar charging powers may 

meet the charging needs of different electric vehicles and affect the temporal at the same 

time and spatial distribution of electric vehicle charging requirements, posing challenges 

to the rationality and economics of the EVCS allocation plan. To improve the charging 

efficiency of electric vehicles and alleviate the aforementioned pain points, optimal EVCS 

planning is becoming an extremely important issue. The optimized configuration scheme 

of EVCS can meet the charging needs of different electric vehicle owners at the minimum 

social cost, thus promoting the development of the electric vehicle industry. Genetic Al-

gorithms (GA), Heuristic algorithms, Particle Swarm Optimization (PSO), GAPSO Hy-

brid Algorithm, and Chemical Reaction Optimization, in addition to Differential Evolu-

tion (DE), are techniques commonly used. In addition, the optimization model with a 

linear integer is utilized to regulate the location of the EVCS and is competently resolved 

through an optimization solver. Furthermore, in real life, EVCS always mixes and installs 

multiple charging facilities to meet diversified charging needs. This phenomenon com-

plicates the electric vehicle charging needs, which is why it is great to seek an efficient 

method to optimize the planning of electric vehicles with multiple charging facilities. 

These above-mentioned shortcomings are produced in the existing system that carries on 

this research work. 

3. System Modeling of EV 

In this article, we consider a smart grid that powers commercial consumers. These 

buildings are equipped with wind energy and photovoltaic units related to the grid. In 

addition, electric vehicle charging stations have been set up in the parking area of the 

workplace and are powered by photovoltaic and wind generators. The goal of the pro-

posed system is to measure the optimal size of electric vehicle parking lots and capacitors 

on the power distribution system. When the load suddenly has a high demand, the DC 

bus capacitor is located on the DC side to stabilize the DC bus voltage. An overview of 

the electric vehicle parking lot (PL) based on the proposed approach is shown in Figure 1. 

The major part of the electric vehicle charging station (EVCS) is the DC bus, where all the 

electric vehicles (EVs) are situated for charging. The modeling and mathematical formu-

lations of the sources are described as follows. 
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Figure 1. Overview of electric vehicle parking lot based on the proposed approach. 

3.1. Modeling of EV 

The vehicle model includes a driver, vehicle dynamics, and a power system. A 

driver’s model with input is the actual vehicle speed compared to the reference speed. 

The output of the driver model is the positions of the brake pedal and the accelerator 

pedal. The power system receives the instruction from the driver’s pedal position and 

fulfills it through EM and ICE. 

The combined active power of the internal combustion engine (ICE) and energy 

management (EM) acts as a result of the power system and input model of the vehicle’s 

dynamics, namely drag, force, traction, rolling resistance, and gravitational force pre-

sented by the slopes of the road [28]. Figure 1 show an overview of an EVCS with parking 

spaces. The deviation of EV is estimated based on Equation (1) 
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Here, d shows the travel distance and the values of 
* and 

* are 3.2 and 0.9. 

3.2. Mathematical Formulation of PV System 

Solar cells are basic elements for generating PV systems. Solar cells are coupled in 

series or in parallel to create a solar cell matrix with the required rating. Figure 2 show 

the circuit of the solar energy system. In the photovoltaic energy subsystem, sunlight 

stored with a solar power panel becomes electrical energy [29]. Y. Song, Y. Zheng, and D. 

Hill (2016) proposed a convexified model, converted using convex relaxation techniques 

from the conventional model[30], which is applied for 15-bus distribution networks and 

reduces the total energy and charging cost. In this model, high computational efficiency 

and optimal solution can be achieved [31]. S. Fazeli, S. Venkatachalam, R. Chinnam, and 

A. Murat (2020) proposed an embedded two-stage stochastic model which determines 

the types of EV supply and optimal layout [32]. H. Zhang et al. developed an algorithm 

using a Gaussian operator and mixed an algorithm for different variations. These algo-

rithms are applied in practical locating planning projects and reduce social costs [33]. L. 

Gong et al. proposed an optimal charging technique based on a dynamic spike pricing 

policy with distribution transformer normal operation for reducing the charging cost. They 

used a genetic algorithm (GA) to reduce charging costs with effective peak sharing [34]. 

Using Equation (4), the power generated through the photovoltaic system was calculated 

pvpvtpv ARP   (4)

where 
pvP  represents the power output of the photovoltaic panel, tR  represents the 

solar radiation in the inclined plane module, 
pv  represents the efficiency of the pho-

tovoltaic panel, and 
pvA  is the area of the photovoltaic panel. The following Equation (5) 

clarifies the efficiency of photovoltaic panels, 

  refCTPCpvrpv TTN   1  (5)

where photovoltaic panel implies 
pv , reference module implies 

pvr  , power condi-

tion implies PC , photovoltaic panel temperature coefficient denotes TN , cell temper-

ature (°C) implies CT  as in Equation (6), and the cell temperature on reference condi-

tions is 
refT . Likewise, 

refT  is placed through 25 °C and takes on TN ’s value of −3.7 × 

10−3 °C−1 for the temperature of mono and poly crystalline silicon. 
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where, AT  implies temperature of ambient air and NOCT  implies nominal cell oper-

ating temperature. 

 

Figure 2. Structure of AOA. 

The PV module current is articulated as Equation (7) 

*
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.
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.

exp
sh

spvpv
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spvpv
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R

RIV

kT

RIV
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 (7)

where 
*

L
I  signifies the created current for Light A, 

*

sh
R  and 

*

s
R  are series and shunt 

resistances in Ω, k  represents Boltzmann’s constant,   signifies the ideal factor of p-n, 
*

pv
V  and 

*

pv
I  are the solar cell output voltage and current, and 

*

sat
I  indicates the re-

verse saturation current in A. 
*

sat
I  shows the reverse saturation current and 

*

L
I  shows 

the light-generated current illustrated in Equations (8) and (9) 
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ccoc

ccsc
sat

V

TTV

TTI
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(9)

where 
cT  are the PV cell's ambient temperature, 

TC  implies irradiance,   is the 

temperature coefficient under short circuit current, 
T
V  is the thermal voltage, and 

oc
V  

is the open-circuit voltage at standard temperature. 
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3.3. Modeling of Parking Lot and Capacitor 

Electric vehicle charging infrastructure plays a very important role in electric vehicle 

parking locations, including capacitors, because in electric vehicle parking, as active 

power loss reduces, system performance improves reliability and efficiency. Charging 

infrastructure includes all the tools and procedures used to transfer electricity from the 

grid to the vehicle. A charging area with an acceptable charging time system can improve 

the performance of electric vehicles and reduce public charging requirements. The fol-

lowing Equation (10) shows the power loss. 
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Here, 
*

iP  and 
*

iQ  specifythat bus i  is active and has reactive power injections,  

*

j
P  and 

*

j
Q  implicate that bus j  is active with reactive power injections, and n  

denotes the number of buses. The ij  and ij  can be expressed by (11) 
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Here, the voltage of buses i and j is shown as iV  and jV , the bus admittance matrix 

is represented as ijY , the load angles of buses i and j are i  and j , ii  and ii  are 

the susceptance and conductance values, N is thenumber of buses. Where, 
*

iV  and 
*

j
V  

imply i  and j  bus voltage and ijx  denotes the impedance matrix. 
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The EVs, PL size, and the size of the capacitor are presented in Equations (16) and 

(17) 
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where *
GiP  implies the grid power in bus i and 

*

DiP  specifies bus I power demand. The 

active and reactive power of bus i  and j  are estimated using Equations (18) and (19) 
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Here, *
iP  implies the bus i active power and *

iQ  implies the bus i reactive power. 

Where 
*

iiG  implies the conductance of bus i , 
ij

  implies the angle magnitude of 

self-admittance at line i  to j  and 
*

iiB  implies the susceptance at bus i . The indexes 

of sensitivity in the form of the voltage angles and magnitudes are illustrated by 
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*P  is denoted as active power deviation, 
*Q  is represented as reactive power 

deviation, V  signifies the voltage deviation,   denotes the deviation of load angles 

of bus i and bus j as i  and j  where, 
*J  shows matrices and 

*

1U , 
*

2U , 
*

3U , and 

*

4U  are the voltage variation impacts regarding power on every distribution network 

bus which is illustrated by the following Equations (22)–(25). 
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After that, the subsequent four sensitivity indexes are denoted in Equations (26)–(29) 
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(29)

Here, *
1iI  denotes the current in the first bus, *

2 iI  represents the current in the 

second bus, *
3iI  denotes the current in the third bus, *

4iI  represents the current in the 

fourth bus, and N  denotes the count of distribution network nodes. The active and 

reactive power flow among the nodes is indicated via the factor of contribution from the 
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electric vehicle parking lot, including the capacitor. Rated power amid bus i  and bus 

j  is demonstrated using the following Equations (30) and (31) 
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The above Equation (31) can be rewritten as (32) 
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The active with reactive power factor contribution for the EVs parking lot, including 

the capacitor, is illustrated in Equations (33) and (34) 
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Equations (33) and (34) can be substituted in Equation (30), resulting in (35) and (36) 
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),(* NijCFP EV
N  denotes and depicts the real power contribution factor and 

),(* NijCFQ EV
N

 shows the reactive power contribution factor of the capacitor and EVs 

parking lot. 

3.4. Objective Function 

The objective function is the optimal location of electric vehicle parking lots and 

capacitors to reduce energy loss. The system power loss is indicated in Equation (10), and 

the parking power limit can be expressed as Equations (37) and (38) 

EVEV

ti

EV PPP
max,min

  (37)

EVEV

ti

EV QQQ
max,min

  (38)

where 
EVPmin  is the minimum active power of the EV and 

EVQmin  is the minimum reactive 

power of the EV. 

Power balance constraints are given below in Equation (39). 

**

1

*

1

*

iL

n

i
i

n

i

EV

i PGPPDP  


 (39)

The power limits can be verified with Equation (40). 
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*

max,

*

, lijLij PP   (40)

4. Proposed Approach of Atomic Orbital Search and Arithmetic Optimization  

Algorithm (AOSAOA) 

The proposed hybrid scheme will be the joint execution of both the AOS and AOA. 

AOS depends on certain principles of quantum mechanics and the quantum atomic 

model under a common configuration of electrons [35]. AOA uses the distribution be-

havior of major arithmetic operators in mathematics, involving (multiplication, division, 

subtraction, and addition) [36]. Commonly it is referred to as the AOSAOA technique. 

The structure of AOA is shown in Figure 2. 

4.1. Step by Step Process of AOA 

Step 1: Initialization 

Determine the initial positions of solution candidates in the search space. 

Step 2: Random generation 

The initialization procedure generates input parameters randomly using the fol-

lowing Equation (41), 





















nnnn

n

n

SSS

SSS

SSS

X

...

::::

...

...

21

22221

11211

. (41)

Here, X specifies the input parameters of the system. 

The minimal objective function is skilled with the optimal process. 

Step 3: Fitness Function 

Evaluate the fitness values of initial solution candidates as in Equation (42) 





n

i
iCMin

1

. (42)

Step 4: Determine the binding state, binding energy, and lowest energy level of the 

atom. 

Step 5:For the kth imaginary layer, determine the binding energy and binding state 

of the layer. 

Step 6: Distribute candidates' solutions in the imaginary layers. 

Step 7: Generate a random integer as the number of imaginary layers, which are 

around the nucleus of an atom. 

Step 8: Determine the lowest energy level for the candidate in the kth layer. 

Step 9: For the ith candidate solution in the kth layer, generate random updating 

parameters. 

Step 10: Determine the photon rate for the ith candidate solution in the kth layer. 

Determine the binding state and binding energy of the atom and determine the lowest 

energy level for the candidate in the atom. 

Step 11: Termination 

If the number of subjects in the census is equal, check the end method. If not, go to 

step 4. If the end criteria are not met, go to step 3. If you are satisfied with the finished 

condition, then find the right solution. Figure 3 display the flow chart of AOA. 



Energies 2022, 15, 4202 13 of 24 
 

 

 

Figure 3.Flowchart of AOA. 

4.2. Steps of Arithmetic Optimization Algorithm

 Arithmetic is the fundamental component of numerical theory, and it is one of the 

most important components of modern mathematics, as well as analysis, geometry, and 

algebra. Arithmetic operators (i.e., subtraction, division, addition, and multiplication) are 

common calculation methods used to read numbers. 
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4.3. Step by Step Process of GRFA 

Step 1: Initialization phase 

In AOA, the process of optimization starts with candidate solutions (X) indicated in 

Matrix (43). These are randomly generated and the best solution for the candidate for 

each duplication is considered the most complete or best solution. 
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Here, X Shows the systems input parameters. 

Step 2: Fitness Function 

Evaluate the fitness values of the initial solution candidates. 

Step 3: Exploration phase 

In this section, the behavior of AOA is introduced, and Figure 3 show the flowchart 

of AOA. According to arithmetic staff, mathematical calculators using a multiplication 

(M) operator or even division (D) obtain higher resolutions or distributed values (see 

various rules) that bind them to the testing method. Due to their high dispersion, these 

operators (M and D) are not able to easily approach the target. 

Step 4: Exploitation phase 

At this stage, the AOA exploitation strategy is introduced. Arithmetic staff and 

arithmetic calculators using add (A) or subtraction (S) find very dense results referring to 

the exploitative method. Due to their low dispersion, these operators (A and S) can easily 

approach the target. 

Step 5: Termination 

If the number of subjects in the census is equal, check the end method. If not, move 

to step 4. Go to step 3 if the end criteria are not met. If you satisfy the finish condition, 

find the right solution. 

5. Results and Discussion 

A hybrid scheme was proposed based on an optimal location electric vehicles 

parking lot (PL) and the capacitor’s on-grid profile of voltage and power loss. With this 

proper control, the perfect placement of the capacitor on the grid and parking lot of EVs 

on the grid, depletion of reactive and real power loss, and voltage profile are optimally 

improved. Furthermore, the implementation of the proposed AOSAOA model was de-

veloped by the MATLAB/Simulink platform, and the efficiency of the proposed model 

was likened to other techniques. 

The proposed method was tested on 31 buses with 23 kV in a distribution system 

consisting of 415 V permanent networks (J. Grainger and S. Civanlar) [37]. S. Deilami et 

al. [38] connected to several low-voltage home loads, and curves in daily loads were 

completed using a set of high sensitivity options. K. Clement-Nyns et al. [39] proposed 

integrated charging where the grid load factor is amplified, and power loss is reduced by 

flexible and quadratic planning techniques. D. Thukaram et al. [40] proposed a method 

tested to analyze the electrical levels of several distribution networks at a rate of R / X. 

The application of this method is for reactive power optimum location and planning 

network reconfiguration. 

Figure 4 show PEV charging with different penetrations of no PEV, 16% PEV, and 

32% PEV. Here, the no PEV is presented. The no PEV flows from 0.85 p.u at the period of 

1 h, and it increases up to 0.87 p.u. at the period of 7 h. The 16% PEV flows from 0.84 p.u 

at the time period of 1 h, and it increases up to 0.89 p.u. at the time period of 7 h. The 32% 

PEV flows from 0.83 p.u at the time period of 1 h, and at the time period of 12 h, it in-

creases up to 0.98 p.u, and then it reduces to 0.85 p.u at the time period of 24 h. Figure 5 show 

the PEV charging with different penetrations of no PEV, 47% PEV, and 63% PEV. Here, in 
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the subplot, the no PEV is presented. The no PEV flows from 0.919 p.u at the time period 

of 1 h, and it increases up to 0.92 at the time period of 5 h. The 47% PEV flows from 0.918 

p.u at the time period of 1 h, and it reduces up to 0.81 at the time period of 5 h. The 63% 

PEV flows from 0.919 p.u at the time period of 1 h, and at the time period of 12 h, it in-

creases up to 0.95 p.u, and then reduces to 0.91 p.u at the time period of 24 h. Figure 6 

show the PEV penetration of the weakest power voltage of no PEV, 16% PEV, and 32% 

PEV. Here, in subplot (a), the no PEV is presented. The no PEV flows from 0.93 p.u at the 

time period of 1 h, and at the time period of 12 h, the no PV flows up to 0.97 p.u, and then 

reduces to 0.95 p.u at the time period of 24 h. The 16% PEV flows from 0.92 p.u at the time 

period of 1 h, and at the time period of 12 h, it increases up to 0.98 p.u, and then reduces 

to 0.96 p.u at the time period of 24 h. The 32% PEV flows from 0.94 p.u at the time period 

of 1 h, and at the time period of 12 h, it increases up to 0.97 p.u, and then reduces to 0.96 

p.u at the time period of 24 h. Figure 7 show the PEV penetration of the weakest power 

voltage of No PEV, 47%% PEV and 63% PEV. Here, in the subplot, the no PEV is pre-

sented. The no PEV flows from 0.919 p.u at the time period of 1 h, and it increases up to 

0.92 at the time period of 5 h. The 47% PEV flows from 0.918 p.u at the time period of 1 h, 

and it increases up to 0.937 p.u. at the time period of 5 h. The 63% PEV flows from 0.929 

p.u at the time period of 1 h, and at the time period of 12 h, it reduces to 0.918 p.u, and 

then increases up to 0.948 p.u at the time period of 24 h. 

 

Figure 4. PEV charging with diverse penetration of no PEV, 16% PEV, and 32% PEV. 

 

Figure 5. PEV charging with different penetration of no PEV, 47% PEV, and 63% PEV. 
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Figure 6. PEV penetration of weakest power voltage no PEV, 16% PEV, and 32% PEV. 

 

Figure 7. PEV penetration of weakest power voltage of no PEV, 47% PEV, and 63% PEV. 

Figure 8 show the PEV penetration of total power loss of no PEV, 16% PEV, and 32% 

PEV. Here, in the subplot, the no PEV is presented. The no PEV flows from 29 kW at the 

time period of 1 h, and at the period of 8 h, the no PEV flows up to 6 kW, and then re-

duces to 3 kW at the time period of 12 h. The 16% PEV flows from 29 kW at the time pe-

riod of 1 h, and at the period of 8 h, it reduces to 12 kW, and then reduces to 3 kW at the 

time period of 12 h. The 32% PEV flows from 30 kW at the period of 1 h, and at the time 

period of 12 h, it reduces to 3 kW, and then increases up to 24 kW at the time period of 24 

h. Figure 9 show the PEV penetration of total power loss of no PEV, 47% PEV, and 63% 

PEV. Here, in the subplot, the no PEV is presented. The no PEV flows from 24 kW at the 

period of 1 h, and it decreases to 3 kW at the period of 12 h. The 47% PEV flows from 27 

kW at the period of 1 h, and it reduces to 4 kW at the time period of 12 h. The 63% PEV 

flows from 26 kW at the period of 1 h, and at the period of 12 h, it reduces to 8 kW, and 

then increases up to 20 kW at the period of 24 h. 
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Figure 8. PEV penetration of total power loss of no PEV, 16% PEV, and 32% PEV. 

 

Figure 9. PEV penetration of total power loss no PEV, 47% PEV, and 63% PEV. 

Figure 10 show the PEV penetration of total power consumption of no PEV, 47% 

PEV, and 63% PEV. Here, in the subplot, the no PEV is presented. The no PEV flows from 

830 kW at the period of 1 h, and it decreases to 300 kW at the time period of 12 h. The 47% 

PEV flows from 820 kW at the time period of 1 h, and it reduces to 370 kW at the time 

period of 12 h. The 63% PEV flows from 830 kW at the period of 1 h, and at the time pe-

riod of 12 h, it reduces to 450 kW, and then increases up to 700 kW at the time period of 24 

h. Figure 11 show the PEV penetration of total power consumption of no PEV, 16% PEV, 

and 32% PEV. Here, in the subplot, the no PEV is presented. The no PEV flows from 820 

kW at the time period of 1 h, and it decreases to 280 kW at the time period of 12 h. The 

16% PEV flows from 830 kW at the period of 1 h, and it reduces to 340 kW at the period of 

12 h. The 32% PEV flows from 840 kW at the time period of 1 h, and at the period of 12 h, 

it reduces to 290 kW, and then increases up to 730 kW at the time period of 24 h. 
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Figure 10. PEV penetration of total power consumption no PEV, 47% PEV, and 63% PEV. 

 

Figure 11. PEV penetration of total power consumption no PEV, 16% PEV, and 32% PEV. 

Figure 12 show the fixed charge–rate coordination integrating capacitor of no PEV, 

16% PEV, and 32% PEV. Here, in the subplot, the no PEV is presented. The no PEV flows 

from 0.93 p.u at the time period of 1 h, and it increases up to 0.976 p.u at the time period 

of 12 h. The 16% PEV flows from 0.956 p.u at the time period of 1 h, and it increases up to 

0.981 p.u at the time period of 12 h. The 32% PEV flows from 0.95 p.u at the time period of 

1 h, and at the time period of 12 h, it increases up to 0.99 p.u, and then reduces to 0.95 p.u 

at the time period of 24 h. Figure 13 show the fixed charge-rate coordination integrating 

capacitor of no PEV, 47% PEV, and 63% PEV. Here, in the subplot, the no PEV is pre-

sented. The no PEV flows from 0.928 p.u at the period of 1 h, and it increases up to 0.978 

p.u at the period of 12 h. The 47% PEV flows from 0.94 p.u at the time period of 1 h, and it 

increases up to 0.982 p.u at the period of 12 h. The 63% PEV flows from 0.948 p.u at the 

time period of 1 h, and at the time period of 12 h, it increases up to 0.98 p.u, and then 

reduces to 0.958 p.u at the time period of 24 h. 
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Figure 12.Fixed-charge–rate coordination integrating capacitor no PEV, 16% PEV, and 32% PEV. 

 

Figure 13. Fixed charge-rate coordination integrating capacitor no PEV, 47% PEV, and 63% PEV. 

Figure 14 show the PEV penetration of total power loss of no PEV, 16% PEV, and 

32% PEV. Here, in the subplot, the no PEV is presented. The no PEV flows from 24 kW at 

the time period of 1 h, and it decreases to 6 kW at the time period of 9 h. The 16% PEV 

flows from 24 kW at the time period of 1 h, and it reduces to 8 kW at the time period of 9 

h. The 32% PEV flows from 25 kW at the time period of 1 h, and at the time period of 12 h, it 

reduces to 2 kW, and then increases up to 20 kW at the time period of 24 h. Figure 15 show 

the PEV penetration of total power loss of no PEV, 47% PEV, and 63% PEV. Here, in the 

subplot, the no PEV is presented. The no PEV flows from 24 kW at the time period of 1 h, 

and it decreases to 2.5 kW at the time period of 12 h. The 47% PEV flows from 25 kW at 

the time period of 1 h, and it reduces to 4 kW at the time period of 12 h. The 63% PEV flows 

from 24 kW at the time period of 1 h, and at the time period of 12 h, it reduces to 10 kW, 

and then increases up to 20 kW at the time period of 24 h. Figure 16 show the fixed 

charge—the rate of total power consumption of no PEV, 16% PEV, and 32% PEV. Here, in 

the subplot, the no PEV is presented. The no PEV flows from 820 kW at the time period of 

1 h, and it reduces to 260 kW at the time period of 11 h. The 16% PEV flows from 825 kW 

at the time period of 1 h, and it reduces to 320 kW at the time period of 11 h. The 32% PEV 

flows from 830 kW at the time period of 1 h, and at the time period of 12 h, it reduces to 260 

kW and then increases up to 780 kW at the time period of 24 h. 
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Figure 14. Fixed charge–rate of total power loss of no PEV, 16% PEV, and 32% PEV. 

 

Figure 15. Fixed charge–rate of total power loss of no PEV, 47% PEV, and 63% PEV. 

 

Figure 16. Fixed charge–rate of total power consumptionof no PEV, 16% PEV, and 32% PEV. 

Figure 17 show the PEV penetration of total power consumption of no PEV, 47% 

PEV, and 63% PEV. Here, in the subplot, the no PEV is presented. The no PEV flows from 
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820 kW at the period of 1 h, and it decreases to 280 kW at the period of 10 h. The 47% PEV 

flows from 825 kW at the period of 1 h, and it reduces to 300 kW at the period of 10 h. The 

63% PEV flows from 830 kW at the period of 1 h, and at the time period of 12 h, it reduces 

to 260 kW, and then increases up to 780 kW at the period of 24 h. 

 

Figure 17. Fixed charge–rate of total power consumption of no PEV, 47% PEV, and 63% PEV. 

The proposed analysis with uncoordinated and coordinated levels is shown in Figure 

18. Figure 18 show the bar chart proposed method satisfaction level with comparison. 

When uncoordinated, all customers are satisfied, but the satisfaction level of service is 

low. When coordination is applied, the PEV customer satisfaction is only three. The suc-

cess of this approach is to satisfy both the client and the customer, and a limited amount 

of PEV connection proposed. 

 

Figure 18. Analysis of proposed with uncoordinated and coordinated level. 
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Table 1 show the PEV charging on the distribution system. When uncoordinated, the 

car charging process starts immediately but randomly without following system param-

eters. The distribution system will deal with many problems, such as overload, high 

power loss, and unacceptable power outages. When coordinated, in order to overcome 

the harmful effects of un insulated charges of PEV on the distribution system, a real-time 

method of coordinating 5 min PEV charging is suggested in this paper. Once the car is 

connected to the charger, the charging process will start only after the central controller 

decision. The AOSAOA algorithm used optimizes PEV arrivals, and all system barriers 

are satisfied. 

Table 1. PEV charging on the distribution system. 

Methods PEV (%) V (%) Increase(%) Satisfaction Ratio 

No PEV Uncoor-

dinated 

0 7.35 0 - 

16 7.61 6.97 - 

32 8.95 14.59 - 

47 17.72 33.85 - 

63 19.16 6.96 - 

Coordinated 

16 7.43 13.67 18/4 

32 7.47 12.32 15/7 

47 8.61 17.53 8/14 

63 9.91 5.53 3/19 

Coordinated with 

capacitor and 

OLTC switching 

16 4.96 5.53 22/0 

32 4.99 11.86 22/0 

47 6.32 17.28 22/0 

63 7.34 23.03 22/0 

Note: Table 1 show achieving the satisfaction of PEV customer and utility sides together. 

Table 2 show the charging variation limit and charging power limit. In 100 EV, the 

charging power variation limit is 250 kW, and the charging power limit is 500 kW. In 200 

EV, the charging power limit is 1000 kW and the charging power variation limit is 750 

kW. In 300 EV, the charging power limit is 1875 kW, and the charging power variation 

limit is 1000 kW. 

Table 2. Charging power limit and variation limit. 

EV Charging Power Limit Charging Power Variation Limit 

100 500 kW 250 kW 

200 1000 kW 750 kW 

300 1875 kW 1000 kW 

6. Conclusions 

In this manuscript, the location determination of an electric vehicles parking lot and 

capacitors in grid care of voltage profile and power loss by atomic orbital search and 

arithmetic optimization algorithm optimizer was proposed. The proposed technique 

performances were analyzed in the MATLAB/Simulink working platform. The perfor-

mance of the proposed and existing techniques were graphically illustrated. The pro-

posed approach was analyzed under the perfect location of capacitors and parking of 

electric vehicles on the network. The AOSAOA approach optimized the EVPL’s partici-

pation in various energy and ancillary services markets, including the effects of capacity 

payments. The benefit of EVPL was obtained using the proposed approach and its per-

formance was higher than the existing approach in terms of the analysis of the decrease 

in the loss of real and reactive power and the change of the voltage profile. By utilizing 
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the proposed hybrid technique, the system provides an optimal solution through the 

least calculation time. Analysis of total power loss and total power consumption of EVs 

in PL, the analysis of PV power at different PEVs, and fixed charge-rate were also ex-

amined. To analyze the performance of the projected approach, the simulation results 

were analyzed and compared with methods such as PEV uncoordinated, coordinated, 

and coordinated with the capacitor. 
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ABSTRACT This paper presents an accomplishment of Load Frequency Control (LFC) under deregulated
environment using Imperialistic Competition Algorithm (ICA) based Dual Mode Controller (DMC). The
Capacitive Energy Storage (CES) and Static Synchronous Series Compensator (SSSC) have been success-
fully used to improve the performance of the system dynamics. The optimization techniques are beneficial
to the design of the Dual Mode Controller and overcome the drawbacks identified by the conventional
controllers. The traditional Load Frequency Control system is adapted to interpret bilateral contracts on
the system. The performance index is calculated by using the integral of the square of error technique to
optimize the controllers of the Load Frequency Control system. The simulation analysis reveals that due to
the presence of the Imperialistic Competition Algorithm-based Dual-Mode Controller, the performance of
the system improves in terms of peak time, settling time, and overshoot, and also performance index is lesser
than the system without the Imperialistic Competition Algorithm based Dual Mode Controller following a
load disturbance in either of the areas.

INDEX TERMS Deregulation, load frequency control, capacitive energy storage, static synchronous series
compensator, imperialistic competition algorithm, dual mode controller, integral controller.

NOMENCLATURE
LFC - Load Frequency Control.
AGC - Automatic Generation Control.
ICA - Imperialistic Competition Algorithm.
DPM - Disco Participation Matrix.
cpf - Contract Participation Factor.
apf - ACE Participation FActor.
DMC - Dual Mode Controller.
CES - Capacitive Energy Storage.
SSSC - Synchronous Series Compensator.
ISO - Independent System Operator.
FACTS - Flexible AC Transmission Systems.
IC - Integral Controller.

The associate editor coordinating the review of this manuscript and

approving it for publication was Nagesh Prabhu .

PIC - Proportional Integral Controller.
PID - Proportional Integral Derivative.
TCPS - Thyristor Controlled Phase Shifters.
WOA - Whale Optimization Algorithm.
UC - unit commitment.
ACE - Area Control Error.
PI - Performance Index.
1f1 - Change in Frequency in Area 1.
1f2 - Change in Frequency in Area 2.
1Ptie1,2 - Change in Tie-Line Power.
PD - Real Power Demand.
QD - Reactive Power Demand.
1PD - Change in Real Power Demand.
1QD - Change in Reactive Power Demand.
P – f - Real Power – Frequency.
Q – V - Reactive Power - Voltage.
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R - Speed Regulation.
TP - Peak Time.
TS - Settling Time.
MP - Peak Overshoot.
TR - Rise Time.
Tt - Time Constant of Turbine.
T12 - Synchronizing Coefficient.
Tp - Time Constant of Turbo Generator.
1PSSSC - Change in Power Output of SSSC.
KSSSC - Gain of the SSSC.
TSSSC - Time Constant of SSSC.
KCES - Gain of the CES.
T - Time Constants.
Ki - Gain of the Integral Controller.
Kp - Gain of the Proportional Controller.
KP - Power System Gain.
ε - Specified limit of the Error Signal.
Couni - Position of the ith Country.
Ncoun - No. of Countries in the Imperialistic.
C1, C2 - Acceleration Coefficients.
Colin - Position of ith Colony of the nth Empire.
Icn - Cost of nth Empire.
ICn - Normalized Cost.
H - Inertia Constant.
fo - Initial Frequency.
In - Position of nth Empire.
IPn - Initial Number of Colonies of the nth Empire.
n - Number of Iterations.
Ncol - Remaining Countries form nth Empire.
ncoun - Total Number of Countries.
newcolin - Updated Position of Colonies of the nth

Empire.
Nimp - Most Powerful Countries from nth Empire.
NTPn - Normalized Cost of nth Empire.
TPn - Total Power of nth Empire.
psn - Possession Probability of nth Empire.
ζ - Positive Number Less than 1.
α, β - Weighting Factors.

I. INTRODUCTION
The effective operation of a power system has essential that
its frequency is maintained constant within acceptable limits.
There are two aspects to maintaining frequency as constant.
One is the coordination of Generation – Load schedule,
whereas the second is planned power flow in the tie-line of
the system. These two are the most critical challenges in
operating a hydrothermal system during the dynamic oper-
ation [1], [2]. Currently, the power sector is undergoing a
deregulated market environment that affords power at con-
trolled tariffs to a system that establishes firms demanding
everyone to sell power at lesser tariffs. The Transmission
Companies (TransCos), Distribution Companies (DisCos),
and Generating Companies (GenCos) are the several units
of such a type of system. The generation in power system
control concepts under deregulation in [3]. A new framework

for implementing load following contracts in price-based
operation and the execution of Independent System Opera-
tor (ISO) is a practical working of the system with balancing
the economics have been deliberated in [4].

It was shown that the customized AGC scheme included
agreement data and measurements, which improved the con-
trol signals to be dispatched to controllers. The above scheme
included Area Control Error (ACE) as a fraction of the con-
trol error signal. It satisfied the North American Reliability
Council (NERC) performance criteria. It also explained an
interesting case to determine if any of the contracts were
violated, and this case study results with three sets were
presented in [5].

The LFC problem is simulated comprehensively and has
been evaluated under the deregulated environment in [6].
The automatic generation control could be simulated and
optimized after deregulation. The idea of bilateral contracts
and DPM was introduced and implemented in the two-area
system. The system’s response to contract violations was
also studied and reported [7]. The dynamic response of the
CES unit with a small volume to the system encouragingly
progresses been presented in [8]. Several FACTS devices
have been extensively active to offer enhanced stability for
the control of power systems networks. The combination
of Static Synchronous Series Compensator and Capacitive
Energy Storage are realized as vital devices to get better
dynamic response of the system [9].

The integral of the square of error is considered in the
search for optimal Automatic Generation Control (AGC)
parameters. The various optimization techniques used in two
areas of the hydrothermal system in the presence of Static
Synchronous Series Compensator (SSSC) and Capacitive
Energy Storage (CES) under deregulation are considered to
exemplify the optimum parameter search. The results demon-
strate the superior working of PSO over others in the tuning of
AGC [10]. A detailed study of the Imperialistic Competition
Algorithm for optimization techniques was presented in [11].

In the hydrothermal system, the gain of the controllers are
optimized by the Imperialistic Competition Algorithm with
CES and Static Synchronous Series Compensator under the
deregulated scenario [12]. The continuous and discrete model
of Load Frequency Control of two areas hydrothermal system
with the traditional level of controllers and selection of the
appropriate value of sampling period and parameters of speed
regulation has investigated with generation rate constraints is
given in [13]. The performance of electric governor, mechan-
ical governor, and single-stage and two-stage reheat turbines
on dynamic responses has been considered. Also, the choice
of the parameter of speed regulation and sampling period has
been scrutinized. The performance is examined with the con-
troller gains of Integral Controller (IC), Proportional Integral
Controller (PIC), and Proportional Integral Derivative (PID)
in the interconnected Automatic Generation Control system
are optimized by Bacterial Foraging (BF) technique is given
in [14]. The IC gains and electric governor parameters were
optimized using the ISE criterion. The concept of IC and PC
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are used in the design of DMC, and the main benefit of PIC
is that, it reduces the error in steady-state is nearly zero but
typically gives large deviations in frequency are given in [15].
The parameters of speed governors and turbines and their
transfer function models can be found in the IEEE committee
report [16].

Collective modeling of the reservoirs caught up in gas
systems and electric power and locations of both the networks
are crucial features to be well-thought-out in planning energy
resources [17]. The different energy storage amenities are
considered for modeling the system and system optimization
to the natural gas and electric power systems. The tactic
can be handled by the interdependent operation between the
cascade of hydro plants, and the coordination of hydrothermal
problems characterizes it. The dissimilarity of the circuit
capacity and transmission line losses are also considered [18].
The studies have been conducted for models of nonlinear and
linear speed governor mechanisms with the models of the
turbine in hydro systems are suggested by the report of the
IEEE committee [19].

The Thyristor Controlled Phase Shifters (TCPS) and CES
are positioned in the tie line of the system, and their various
methods of control strategy are proposed in [20]. The system
has been studied with the effect of unit commitment (UC)
using PIDN-FOPD for various approaches. The Whale opti-
mization algorithm (WOA) is effectively used for concurrent
optimization of various controllers mentioned above. The
analysis has explored that the system dynamics are improved
by using WOA [21].

The recent literature presented a critical study on the
impact of AE-FC units on AGC performance of inter-
connected two areas non-reheat thermal system, PV-reheat
thermal, and multi-source hydro-thermal system (MSHTS).
Further, the effects of STG and geothermal (GT) plants are
recently inspected in two and three-area deregulated sys-
tems [22]. To improve FPI performance, some researchers
have implemented different optimization methods to tune the
FPID controller. Hybrid harmony search-cuckoo optimiza-
tion algorithms are employed efficiently to tune input/output
SFs of FPID controllers for different types of systems [23].
Recently, Fractional Order (FO) controllers have been imple-
mented in power system models, and desirable results have
been observed.

A FO fuzzy PID (FOFPID) controller was tuned recently
using ICA [24]. Further, the literature review indicates that
the hybridization of the fuzzy controller with the FO con-
troller shows enhanced performance compared to fuzzy
hybridized with a conventional controller. A proficient fre-
quency regulation scheme has been explored in this work
for two interconnected hybrid microgrids (hµGs) com-
prised of multiple renewable energy sources. A new opti-
mization algorithm has been formulated to replicate the
photo-tactic swarming behavior of green leafhoppers named
Green Leaf-hopper Flame optimization algorithm (GLFOA)
to tune the system controllers. The superiority of GLFOA
is confirmed by comparing the performance with several

popular optimization algorithms [25]. A unique intercon-
nected hybrid microgrid (IHM) double area system is devel-
oped that includes a novel combined solar gas turbine
(CSGT), biodiesel generator (BDG), wind turbine generator
(WTG), and energy storage units, and DC link (DCL) using
tilt-integral-derivative (TID) controller. A recently developed
metaheuristic algorithm, Harris’s hawk optimization (HHO)
technique, is used to obtain controller gain constraints. Use
of CSGT in 2- area IHM for load frequency control (LFC) is
a novel work and uses the TID controller and HHO technique
for tuning the controllers’ parameters [26].

Automatic Generation Control maintains the balance of
grid power, and also it is used to strengthen the abrupt dis-
turbance of frequency within the system power grid. The
approach is implemented to plan a system controller for
the depreciation of various issues in AGC within the open
market structure of the system. Under deregulation, a multi-
area hydrothermal system examines countless LFC problems
in the open market scenario. But all of it concerning Load
Frequency Control of two area systems with the competitive
market environment does not examine the existence of Dual
Mode Controller and Capacitive Energy Storage and Static
Synchronous Series Compensator with Imperialistic Compe-
tition Algorithm. Therefore, this paper deals with designing a
Dual Mode Controller for Capacitive Energy Storage and an
SSSC-based multi-area interconnected system under deregu-
lation employing the Imperialistic Competition Algorithm.

For better understanding, the novel contributions of this
work are highlighted as follows:
(i) To propose a Load Frequency Control for novel ICA

tuned Dual Mode Controller for multi-area based
hydrothermal system.

(ii) To exemplify the proposed technique by incorporat-
ing Capacitive Energy Storage and SSSC to damp the
tie-line power oscillations.

(iii) To authenticate the strength of the proposed method,
the simulation results are compared to the various intel-
ligent control strategies in the state-of-the-art literature.

This work is organized as follows: The transfer functional
block diagram of LFC of two areas of the hydrothermal
system under deregulated environment is discussed in the
second section. The design of Capacitive Energy Storage
and its block diagram is presented in the third section. The
design and accomplishment of SSSC and its transfer func-
tional block diagram is presented in section 4. The fifth
Section focused on designing and implementing the dual-
mode controller’s continuous and discontinuous mode of
operation. The incorporation of the imperialistic competition
algorithm and its implementation is presented in the sixth
section. Finally, the seventh section presents the results and
discussions, followed by the conclusion.

II. LOAD FREQUENCY CONTROL UNDER
DEREGULATED SCENARIO
The LFC of interconnected two area systems has been exam-
ined with a reheat unit in area 1 and a hydro unit in area 2.
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FIGURE 1. The DMC based LFC of hydrothermal system under deregulation with SSSC and CES.

The transfer function models of the Load Frequency Control
system are given in the report of the IEEE committee on
system dynamic models [16], and the parameters and speci-
fications are given in Appendix. Fig. 1 indicates the model of
the block diagram of the hydrothermal systemwithmulti-area
under deregulation, and each area consists of two Discos and
three GenCos. The system performance with optimization
is calculated through the Integral of Square of Error (ISE)
technique [8], namely, Performance Index (PI) is given in (1)
is used to compare the performance of the systemwith several
techniques. Where α and β are called weighting factors.

PI =

t∫
0

(α ·1f 21 + β ·1f
2
2 +1P

2
tie 1,2) (1)

III. DESIGN AND IMPLEMENTATION OF CAPACITIVE
ENERGY STORAGE
This exceptional ability of Capacitive Energy Source com-
pared to the further storage of energy systems like flywheels,
pumped hydro, etc., makes it a viable option to be employed
in significant applications [8]. This ability of CES allows it to
function as a storage entity of energy and afford stability due
to disturbances and act as a spinning reserve. The capacitor
plays a significant role in making the CES entity capable
of damping the oscillations formed due to the abrupt rise or
fall of power. The Capacitive Energy Storage unit consists
of Power Conversion System (PCS) and a supercapacitor [8].
Many discrete capacitive units are connected in parallel to
form the storage capacitor based on the amount of energy
storage capacity required. Either frequency deviation or Area
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FIGURE 2. CES implemented to LFC.

Control Error (ACE) can be used as the control signal to the
CES unit. Fig. 2 [8] indicates the Capacitive Energy Storage
block diagram depiction of the unit to the system is given
in [8]. Capacitive Energy Storage’s edifice comprises gain
block KCES , TCES is a time constant, and T1, T2, T3, and T4
are the time constants of blocks of phase compensation with
two stages.

IV. DESIGN AND IMPLEMENTATION OF STATIC
SYNCHRONOUS SERIES COMPENSATOR
The Static Synchronous Series Compensator influenced the
tie-line power flow by emulating a capacitive or an inductive
reactance. It is a voltage source switching converter with
self-commutation to control a voltage in quadrature means of
the line current [9]. The compensation level can be energeti-
cally controlled by altering the magnitude and polarity of the
injected voltage VS . The SSSC can also be operated together
in capacitive mode or inductive mode.

Fig. 3 [9] shows the Static Synchronous Series Compen-
sator block diagram is to be integrated into the system [9]
to progress the performance. The Static Synchronous Series
Compensator structure comprises gain block KSSSC ,TSSSC is
a time constant, and T1, T2, T3, and T4 are the time constants
of blocks of phase compensation having two stages. The
deviation of the frequency of area 1 is the input to the Static
Synchronous Series Compensator.

FIGURE 3. SSSC implemented to LFC.

V. DESIGN AND IMPLEMENTATION OF
DUAL-MODE CONTROLLER
Integrating the Integral Controller (IC) into the system offers
zero steady-state error; however, it results in abnormal set-
tling time and the system overshoot. For the step load, small
values of gain of the proportional controller results in a
large steady-state error. The immense value of proportional
controller gain provides improved steady-state performance
except for transient response. So the gain of the proportional
controller alone is not suitable for eliminating steady-state
error. A general way of reducing the steady-state error is
by introducing IC in the system. Suppose the gain of the
integrator controller is adequately high. In that case, it gives
a highly unfavorable response with a sharply rising peak

overshoot and a low value of peak overshoot due to the
small value of integral controller gain. Still, the rise time of
the system increases. So the above concept is called DMC,
which involves both a proportional and integral controller.
The DMC is beneficial for the proper design of the gain of
the proportional controller and integral controller. Usually,
the overshoot of the system can be abridged by employing
a Proportional Controller (PC) [13], [14]. So exertions have
been offered in this work to construct a Dual Mode Con-
troller, which includes both integral controller and propor-
tional controller, as shown in Fig. 4 [13]. Based upon the
ACE(t) operation of control law that can be interchanged
between the different control modes i.e. continuous mode and
discontinuous mode. The controller’s output is in (2) and (3).

if |ACE(t)| > ε

1Pc(t) = −Kp · ACE(t), (2)

and,

1Pc(t) = −Ki

∫
ACE(t)dt

if |ACE(t)| < ε (3)

where 1Pc(t) = the output signal of the controller
Kp = proportional controller gain
ε = specified limit of the error signal
Ki = integral controller gain.

FIGURE 4. Proposed DMC control scheme.

The proposed DMC is simple in configuration and easy
to put into practice, as it uses the value of Area Control
Error (ACE) which is already available in the system. But
care should be taken that the hyper switching plane should be
specified at every load change.

VI. IMPLEMENTATION OF IMPERIALISTIC
COMPETITION ALGORITHM
The concept of the Imperialistic Competition Algorithm was
propounded by A. Gargari and Lucas [11]. The Imperialistic
Competition Algorithm is a consequence of the conception
of imperialistic competitions. The Imperialistic Competition
Algorithm is initiated by a preliminary population repre-
sented as countries. Imperialists represent the countries that
possess the great admirable value of the objective function,
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and the discarded countries fit to be the colonies of the respec-
tive imperialists. All the respective colonies were spread
among the Imperialists based on power. The colonies are
afterward moving towards their appropriate imperialist, and
respective imperialist’s places will be improved based on the
certainty. In the next stage, the competition was conducted
between the empires, and based on this competition, weaker
empires were eliminated. This competition leads to a further
increase in the power of the strong empire and diminishes
the frail empire’s power also; empires are eliminated if they
are unable to recover their position. The competitions are
conducted for all the empires for the duration of several
iterations and result in the formation of only one empire. The
remaining empires turn out to be the colonies of this empire.
The flowchart of the proposed algorithm implemented for
Load Frequency Control of multi-area hydrothermal system
under deregulation is given in Fig. 5 [12]. The simulation
parameters of the Imperialistic Competition Algorithm are
specified in Appendix.

FIGURE 5. Flowchart of imperialistic competition algorithm.

A. INITIAL EMPIRES GENERATION
The initializing the algorithm, countries are generated, and
it is denoted as the preliminary population [12]. Gener-
ally, in the problem of optimization, the country’s position

can be defined as Couni = (x1i , x
2
i , . . . x

n
i ), where i =

1, 2, 3 . . .Ncoun, where Ncoun be the complete set of coun-
tries in the imperialistic.

The function of the variables can find the evaluation of the
cost function of the different countries (x1i , x

2
i , . . . x

n
i ). The

individual country’s cost, i.e., Ci can be computed in (4).

Ci = f (x1i , x
2
i , . . . x

n
i ) (4)

where Ci denoted as cost of the ith country.
Themost commanding countries are preferred to formulate

the empires, and it is symbolized as Nimp. The Ncol denoted
countries which have been leftover are preferred as colonies
of these empires. Based on the value of objective function or
power, the colonies are equally allocated to the imperialists.
For minimization problems, the cost functions are inversely
proportional to the individual imperialist’s powers. So the
value of the normalized costs can be evaluated for the empires
in (5) as follows,

ICn = icn −max{ici} (5)

where icn denoted as cost of the nth imperialist and ICn
denoted as normalized cost.

The calculation of the normalized power of each imperial-
ist in (6) is as follows,

IPn =

∣∣∣∣∣∣∣∣∣
IC|n

Nimp∑
i=1

ICn

∣∣∣∣∣∣∣∣∣ (6)

where IPn is denoted as the normalized power of each impe-
rialist. Initially, the total number of colonies of each empire
is calculated in (7) as follows,

NCn = round(IPn × Ncol) (7)

where theNCn is assumed to be the initial number of colonies
of the nth empire.

B. IMPERIALISTS AND COLONIES MOVEMENT
In this stage, the colonies are moved to the imperialists,
relevant. The new positions of the colonies of nth the empire
are updated in (8) as follows,

newcol in = col in + rand × β × (In − col in) (8)

where col in is the position of the ith-colony of nth imperialist
and the rand is a random number between 0 to 1, β is a weight
factor equal to 1.75, and In is the position of nth-imperialist.

C. POSITION OF IMPERIALIST’S UPDATION
The positions of the imperialists are updated based on the
cost function or the power of the imperialists. The imperialist
attained lower costs than the imperialists were interchanged,
and the respective colonies were also moved to the new
imperialists based on the new position.
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TABLE 1. Performance evaluation of proposed ICA based DMC system.

D. COMPUTATION OF TOTAL POWER
The empire’s power is evaluated by the total powers of respec-
tive colonies and the corresponding imperialist. So the whole
power of an empire can be determined (9) as:

TPn = Cost(imperialist)+ ξ

×mean{Cost(colonies of empire)} (9)

where TPn- is the total power of nth-empire and ξ is consid-
ered as a positive number, less than 1.

E. CONDUCTING COMPETITIONS
The imperialistic competitions are conducted for each
empire, and finally, after the completion, the empires under-
take the colonies of other empires. At last, the colonies with
less power in the empires can be identified, and competition
is conducted to acquire these weaker colonies based on the
possession probability. The normalized value of the total
power of each empire can be determined in (10).

NTPn = TPn −max{TPi} (10)

where NTPn is the normalized power of nth-empire. The
possession probability of each empire is in (11).

psn =

∣∣∣∣∣∣∣∣∣
NTPn

Nimp∑
i=1

NTPi

∣∣∣∣∣∣∣∣∣ (11)

where psn is the possession probability of the nth-empire.
The vector PS is subdivided into the colonies of the various
empires and can be determined in (12).

PS = b ps1, ps2, . . . psNimpc (12)

where PS is denoted as possession probability of the imperi-
alist. A random vector employing equivalent size as that of a
vector PS is formed in (13) as follows,

R = br1, r2, . . . rNimpc (13)

FIGURE 6. Disco participation matrix.

TABLE 2. Assessment of PI values.

where r1, r2, r3, . . . rNimp are numbers generated randomly
between 0 and 1. The D vector is determined in (14) as
follows,

D = PS − R = b ps1 − r1, ps2 − r2, . . . psNimp − rNimpc

(14)

All the colonies of the empire will be shifted to the empires
with a high value in the D vector.

F. POWERLESS EMPIRES AND THEIR ELIMINATION
The empires which have the least power collapsed in the
imperialistic competition. Typically, the empire is declared
collapsed if all colonies are lost.
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FIGURE 7. a. Deviations of area frequency in area 1 during normal
condition. b. Deviations of area frequency in area 2 during normal
condition. c. Tie line power error during normal condition.

G. CONVERGENCE
Finally, the most powerful empire is declared based on the
maximum number of colonies under it. Further, there was no
change in the colonies and empire after the declaration of the
winner.

VII. RESULTS AND DISCUSSIONS
In this work, CES and Static Synchronous Series Compen-
sator with the multi-area hydrothermal system are consid-
ered under deregulation. The participation of each and every

FIGURE 8. a. Generation of GenCo 1 in thermal area during normal
condition. b. Generation of GenCo 2 in thermal area during normal
condition. c. Generation of GenCo 3 in thermal area
during normal condition.

GenCos in the system ofAutomatic Generation Control as per
the mentioned participation factors: apf1 = apf4 = 0.5, apf2
= apf3 =, apf5 = apf6 = 0.25. A 0.4% step load disturbance
is considered in each area. The DPM is considered in this
work is given in Fig. 6.

The value of 0.5 is the nominal value of the gain setting
considered for the conventional dual-mode controller in each
area. So the optimized gain of the integral controllers for
the Particle Swarm Optimization technique [10] is 0.3578,
and 0.9335 has been attained for areas 1 and 2. The gain
settings of 0.8454 and 0.91 have been attained through the
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FIGURE 9. a. Generation of GenCo 4 in hydro area during normal
condition. b. Generation of GenCo 5 in hydro area during
normal condition. c. Generation of GenCo 6 in hydro area during normal
condition.

Imperialistic Competition Algorithm [12] corresponding to
areas 1 and 2. The optimal values of the proportional con-
troller and integral controller gain setting of Dual Mode
Controller in both the areas areKi1 = Ki2 = 0.987 andKp1 =
kp2= 0.95 are found by the Imperialistic Competition Algo-
rithm. The value of the proportional gain Kp determines how
fast the system responds, whereas the value of the integral
gain Ki determines how fast the steady-state error is elimi-
nated. When the value of these gains are more considerable
for better control performance. The specified limit of the error
signal of ε1 = ε2 = 0.02 has been deliberated to design
this work’s Dual Mode Controller (DMC). It is also to be

FIGURE 10. Comparison of PI values during normal condition.

considered that the values of ε1 and ε2 might look arbitrary.
Still, the values have been selected after carefully studying
the system performance under various conditions. The com-
parison of system performance shown in Table-1 with the
conventional dual-mode controller, imperialistic competition
algorithm-based integral controller, and imperialistic com-
petition algorithm-based dual-mode controller by frequency
deviations in both areas are taken as reference. The overshoot
of the system in the thermal area is 0.00287201 Hz, and the
hydro area is 0.00591586Hz for the imperialistic competition
algorithm-based dual-mode controller. The settling time of
the thermal area is 4.005 sec, and the hydro area is 2.585 sec
is less compared with all other methods. The proposed con-
troller gives a lower ripple in the output voltage, reduces
the settling time, and keeps the output stable in case of step
input. The overshoot of the output voltage during transient
time is minimized using the pole-zero cancellation technique.
For the system to be stable, the rise time must be less so
that the speed of response is increased, and the maximum
peak overshoot should also be less. The enhancement of
overall system performance with imperialistic competition
algorithm-based dual-mode controller can be perceived from
Table-1; the dynamic system performance of both areas is
improved.

The proposed system Performance Index (PI) value is
shown in Table 2 with conventional Dual Mode Con-
troller, Imperialistic Competition Algorithm based Integral
Controller (IC), and Imperialistic Competition Algorithm
based Dual Mode Controller. It is observed from Table 2
that the performance index of the Imperialistic Competi-
tion Algorithm-based Dual Mode Controller for the stan-
dard case is 1.08 × 10−5, and the contract violation case is
3.358 × 10−5. So the Imperialistic Competition Algorithm-
based Dual Mode Controller has a lesser performance index
value than all other techniques, which designates that the
Imperialistic Competition Algorithm-based Dual Mode Con-
troller has more improved control performance than all other
techniques.

The frequency deviation of both the areas under the usual
case is depicted in Fig. 7a and 7b. The error deviations in
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FIGURE 11. a. Deviations in area Frequency in area 1 during contract
violation condition. b. Deviations in area Frequency in area 2 during
contract violation condition. c. Tie line power error during contract
violation condition.

the tie-line power in the standard case are shown in Fig. 7c.
It can be perceived that the lessening of frequency devia-
tion of the system and error of oscillations in the tie-line
power is achieved due to the existence of the Imperial-
istic Competition Algorithm-based Dual Mode Controller.
The power generations of GenCo 1, Genco 2, and Genco
3 in the thermal area under the standard case are depicted
in Fig. 8a, 8b, and 8c. The power generations of GenCo 4,
Genco 5, and Genco 6 in the hydro area under the usual
case are depicted in Fig. 9a, 9b, and 9c. The settling time of a

FIGURE 12. a. Generation of GenCo 1 in Thermal area during Contract
violation condition. b. Generation of GenCo 2 in Thermal area during
Contract violation condition. c. Generation of GenCo 3 in Thermal area
during Contract violation condition.

dynamical system is the time elapsed from applying an ideal
step input to the time the dynamic system output entered
and remained with a steady-state value of the system. It is
realized that the oscillations of power are restricted due to the
existence of the Imperialistic Competition Algorithm-based
Dual Mode Controller. Fig. 10 indicates the assessment of
the PI value of the hydrothermal system during normal con-
ditions. The lesser value of PI indicates that the system
acquires improved performance due to the existence of the
Imperialistic CompetitionAlgorithm based on theDualMode
Controller.
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FIGURE 13. a. Generation of GenCo 4 in Hydro area during Contract
violation condition. b. Generation of GenCo 5 in Hydro area during
Contract violation condition. c. Generation of GenCo 6 in Hydro area
during Contract violation condition.

A. CONTRACT VIOLATION
The step load increase in power demand in an LFC is sup-
plied either from the kinetic energy of the rotating machine
or increased generation. Further, following a step change
in load demand in the interconnected system, the primary
ALFC (Automatic Load Frequency Control) loop responds
first within seconds. In contrast, the secondary ALFC loop
responds rather slowly (within minutes) to compensate for
the static frequency drop. During this period, undesirable
perturbation oscillation may occur in the dynamic response.
Incorporating SSSC and CES in the ALFC makes zero in
the open loop transfer function, as the results two poles are
situated at the left half of the s plane with absolute values

FIGURE 14. Comparison of PI values under contract violation.

improve the response. Hence, dissimilarity is occurred in the
response between without and with SSSC and CES during the
initial response (within 10 sec) and the response at contract
violation (35 sec and 70 sec).

It possibly will arise that the DisCos are demanding more
than indicated in the contract, and it may break up a contract.
In this case, 0.3% of the additional step load demanded by
DisCo1 after 35 sec and DisCo4 after 70 sec are considered
in both areas. The add-on load is engaged by all the GenCos,
which is in the same area in which defilement of agreement
has arisen. The frequency deviation of both the areas under
the contract violation case is depicted in Fig. 11a and 11b.
The error deviations in the tie-line power in the course of
contract violation are shown in Fig. 11c. It depicts that the
reduction in deviation of frequency and oscillations of error in
tie-line power is achieved due to the imperialistic competition
algorithm-based dual-mode control.

The power generations of GenCo 1, Genco 2, and Genco 3
in the thermal area under contract violation are depicted in
Fig. 12a, 12b, and 12c. The power generations of GenCo 4,
Genco 5, and Genco 6 in the hydro area under contract
violation are depicted in Fig. 13a, 13b, and 13c. It can
be observed from the Figures the power oscillations are
restricted due to the existence of the Imperialistic Competi-
tion Algorithm-based Dual Mode Controller.

The assessment of the PI values of both the systems in
the course of the contract violation situation is shown in
Fig. 14. It is realized that the PI value of the system acquires
additionally abridged due to the existence of the Imperial-
istic Competition Algorithm-based Dual Mode Controller.
The Performance Index value of the ICA-based integral con-
troller and ICA-based dual-mode control under the contract
violation cases are 3.557 × 10−5 and 3.358 × 10−5. The
result indicates that the Performance Index of the systemwith
a dual-mode control-based imperialistic competition algo-
rithm has superiority compared to all other methods.

VIII. CONCLUSION
The Imperialistic Competition Algorithm has been efficiently
implemented to adjust the gain settings of the Dual Mode
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Controller. A multi-area-based hydrothermal system in the
competitive market environment of Capacitive Energy Stor-
age and Static Synchronous Series Compensator has been
employed to validate the system performance. The Integral
Square of Error (ISE) technique has been used to evalu-
ate the performance index for the different techniques. The
system’s performance was analyzed for conventional Dual-
Mode Controller, Imperialistic Competition Algorithm-based
integral controller, and Imperialistic Competition Algorithm
based Dual Mode Controller in a two-area hydrothermal with
Capacitive Energy Storage and Static Synchronous Series
Compensator based system in open market scenario has been
investigated. The settling time of thermal and hydro areas
for conventional Dual Mode Controller is 7.541 sec and
4.241 sec; Particle Swarm Optimization technique is 4.12 sec
and 2.7 sec, Imperialistic Competition Algorithm based Inte-
gral Controller is 4.106 sec and 2.655 sec. But the Imperi-
alistic Competition Algorithm-based Dual Mode Controller
is 4.005 sec and 2.585 sec. The Performance Index value
for standard and Contract violation case is 1.808 × 10−5

and 3.358 × 10−5. The simulation result indicates that the
suggested Imperialistic Competition Algorithm-based Dual
Mode Controller technique successfully diminishes the oscil-
lations of frequency and tie-line power of the system. It can
be understood that the Performance Index of the system
with Dual Mode Controller based Imperialistic Competition
Algorithm has superiority as compared to other methods.

APPENDIX
A. HYDROTHERMAL SYSTEM DATA

Pr1,Pr2 = 1200Mw; Kp1,Kp2 = 120Hz/p.u.

Mw; Tp1,Tp2 = 20s and Tg = 0.08s; Tt = 0.3s;

Tw = 1s; Tr = 5s, T1 = 41.6s and

T2 = 0.513s; B1,B2 = 0.4249p.u

Mw/Hz; R1,R2 = 2.4Hz/p.u. Mw; T12 = 0.0866s;

B. CES DATA

KCES = 0.3; TCES = 0.0352s; T1 = 0.279s;

T2 = 0.026s; T3 = 0.411s and T4 = 0.1s;

C. SSSC DATA

KSSSC = 0.292; TSSSC = 0.03s; T1 = 0.188s;

T2 = 0.039s; T3 = 0.542s and T4 = 0.14s;

D. PARAMETERS OF ICA

Nimp = 20; Ncol = 100; ξ = 0.2; β = 1.75
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In this article, a novel investigation is performed to showcase the best suitable structure of
the generation rate constraint (GRC) for the three-area reheat thermal power system
(RTPS) to obtain load frequency control (LFC) optimally. For investigation purposes, two
GRC models which are widely implemented in the literature without providing any
discussion of their selection and suitability are confiscated in this article. The two GRC
structures deliberated in the present article are termed as open-loop and closed-loop
models. The performance of the three-area reheat thermal unit is examined with these two
GRC structures for a perturbation of 10% step load (10% SLP) on area-1. An investigation
is performed under the governance of a three-degree-of-freedom PID (3DOFPID)
controller, fine-tuned using a water cycle algorithm (WCA) subjected to index integral
square error (ISE) minimization. However, the efficacy of the proposed WCA-tuned
3DOFPID controller is revealed with other control approaches available in the literature
upon implementation of a widely accepted model of a two-area hydrothermal system.
Finally, the simulation results and sensitivity analysis showed the suitable GRC structure for
a three-area reheat thermal unit to obtain LFC optimally with high performance.

Keywords: generation rate constraint, load frequency control, 3DOFPID controller, water cycle algorithm, ISE index

INTRODUCTION

In modern power systems, LFC is an indispensable peculiar function when it comes to the regulation
of the parameter frequency. However, to get the exact, precise divination of the issue LFC, it is
necessary to consider the inherent requirements and main practical constraints like GRC with the
power generation utilities. The physical constraint GRC compels the rate of change of opening the
steam valve, which significantly influences the dynamical behavior of the power system. Thus, the
GRC nonlinearity property affects the power system performance practically. In realistic nature, the
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rate at which the deviation in real power generated by the units in
the thermal plant is cramped by the GRC maximum limits. Thus,
LFC design for thermal units without considering the physical
constraints like GRC may not be realistic (Kalyan and Rao,
2020a). The intention of considering thermal units with GRC
is that the rapid rise in load demand brings out an excessive steam
from the boiler and causes condensation because of adiabatic
expansion. In general expectation, the steam condensation in
thermal units is not more than 20% of the required temperature
and pressure. Thus, it is only facilitated to alter power generation
of about 1.2Pu of nominal power generation throughout the first
few 10 s (Morsali et al., 2014). Once the generation unit reaches its
maximum capacity, then the GRC restricts incremental variation
in turbine power. Because of the significant impact of GRC on the
performance of LFC, proper encompassment of realistic GRC
constraints within the system will enhance the control
mechanism. Otherwise, the power system will suffer from
momentarily significant disturbances in a controller design.

The demand on the power system will never be constant and
will fluctuate continuously. With these, the control signals will
also deviate. The frequency deviations will be compensated by
altering the actual power generation provided through ramping
limits in GRC. Moreover, the effect of GRC under significant
disturbances is even more noticeable, and the system tries to raise
the generation to sustain the stability in a faster time horizon.
However, the negative impact of GRC on the thermal units maybe
even worse with the consideration of another nonlinearity such as
the governor dead band (GDB). The plant may not attain a stable
condition and falls into an unstable state, and then, the protective
relay will operate to isolate the generation utilities. The literature

survey presents that with the consideration of both GDB and
GRC, the system responses will face more significant deviations in
peak overshoots/undershoots and more considerable settling
time for the situation of not conceiving GDB and GRC
(Kalyan and Rao, 2021). Hence, the aforementioned
limitations need to be considered to avoid the instability of an
interconnected system.With the incorporation of GDB and GRC,
the system becomes highly nonlinear, which degrades the
secondary controller performance. Thus, intense care must be
taken while designing regulators, especially for the thermal units
with GDB and GRC.

Over the past few years, researchers have considered mainly
two structures of GRC for the frequency analysis, termed as
openvloop and closed loop. In Lal et al. (2016), a dual area
hydrothermal (DAHT) system is considered with an open-loop
GRC structure, but the effect of GDB is not incorporated. Nanda
et al. (2015) regarded a dual area thermal-hydro-gas (THG)
system for the investigation and employed the open-loop GRC
for the thermal unit, but the ramp rate limits are not considered.
Researchers in Rahman et al. (2017) evaluated GDB and GRC of
open-loop for the two-area thermal system. Later, renewable
sources like solar thermal and wind turbines are taken in both
areas. Raju et al. (2016) and Çelik (2020) considered a three-area
reheat thermal system with the GRC structure of an open loop,
but the impact of GDB on the system performance is not taken
into account. The impact of GDB and GRC in a three-area
thermal system is investigated by the researchers in Padhy and
Panda (2017), but the analysis is restricted to the deployment of
an open-loop GRC structure without briefing its selection.
Furthermore, the LFC of the reheat thermal system is

FIGURE 1 | Model of the DAHT power system (Goud et al., 2021).
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extended to five areas by the researchers in Shiva and Mukherjee
(2016) by considering the open-loop structure of GRC and not
considering the effect of GDB. In Rajesh et al. (2019), the five-area
THG system is investigated by considering a thermal unit with an
open-loop GRC.

Pan and Das (2015) investigated the dual area thermal system
with a closed-loop GRCmodel, and the effect of GDB is also taken
into analysis. Morsali et al. (2017) and Ahmed et al. (2022)
performed the LFC of the dual area THG system and
employed the closed-loop GRC for the thermal units in both
the areas and considered the GDB effect on system performance.
After that, the authors in Sahu et al. (2016a) considered a closed-
loop GRC structure for the three areas of RTPS, and the
coordination of GDB with GRC was not analyzed. Kalyan and
Suresh (2021a) considered GDB and GRC of a closed-loop for the

LFC analysis of the DAHT system and, the coordination of GDB
and GRC impact on the performance of the system is not
demonstrated.

After a careful literature survey, it is concluded that the
researchers had widely utilized the GRC open loop and closed
loop with and without considering the effect of GDB on the
multi-area thermal units. But the proper reason for selecting the
GRC structure for thermal units has not been demonstrated so far
to the best. This motivates the authors in this work to analyze the
performances of these two GRC structures in the LFC of the
multi-area thermal units by considering the coordination of GRC
and GDB. A similar kind of investigation is performed in Morsali
et al. (2014), but the analysis is strictly restricted to the dual-area
systems and that too under the governing of particle swarm
optimization (PSO)-based traditional PID controller.

Furthermore, the literature survey discloses the wide
implementation of traditional PI/PID and fractional order
(FO) controllers for LFC study with different soft computing
algorithms such as the seagull optimization algorithm (SOA)
(Harideep et al., 2021), artificial field algorithm (AEFA) (Kalyan
and Rao, 2020b), flower pollination algorithm (FPA) (Madasu
et al., 2018), moth flame algorithm (MFA) (Lal and Barisal, 2019),
ant–lion optimizer (ALO) (Pradhan et al., 2020), differential
evolution (DE) (Kalyan and Suresh, 2021b), chemical reaction
optimizer (CRO), mine blast optimizer (MBO), gravitational
search algorithm (GSA) (Sahu et al., 2015), Harris Hawks
optimizer (HHO) (Yousri et al., 2020), grasshopper optimizer
(GHO) (Nosratabadi et al., 2019), volley ball algorithm (VBA)

FIGURE 2 | Model of the three-area RTPS system (Morsali et al., 2014).

FIGURE 3 | GRC structure. (A) Open-loop and (B) closed-loop.
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(Prakash et al., 2019), sine-cosine algorithm (SCA) (Tasnin and
Saikia, 2018), water cycle algorithm (WCA) (Goud et al., 2021),
teaching–learning-based (TLBO) optimizer (Sahu et al., 2016b),
multi-verse optimizer (MVO) (Kumar and Hote, 2018),
symbiotic asymptotic search (SAS) (Nayak et al., 2018)
algorithm, slap swarm optimizer (SSO) (Sariki and Shankar,
2021), gray wolf optimizer (GWO) (Kalyan, 2021a), and
hybrid (H) algorithms like DE-AEFA (Kalyan and Rao,
2020c), HAEFA (Sai Kalyan et al., 2020), whale optimization
(WOA) algorithm (Elsisi, 2020), lightening search algorithm
(LSA) (Elsisi and Abdelfattah, 2020), and arithmetic
optimization algorithm (AOA) (Elsisi et al., 2021). are
extensively reported. Furthermore, the aforementioned soft
computing-based regulators are not only applied to thermal-
based energy systems but also extended to the energy systems
with renewable generation sources the researchers.

However, the FO and conventional controllers are not robust
enough for the power system models perceived with practical
constraints of GRC and GDB. In contrast to the abovementioned
intelligent fuzzy systems, the controllers are widely applied to the
LFC of power systems with GRC and GDB. However,
membership function selections and framing of the rule-based
system involve more approximations which may degrade the
power system performance. Thus, researchers are more likely to
tend toward higher-order DOF controllers in the LFC studies
with the benefit of individual control loops. But the

implementation of 3DOFPID for the LFC study is not seen
much, and WCA tuned 3DOFPID is a maiden attempt.

Considering the limitations in the aforementioned literature,
the contributions in this work are as follows:

(a) The three-area reheat thermal system is designed and
developed in the MATLAB/SIMULINK (R2016a) platform.

(b) LFC analysis is performed by injecting 10% SLP disturbance
in area-1.

(c) The performances of GRC open-loop and closed-loop
models in LFC are investigated and demonstrated.

(d) The WCA-based 3DOFPID controller is implemented as a
regulator in all the three areas.

(e) Efficacy of 3DOFPID tuned with WCA is showcased with
other recently presented regulators such as HAEFA/TLBO-
tuned PID and WCA tuned 2DOFPID by implementing on
the DAHT system.

(f) Sensitivity analysis is conducted to showcase the robustness
of the presented control scheme.

POWER SYSTEM MODELING

The power systemmodel that has been initially deliberated in this
work is the DAHT system with the unique generation capacities.
DAHT depicted in Figure 1 has been widely implemented by the
researchers in recent years to analyze the behavior of the system
with the proposed control schemes. The necessary data to design
the DAHT system in MATLAB/SIMULINK are perceived from
Goud et al. (2021). On the other side, the second power system
model is a three-area RTPS having generation capacities in the
ratio of 1:2:4 for area-1: area-2: area-3, respectively, conceived for
investigation purposes. The model of the three-area system is
displayed in Figure 2, the conceived GRC structures are depicted
in Figure 3 (Morsali et al., 2014), and the various subsystems in
the reheat thermal unit are modeled as follows:

The governor dead band is expressed as follows:

N1 +N2S
1 + STsg

. (1)

The reheat turbine can be expressed as follows:

KrTrS + 1
1 + STr

. (2)
The power plant can be expressed as follows:

Kps

TpsS + 1
. (3)

The GRC value for both the closed- and open-loop structures is
considered as 10%/min and is modeled as

|ΔPT| � 0.1(pu/min) � 0.0017(pu/sec). (4)
Thus, for the thermal units, the value of GRC for the closed-

loop and open-loop structures can be taken into account by
limiters as ±0.0017 in the reheat turbine. In general, the definition
of GDB is related to a change in the speed magnitude within
which there may not be any alteration in the turbine valve

FIGURE 4 | 3DOF-PID controller closed loop expression (Elsisi, 2020).

FIGURE 5 | Structure of the 3DOF-PID controller (Elsisi, 2020).
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position. After reviewing the literature, in this article, Fourier
coefficients of N1 and N2 are modeled in GDB.

The incremental change in power flow between the ith and jth
areas is modeled as

ΔPij(s) � 2π Tij

s
(Δ f i(s) − Δf j(s)). (5)

During the operation of the thermal plant with incremental
change in the load demand, deviation in the ith area
frequency is modeled as

Δf i(s) � Kps

1 + sTps
[ΔPT(s) − ΔPd(s) − ΔPij(s)]. (6)

These deviations in area frequency will be fully damped out using
a secondary regulator by changing the alternator set point valve
operation by taking the area control error (ACE) as the input. The
ACE signal to the regulator in the ith area will be modeled as

ACEi � Bi Δf i + ΔPij. (7)

3DOF-PID CONTROLLER

DOF controllers are technically elucidated as the number of
closed loops that can be independently adjusted. Thus, the
3DOF-PID controller consists of three closed-loop
independent transfer functions that are responsible for closed-
loop stability, closed-loop response shaping, and rejection of
disturbance. The three inputs to the individual control loops
are R(s), which indicates the reference input signal, Y(s), which
indicates the feedback taken from the output of the test system,
and D(s), which represents a disturbance in the load. For the
3DOF-PID controller, the closed-loop expression is indicated in
Eq. 8 and is shown in Figure 4 (Rahman et al., 2016).

Y(s) � [ C(s)P(s)
1 + C(s)P(s)Rc(s)]R(s)

+[P(s) − C(s)P(s)FFc(s)
1 + C(s)P(s) ]D(s). (8)

The structure of 3DOF-PID employed as the frequency
regulator in this work is depicted in Figure 5 (Rahman et al.,
2016). Out of this, the closed-loop stability is attained with
component C(s), and the quality of the output response in
both the static and dynamic nature is maintained by the

components C(s) and RC(s). The disturbance D(s) in the
interconnected system is eliminated by the component feed-
forward controller FFC(s) if Eq. 9 is satisfied.

P(s) − C(s) P(s) FFC(s) � 0. (9)
The proportional-integral-derivative parameter is indicated

with KP, KI, and KD, and N represents the filter coefficient. K1 and

TABLE 1 | WCA parameters.

Parameter Value

NVar 21
NPOP 100
Maximum iteration 50
dmax 0.001
U 0.04
C 2

FIGURE 6 | WCA flowchart.
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K2 are the proportional and derivative weight signals for the
component RC(s).

However, the gains of 3DOF-PID are to be rendered optimally
with a heuristic optimization algorithm subjected to the
minimization of the time-domain index. Owing to the benefits
of maintaining the equilibrium between dampening the peak
undershoot/overshoot deviations and bringing the responses to
stable conditions in quick time, the ISE objective function (Naga
Sai Kalyan and Sambasiva Rao, 2020) is employed in this article,
as mentioned in Eq. 10.

JISE � ∫
Tsim

0

(Δ f 21 + Δf 22 + Δf 23 + ΔP2
tie12 + ΔP2

tie13 + ΔP2
tie23)dt. (10)

WCA ALGORITHM

In the LFC study, the selection of an optimization search algorithm
is equally important to the design of a secondary controller. In this
work, 3DOF-PID is taken as a secondary controller in every area.
However, the optimal operation of the controller strongly depends
on the optimization algorithm that has been considered. For this, a
new and efficient searching methodology was proposed by
Eskandar et al. (2012), named as the water cycle algorithm
(WCA), which mimics the continuous water movement. Until
now, the WCA mechanism is chosen by researchers all over the
world as a solution to complex nonconstrained and constrained
optimization problems. But implementation of theWCA approach
for the optimization of modern interconnected power systems is
not seen much. This motivates the authors to adopt the WCA
algorithm in this article.

Moreover, WCA can locate an optimal solution for both
maximization and minimization of an objective function with
a high convergence rate and accuracy. In this article, WCA is
utilized to optimize 3DOF-PID controller gains subjected to ISE
minimization provided in Eq. 10 so that the oscillations in system

responses will be damped out completely in a short time. The
strategy of WCA starts with a minute particle in the water cycle
which is a raindrop or snowdrop. The raindrops or snow droplets
on the mountains flow down to form streams or rivers. The rivers

FIGURE 7 | Convergence of different optimizations tested on Booth
function.

FIGURE 8 | Case 1 responses. (A) Δf1, (B) ΔPtie12, and (C) Δf2.

TABLE 2 | Response settling time (in s) with various controllers for the DAHT
system.

Settling time Δf1 Δf2 ΔPtie12

PID: HAEFA 18.93 20.66 20.95
PID: TLBO 14.26 14.95 14.89
2DOF-PID: WCA 10.41 11.96 11.09
3DOF-PID: WCA 5.19 5.12 5.17
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or streams continue their flow until they adjoin the sea at last. In
search space, initially, the populations are the raindrops created
randomly to solve the problem, and the sea is selected as the best,
which is treated as the global best solution.

Evaporation and raining loop are added to impart the
equilibrium of exploration and exploitation phenomena to the
WCA mechanism. During evaporation, water evaporates and
accumulates at the top of the atmosphere and forms a cloud,
when it condenses and again returns to earth in the form of rain
(Kalyan, 2021b; Kalyan, 2021c).

Initialization
The raindrops (RD) initialized for Nvar variables in this work are
as follows:

RDi � Yi � [y1, y2.........yNvar], (11)

RD Population �
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

RD1− − −
RDi

− − −
RDNPOP

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (12)

The matrix “RD Population” indicates a randomly generated
population, and NPOP represents the number of populations.
Thereafter, the cost of every raindrop will be evaluated using
Eq. 10.

Stream Flows Into the River (or) River Flow
Into the Sea
Initially, the positions of rivers and streams are initialized
subjected to the assumption that these will flow into the sea
finally.

Pnew
stream � Pstream + rand() p C p (Priver − Pstream), (13)
Pnew
river � Priver + rand() p C p (Psea − Priver), (14)

where “C” is a constant taken from Morsali et al., (2014) and
Kalyan and Rao, (2020a) and rand () generated between [0–1].
Suppose, if the stream generates a solution much more
compromising than its connecting river, then in this situation,

the locations of the river and stream get interchanged. The
aforementioned methodology will be implemented in the
rivers and seas.

Evaporation and Raining
To overcome the solution getting into the trap of local minima
and to impart the nature of exploration and exploitation into the
searching strategy, the evaporation and raining loop was
incorporated.

The process of evaporation terminates if it satisfies the
following condition.

|Psea − Priver|< dmax. (15)
The dmax value will be decreased automatically using Eq. 16, and
usually, it is nearer to zero.

dnewmax � dmax − (dmax//max.iteration). (16)
The raining process will begin immediately at the end of
evaporation. During rain, the new raindrops will create
different new streams, which will be located as

Pnew
stream � Psea +

��
U

√
X rand(1, Nvar). (17)

The parameter ‘U’ indicates the rate of exploration nearer to
the sea. The WCA exhibits the global solution right after the
completion of the maximum iteration or reaching the stopping
criteria. The parameters utilized in algorithmWCA are displayed
in Table 1, and the flowchart is depicted in Figure 6 (Goud et al.,
2021). Moreover, theWCA is applied to the Booth function given
in Eq. 18 before being discharged to the study of LFC. Along with
the WCA approach, different optimizations like PSO/GWO/
ALO/GSA are also implemented to optimize the Booth
function one at a time for a maximum of 100 iterations with
50 populations. The characteristics of various algorithms in the
criteria of convergence in an appliance to Booth function are
compared in Figure 7. It is noticed from Figure 7 that compared
to other optimizations, the WCA converges quickly in less
iteration. Furthermore, the functional value with the
mechanism WCA initializes with a very low value compared
to the other soft computing approaches of ALO/GWO/PSO. This

TABLE 3 | Controller optimal gains employed for the DAHT system.

Parameter PID: HAEFA PID: TLBO 2DOF-PID: WCA 3DOF-PID: WCA

Area 1 Kff = 0.1183
K1 = 0.7956 K1 = 0.2293

KP = 0.1862 KP = 0.2040 K2 = 0.5337 K2 = 0.3452
N = 139.365 N = 144.870

KI = 0.0364 KI = 0.1265 KP = 0.6166 KP = 0.7203
KI = 0.3006 KI = 0.2027

KD = 0.1238 KD = 0.2734 KD = 0.5578 KD = 0.7509

Area 2 Kff = 0.1781
K1 = 0.7287 K1 = 0.1754

KP = 0.1477 KP = 0.3126 K2 = 0.5673 K2 = 0.1238
N = 140.096 N = 143.786

KI = 0.0723 KI = 0.3056 KP = 0.6716 KP = 0.5485
KI = 0.5428 KI = 0.3578

KD = 0.2130 KD = 0.2614 KD = 0.4822 KD = 0.6045
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shows the inherent feature of WCA in balancing the phases of
exploration and exploitation. Moreover, the benefit of the
optimization process that the algorithm initiates with a low
function value is that there will be less chance to get the
solution diversified. Hence, considering all the aspects of the
WCA mechanism urges to accomplish in the study of LFC.

f(x, y) � (x + 2y − 7)2 + (2x + y − 5)2. (18)

RESULTS AND DISCUSSION

Case-1: Analysis of the DAHT System With
Different Control Strategies
The operational efficacy of the 3DOF-PID fine-tuned WCA
approach is visualized upon implementing this regulator on an
extensively utilized test system DAHT model with 10% SLP on
area 1. Different control mechanisms like PID tuned with

FIGURE 9 | Case 2 responses. (A) Δf1, (B) Δf2, (C) Δf3, (D) ΔPtie12, (E) ΔPtie13, and (F) ΔPtie23.
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HAEFA (Sai Kalyan et al., 2020), TLBO (Sahu et al., 2016b),
2DOF-PID fine-tuned withWCA (Goud et al., 2021), and 3DOF-
PID tuned withWCA are chosen as regulators in every area of the
DAHT system one by one. The system responses with different
soft computing-based secondary regulators under the same load
disturbances are compared in Figure 8, to reveal the best one.
Dynamic behaviors of DAHT are transliterated in settling time
and noted in Table 2, and the respective optimum gains are
provided in Table 3. From Figure 8 and Table 2, it is concluded
that the presented 3DOF-PID tuned with the WCA algorithm
outperforms the recently proposed control strategies of HAEFA
and TLBO-based PID andWCA-tuned 2DOF-PID. Compared to
other control approaches, the proposed regulator is effective in
dampening the oscillations by altering the generator’s set-point
valve according to the load fluctuations and is more sovereign in
bringing the deviations to a steady position in a short time.

Case-2: Analysis of Three-Area RTPS With
Open- and Closed-Loop GRC Structures
In this subsection, the considered three-area RTPS model of the
test system is analyzed in a time-domain simulation platform
upon laying a disturbance of 10% SLP on area-1. The test system
model is investigated with the open- and closed-loop structures of
GRC individually, under the governance of the 3DOFPID
regulator, which is rendered optimally with the WCA
mechanism. Dynamical responses of three-area RTPS with
GRC structures of the open- and closed-loop are compared in
Figure 9, to reveal the best. System responses that are retrieved
under perturbed conditions are area frequency and power
deviations in the transmission line. Numerically, these
responses are analyzed in settling time and provided in
Table 4. The gains of the 3DOF-PID regulator that are
founded optimally using the WCA approach employed with
the system having different GRC structures are placed in
Table 5. Noticing the responses compared in Figure 9, we
came to infer that the system responses are greatly diversified
with the employing of the open-loop GRC model and hardly
reaches stable condition. On the other hand, responses of the
thermal systems with a closed-loop GRC model are less deviated
in connection with peak undershoot/overshoot, and also, within
less time, the responses attained a steady-state position.
Moreover, the ISE index value is also improvised with a
closed-loop GRC structure by 53.28% with an open-loop GRC
structure. Furthermore, the time taken to find the optimal

parameters of the 3DOFPID regulator using the WCA
approach is more with an open loop compared to that of
employing a closed loop. Thus, it is concluded that for the
LFC studies the thermal units with the open-loop GRC
structure are struggling a lot to regain stability during load
disturbances even under the regulation of secondary
controllers. Hence, this work strongly suggests employing the
GRC structure of closed loop, especially for the thermal
generating units in LFC studies.

Case-3: Sensitivity Test Against Wide Load
Variations and Uncertainties in System
Parameters
Closed-loop GRC structure performance efficacy for the thermal
units in fully dampening the oscillations to zero in a short time is
revealed in the aforementioned case. Therefore, a sensitivity analysis
is needed to be conducted to demonstrate the robustness of the
closed-loop GRC structure in coordination with the proposed
WCA-based 3DOF-PID regulator. The system loading has been
varied to the wide range of ±50% from nominal load, and the
parameters of the thermal system like the time constant of the steam
turbine (Tt) and tie-line are varied by ±50% from the normal
parameter. The sensitivity analysis subjected to wide variations of
loading is presented in Figure 10, and it has also numerically
analyzed about settling time provided in Table 4. Perceiving
from Figure 10, the responses are not disturbed much, even
though the system is targeted with a wide variation of load from
the nominal load. Moreover, almost all the responses attained stable
conditions at the same time, regardless of load variations. The
settling time of the system responses against uncertainty in
parameters is noted in Table 4. From the sensitivity analysis, it is
concluded that three-area RTPS possessing the closed-loop GRC
structure in coordination with the WCA-based 3DOFPID regulator
does not encounter any difficulty in regaining the steady-state
condition despite parametric uncertainties. Thus, the obtained
optimal parameters of the 3DOF-PID controller using WCA
optimization are robust and not necessary to alter the 3DOF-PID
parameters, even under situations of uncertainty.

TABLE 4 | Response settling time (in s) with the WCA-tuned 3DOF-PID controller
for the three-area RTPS model.

Parameter GRC open-loop structure GRC closed-loop structure

Δf1 41.61 25.74
Δf2 32.89 26.99
Δf3 29.45 22.74
ΔPtie12 42.16 27.42
ΔPtie13 47.39 26.89
ΔPtie23 44.08 23.63
ISE*10–3 136.72 63.87

TABLE 5 | Optimal gains of the 3DOF-PID controller found using the WCA
algorithm for the three-area thermal system.

Parameter Area 1 Area 2 Area 3

GRC open-loop K1 = 0.4161 K1 = 0.4057 K1 = 0.3104
K2 = 0.2862 K2 = 0.2767 K2 = 0.3132
Kff = 0.3267 Kff = 0.1937 Kff = 0.2014
N = 149.23 N = 146.17 N = 144.82
KP = 0.7813 KP = 0.8844 KP = 0.8952
KI = 0.1724 KI = 0.2225 KI = 0.1626
KD = 0.2887 KD = 0.2623 KD = 0.2872

GRC closed-loop K1 = 0.3634 K1 = 0.2927 K1 = 0.2617
K2 = 0.2523 K2 = 0.2767 K2 = 0.2841
Kff = 0.0981 Kff = 0.2131 Kff = 0.0836
N = 131.64 N = 136.71 N = 135.90
KP = 0.8927 KP = 0.8962 KP = 0.9164
KI = 0.1171 KI = 0.2659 KI = 0.0851
KD = 0.1698 KD = 0.3576 KD = 0.1748
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CONCLUSION

The performance of three-area RTPS considering the realistic
constraints of GDB and GRC is examined with the open-loop
GRC structure and the closed-loop GRC structure independently.
The analysis is performed under the governance of the WCA-
based 3DOFPID controller for a 10%SLP disturbance on area 1.

Moreover, the efficacy of the proposed regulatory mechanism is
deliberated with different soft computing-based control
structures that are available in the recently reported literature
on the widely utilized model of DAHT. Dynamical responses of
the three-area thermal system in the time-domain reveal the
efficacy of the GRC closed-loop structure in dampening the
frequency deviations and transmission line power flow.

FIGURE 10 | Case 3 responses. (A) Δf1, (B) Δf2, (C) Δf3, (D) ΔPtie12, (E) ΔPtie13, and (F) ΔPtie23.
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Furthermore, the investigation is stretched to the implementation
of a sensitivity test to examine the rigidness of the proposed
control scheme. The sensitivity test is administered for
considering system loading and parameters with uncertainties.
The simulation results reveal the efficacy and robustness of the
WCA-based 3DOFPID regulator in performing satisfactorily
even under the conditions of parametric and loading
uncertainties with a closed-loop GRC structure. Fabrication of
intelligent fuzzy aided regulator for the optimal LFC of the multi-
area RTPS may be undertaken in future. Moreover, a similar
study would be extended to the multi-area RTPS with the
integration of renewable energy sources. Thus, this article
recommended adopting the GRC structure of closed loop for
the RTPS models in LFC studies.
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NOMENCLATURE

f system frequency (60Hz)

Δf frequency deviation

i The subscript indicating the area number (i = 1, 2, 3)

ΔPd change in the load demand (10%SLP)

ΔPT change in thermal power generation

ΔPtie change in the tie-line power flow

RT speed regulation

B1,B2,B3 area bias parameter (0.4312Pu.MW/Hz)

Tij synchronizing coefficient of the tie-line between areas i and j (i ≠ j) (0.0433
pu.MW/rad)

Tsg steam time governor time constant (0.06s)

Tsim simulation time

Kr reheat steam turbine constant (0.3)

Kps1, Kps2, and Kps3 power plant model constant (80)

Tr reheat steam turbine time constant (10.2s)

Tps1,Tps2, and Tps3 power plant model time constant (12s)

Tt The time constant of the steam turbine (0.3s)

N1 and N2 GDB Fourier coefficients (0.8, -0.6366)

±δ GRC ramp rate limits (±0.0005)
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Abstract: The aging of PV cells reduces their electrical performance i.e., the parasitic parameters are
introduced in the solar panel. The shunt resistance (RSh), series resistance (RS), photo current (IPh),
diode current (Id), and diffusion constant (a1) are known as parasitic or extraction parameters. Cracks
and hotspots reduce the performance of PV cells and result in poor V–I characteristics. Certain tests
are carried out over a long period of time to determine the quality of solar cells; for example, 1000 h
of testing is comparable to 20 years of operation. The extraction of solar parameters is important for
PV modules. The Tabu Search Optimization (TSO) algorithm is a robust meta-heuristic algorithm that
was employed in this study for the extraction of parasitic parameters. Particle Swarm Optimization
(PSO) and a Genetic lgorithm (GA), as well as other well-known optimization methods, were used to
test the proposed method’s correctness. The other approaches included the lightning search algorithm
(LSA), gravitational search algorithm (GSA), and pattern search (PS). It can be concluded that the
TSO approach extracts all six parameters in a reasonably short period of time. The work presented in
this paper was developed and analyzed using a MATLAB-Simulink software environment.

Keywords: synthetic data (SD); pattern search (PS); absolute error; optimization technique; solar cell
(SC); tabu list (TL)

1. Introduction

Photovoltaic (PV) systems are ecologically benign, cost-effective, and simple to incor-
porate into traditional electricity grids [1]. To diminish power lopsidedness, sunlight-based
chargers are not straightforwardly connected to the load [2]. A panel-to-load power track-
ing strategy is recommended to avoid this problem [3]. Another major area of study is
the extraction of parasitic features from the solar cell [4]. In this article, the use of the TSO
approach to extract solar properties is reported.

PV systems with one diode were studied mathematically by Villalva et al. [5]. The
suggested modelling is easily accessible, quick, meticulous, and emulation-friendly. Series
and shunt protections, as well as how the continuous functional cluster thinks about as far
as most extreme power [6], are considered in the plan. Three aspects are focused to modify
the nonlinear condition contingent upon the I–V bend in an experimental manner [7].

On a solitary-diode model of a sunlight-based cell, X. Mama et al. [8] recommended
an information-driven I–V strategy that was surveyed on three boundaries (short circuit
current (ISC), RSh, and open-circuited voltage, VOC). For finding plan boundaries, such
as ideally consistent RS, RP, photon initiation current, and dull current, Saleem et al. [9]
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proposed a four-point extraction procedure [9]. Using GaAsP and SiGe tandem structures
with a three-terminal assessment [10], the authors were able to derive sub-cell features.
An analysis of the potential difference between the two reference cells was used to derive
individual voltages in the proposed method.

Predicting the losses of sub-passive cells also alters I–V curves. Consequently, different,
but similar, conditions at various input bands [11] govern the multi-performance junction’s
performance. Particle swarm optimization (PSO) was laid out by Wei et al. [12] to segregate
the exhibition attributes of natural sun-oriented cells, combined with three-diode lumped
boundaries. Muralidhar et al. [13] proposed a technique that assists with overcoming
the deficiency to avoid the drifting of local optimum issues. Diab et al. [14] researched
and proposed a quick and precise method for separating obscure sun-oriented properties
involving tree growth algorithm for assorted sun-powered PV modules. This strategy
guarantees that all recovered boundaries are processed under ideal circumstances, bringing
about optimal outcomes. In the future extension for this, PV systems will be able to make
use of this method in partially shaded conditions [15].

In Raba et al. [16], a definite Markov chain Monte Carlo approach was used to prove that
2-dimensional organic solar cells were devoid of uncontrolled events. Caracciolo et al. [17]
developed a single-variable optimization technique for constant environmental conditions.
It was found that the majority of the features, such as the RSh, IO, and panel range, were
resolved when tested under extreme environmental conditions. Therefore, the proposed
method is successful in all challenging circumstances.

Cervellini et al. [18] and Semero et al. [19] suggested a novel genetic algorithm (GA)
that can be applied to a wide range of kelvins and irradiation (G) zones [20]. The simple
and easy expression of the I–V curve and accompanying equations is achieved using the
recommended GA approach [20]. This simplifies the assessment process. For single-,
double-, and multi-diode plans, Liao et al. [21] developed difference vector in differential
evolution with adaptive mutation. DVADE’s goal is to quickly determine the extricated
limits of a broad range of PV models. Each individual vector is used and reused in the
mutation technique, which employs a differential evolution process and, therefore, may be
reused many times. Toledo et al. proposed the two-step linear-least-square technique [22].
There is a vital benefit to the recommended approach, which is that it can gather information
whether it is obtained from an I–V curve, i.e., it does not need any previous assessments and
does not request information on past examinations or data about the boundaries [23,24]. It
is feasible to eliminate the inherent potential (Vbi) from cells by utilizing a material-science-
based model and an observational method considering I–V attributes [25,26].

The following is a summary of the remaining portion of the paper. Following the
introduction, Section 2 presents a mathematical depiction of a solar panel. Section 3
illustrates the ageing effect of the solar panel. In Section 4, proposed methods are presented.
Section 5 provides a comparison of the suggested method’s findings and performance
with those of existing meta-heuristics. Conclusions and recommendations are provided in
Section 6.

2. Mathematical Modeling of PV Cell Based on Single Diode

The current produced by the sunlight is parallelized utilizing the current source from
a single-diode-modeled solar cell (SC), with the diode acting as a half-wave rectifier. The
model is easy to implement due to its simplest form. However, this model does not give
the required information regarding the solar cell’s parameters [27]. Figure 1 shows the
equivalent circuit of a single-diode-modeled SC.



Energies 2022, 15, 4515 3 of 12Energies 2022, 15, x FOR PEER REVIEW 3 of 13 
 

 

 
Figure 1. Circuit diagram of a single-diode-modeled solar cell. 

The PV current obtained from the sunlight-based charger was determined as follows: 

dPhPV III −=  (1) 

where IPV is the photovoltaic current, IPh is the photo current, and Id is the diode current. 
The Id was obtained based on Shockley equation, which is represented as: 












−







 +
= 1(exp

kb

SPVPV
Sd TK

RIVqII
η

 (2) 

The output current of the PV cell is represented as follows: 

−











−







 +
−= 1)(exp

kb

SPVPV
SPhPV TK

RIVqIII
η

 (3) 

The following implicit form simplifies the PV cell’s output characteristics: 

[ ] 11),,,( βα −−−= SPVPhKPVPV IIIGTVIF  (4) 










+
=

−






 +
=

P

SPVPV

kb

SPVPV

R
RIV
TK
RIVqwhere

1

1 1)(exp

β

η
α

 (5) 

3. Aging Effect of Solar Panels 
The aging of the PV module depends on the type of photovoltaic technology em-

ployed for the design of the solar cell and the environmental conditions in which it is 
installed. The PV panel performance is degraded due to the formation of cracks and bub-
bles on the panel surface. The performance of solar panels is reduced due to aging, which 
is mainly due to dust accumulation, humidity, UV radiation, wind speed, temperature, 
and certain other external factors, such as rain, snow, hail, and mechanical shocks. 

Impact of Aging on Solar Cell 
The aging of the PV cell reduces the electrical performance, i.e., the parasitic param-

eters are introduced in the solar panel. The shunt resistance (RSh), series resistance (RS), 
photo current (IPh), diode current (Id), and diffusion constant (a1) are known as parasitic or 

Figure 1. Circuit diagram of a single-diode-modeled solar cell.

The PV current obtained from the sunlight-based charger was determined as follows:

IPV = IPh − Id (1)

where IPV is the photovoltaic current, IPh is the photo current, and Id is the diode current.
The Id was obtained based on Shockley equation, which is represented as:

Id = IS

[
exp

(
q(VPV + IPV RS

ηKbTk

)
− 1
]

(2)

The output current of the PV cell is represented as follows:

IPV = IPh − IS

[
exp

(
q(VPV + IPV RS)

ηKbTk

)
− 1
]
− VPV + IPV RS

RP
(3)

The following implicit form simplifies the PV cell’s output characteristics:

F(IPV , VPV , TK, G) = IPh − IPV − IS[α1]− β1 (4)

where α1 = exp
(

q(VPV+IPV RS)
ηKbTk

)
− 1

β1 = VPV+IPV RS
RP

}
(5)

3. Aging Effect of Solar Panels

The aging of the PV module depends on the type of photovoltaic technology employed
for the design of the solar cell and the environmental conditions in which it is installed.
The PV panel performance is degraded due to the formation of cracks and bubbles on the
panel surface. The performance of solar panels is reduced due to aging, which is mainly
due to dust accumulation, humidity, UV radiation, wind speed, temperature, and certain
other external factors, such as rain, snow, hail, and mechanical shocks.

Impact of Aging on Solar Cell

The aging of the PV cell reduces the electrical performance, i.e., the parasitic param-
eters are introduced in the solar panel. The shunt resistance (RSh), series resistance (RS),
photo current (IPh), diode current (Id), and diffusion constant (a1) are known as parasitic
or extraction parameters. Cracks and hotspots reduce the performance of solar panel V–I
characteristics. Certain tests are carried out over a span of time to determine the quality of
solar cells; for example, 1000 h of testing is comparable to 20 years of operation [28].

The aging of the PV panel is described using aging laws, which are represented
as follows:

τ1(T) = τ0
(
−αopt·T + 100%

)
(6)



Energies 2022, 15, 4515 4 of 12

RS(T) = RS0 +(αRS·T + 100%) (7)

where αopt represents the degradation rates of the transmissivity (glass optical losses and
encapsulating losses) and the αRS of the series resistance (the deterioration of the electrical
parts) are defined with accelerated test results. The degradation laws, the reduction in the
transmissivity, and the augmentation of the series resistance according to time are given by
expressions (6) and (7). The obtained degradation coefficients are αopt = 0.6% per year and
αRS = 0.23% per year. τ is the transmissivity and T is the time in years.

4. Proposed Tabu Search Optimization (TSO) Algorithm

To address the state of the issue of numerous optimizations, the meta-heuristic method
is applied. During optimization, the lowest value is chosen initially, followed by a more
extensive search. The tabu list (TL) memory utilitarian strategy obtains the information
and stores the past arrangement while directing the following stage. For forestalling
nearby improvements, irrelevant information is limited, and ideal information is isolated
in aspiration criteria (AC). It is feasible to involve nearby heuristic examination tasks to
concentrate on the outcome space in front of the neighborhood ideal through the TSO
approach, which utilizes TL to help achieve developmental memory with appropriate
limitations and goal levels.

To solve finite-solution set optimization problems, dynamic properties research is
preferred because of the flexible memory consumption in tabu motions. Repeated solutions
are out of the question, since these are unrepeatable activities. There are three varieties
of TSO: the forbidding strategy, the freeing strategy system, and the short-term strategy
(STS). By performing approximated solutions, the STS maintains a link between the FS
and the FSS, while the FSS takes care of what remains after the optimization process, and
the FS controls which data reach the operational zone. Figure 2 portrays the forbidden
development, which depends on non-improved and nonlinear arrangements, as well as
memory and neighborhood arrangements.
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The TL should not contain any of these options. The tabu classification may be
discarded if new tabu motions are introduced.
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The new set of T(S) solutions is as follows:

SI ∈ N(S) = {N(S)− T(S)}+ A(S) (8)

TSO integrates goal programming and evaluates the solutions in more than one
dimension, i.e., comparing the most important value with the first, second, third, and so on.
The TSO framework is depicted in Figure 3.
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Basic TSO

The algorithm (Algorithm 1) for Basic Tabu Search Optimation is detailed step wise below.

Algorithm 1 Basic TSO

STEP 1 Select a primary result io in S. Set i0* = 0 and k = 0.

STEP 2 Fix k = k + 1 and produce a subset V* of outcomes in N (i0, k) in such a way that
either one of the tabu circumstances is infringed, or even one of the aspiration
conditions is clutched.

STEP 3 Select the best j in V* and put i0 = j.

STEP 4 If f (i0) < f (i0*) arrange i0* = i0.

STEP 5 Update tabu and aspirational conditions.

STEP 6 Stop if a stopping condition is reached. Otherwise, go to STEP 2.

STEP 7 The stopping criteria of TS are as follows:
N (i, k + 1) = 0. i.e., no possible resolution in the vicinity of result i0.
Here, k is largest than the highest numbers of rearrangements that are
accepted.
The number of repetitions since the last advancement of i0* is higher than the
corresponding number. There is confirmation that an optimal result has
been obtained.

The upper-band and lower-band areas are described by feasible and unfeasible pa-
rameters. The number of generations is determined by the feasibility, as indicated in
Figure 4a,b.
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5. Results and Analysis

The numerical re-enactments of the proposed strategy were simulated in MATLAB/
Simulink along with existing methods such as LSA and GSA. The obtained numerical
findings and synthetic data (SD) had a significant connection. A comparison of the proposed
TSO algorithm’s performance on two different solar-panel wattage ranges was drawn. On
Windows XP, with a 1.2 GHz Mobile Intel CPU, all of the algorithms ran on a single platform
with distinct basic data. The proficiency of the boundary extraction strategy was assessed
utilizing the assembly, I–V information bend, and calculation execution.

In this work, to extract the parameters, real measured V–I data of the solar cell and PV
module were used in the simulation. A commercial silicon solar cell 57 mm in diameter
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was taken as the prototype and V–I measurements were taken under one sun (100 W/m2)
at 33 ◦C. This prototype is the same as that used by AlRashidi et al. (2011) and AlHajri et al.
(2012). The adjustable parameters in this simulation, determined by trial, were given
by: population size (parallel number) N = 100, maximum iteration number kmax = 2500,
crossover operation rate Pc = 0:5, and merging operation rate Pm = 0:5.

The information examination of a 40-watt PV board is displayed in Table 1. The values
derived using the GA algorithm for the parameters IPh, I01, I02, RS, RP, and a1 were 2.69 A,
9.51 × 10−9 A, 32 × 10−7 A, 0.0794 Ω, 878.95 Ω, and 1.28. In addition, the suggested TSO
method extracted 1.94 A (IPh), 6.35 × 10−9 A (I01), 11.92 × 10−7 A (I02), 0.0782 Ω (RS),
762.68 Ω (RP), and 1.29 A (IPh) (a1). The analysis of the pre-existing synthetic data with the
numerical values gathered by the various instruments used in this study clearly yielded a
statistically significant difference. When compared to other current algorithms, the TSO
algorithm requires substantially less time to compute, taking just 112 s.

Table 1. Comparison of fata for a 40-watt PV panel using GA, LSA, GSA, PS, PSO, and proposed
TSO algorithms.

S.NO Parameter Synthetic Data GA LSA GSA PS PSO TSO

1 Iph 1.967 A 2.69 A 2.55 A 2.162 A 2.189 A 2.01 A 1.94 A
2 I01 6.23 × 10−9 A 9.51 × 10−9 A 8.2 × 10−9 A 8.6 × 10−9 A 7.65 × 10−9 A 5.65 × 10−9 A 6.35 × 10−9 A
3 I02 20.9 × 10−7 A 32.6 × 10−7 A 25.9 × 10−7 A 26.28 × 10−7 A 26.76 × 10−7 A 23.32 × 10−7 A 11.92 × 10−7 A
4 Rs 0.0775 Ω 0.0794 Ω 0.0975 Ω 0.097 Ω 0.0969 Ω 0.0954 Ω 0.0782 Ω
5 Rp 712.65 Ω 878.95 Ω 862.65 Ω 858.53 Ω 816.76 Ω 782.65 Ω 762.68 Ω
6 a1 1.45 1.28 1.19 1.32 1.47 1.38 1.29
7 Time (s) . . . 779 682 395 362 237 112

Table 2 shows that the suggested TSO method produced numerical results that were
similar to the synthetic data, namely 5.41 A (IPh), 8.7 × 10−9 A (I01), 9.29 × 10−5 A (I02),
0.942 Ω (RS), 1281.98 Ω (RP), and 1.01 A (IPh) (a1). When compared to current techniques,
the TSO algorithm takes less time to compute (228 s). Accordingly, the proposed TSO
calculation was demonstrated to be better than that of current metaheuristic calculations.
Figure 5a–d shows the I–V charts of the S75, S115, SM55, and SQ150PC modules utilizing
the TSO technique and test information, respectively.

Table 2. Comparison of data for a 200-watt PV panel using Ga, Lsa, Gsa, Ps, Pso, and proposed
TSO algorithms.

S.No. Parameter Synthetic Data GA LSA GSA PS PSO TSO

1 Iph 5.300 A 7.45 A 7.21 A 6.95 A 6.45 A 6.06 A 5.41 A
2 I01 8.97 × 10−9 A 9.48 × 10−9 A 9.27 × 10−9 A 9.27 × 10−9 A 9.027 × 10−9 A 9.17 × 10−9 A 8.7 × 10−9 A
3 I02 9.29 × 10−7 A 10.88 × 10−7 A 10.49 × 10−7 A 9.87 × 10−7 A 10.22 × 10−7 A 10.98 × 10−7 A 9.29 × 10−7 A
4 Rs 0.896 Ω 1.12 Ω 1.176 Ω 1.0968 Ω 1.796 Ω 1.016 Ω 0.942 Ω
5 Rp 1298.18 Ω 1498.58 Ω 1545.08 Ω 1434.78 Ω 1398.18 Ω 1386.08 Ω 1281.98 Ω
6 a1 1 1.88 1.76 1.63 1.43 1.19 1.01
7 Time (s) . . . 898 731 676 487 341 228

At various irradiance levels, including 1000 W/m2 and 600 W/m2, the TSO approach
was utilized to inspect the effects of a few PV modules, including multi-glasslike (S75 and
S115) and mono-translucent (SM55 and SQ150PC). The S75 multi-crystalline panel takes
0.5 s to compute at 1000 W/m2 to retrieve the parameters. Different modules, such as S115,
SM55, and SQ 150PC, require 0.43, 0.41, and 0.39 s, respectively. Data extracted is tabulated
in Table 3. The extra boundaries of the S75 PV module, IPh, I01, I02, RS, RP, and a1, are
5.420 A, 9.97 × 10−9 A, 6.29 × 10−7 A, 0.696 Ω, 416.18 Ω, and 1.15. At G = 600 W/m2. The
situation is therefore similar. The S75 modules take up a significant amount of processing
time, whereas the SM55 takes up the least. However, the S75 multi-crystalline module’s
total numerical values are noticeable under any irradiance levels.
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Figure 5. I–V qualities obtained by utilizing TSO calculation and trial information. (a) S75, (b) S115,
(c) SM55, and (d) SQ150PC.

Table 3. Data extracted at different irradiance levels from multi-crystalline and mono-crystalline.

S. NO Parameter Multi-Crystalline Mono-Crystalline

G = 1000 W/m2 S75 S115 SM55 SQ150PC

1 IPh (A) 5.420 5.457 3.876 4.046
2 I01 (A) 9.97 × 10−9 10.87 × 10−9 1.68 × 10−9 2.47 × 10−9

3 I02 (A) 6.29 × 10−7 6.37 × 10−7 2.98 × 10−7 3.049 × 10−7

4 Rs (Ω) 0.696 0.968 0.32 0.876
5 Rp (kΩ) 416.18 434.78 598.58 345.08
6 a1 1.15 1.23 1.08 1.76
7 Time (min) 0.5 0.43 0.41 0.39

G = 600 W/m2

1 IPh (A) 3.420 3.457 3.876 2.546
2 I01 (A) 10.09 × 10−9 8.87 × 10−9 3.68 × 10−9 8.47 × 10−9

3 I02 (A) 8.29 × 10−7 6.37 × 10−7 2.98 × 10−7 3.029 × 10−7

4 Rs (Ω) 0.596 0.698 0.52 0.976
5 Rp (kΩ) 426.18 464.38 698.58 1345.08
6 a1 1.15 1.13 1.28 1.36
7 Time (min) 0.41 0.36 0.36 0.39

The combination time for the TSO technique corresponds to the level of emphasis
performed. As the quantity of cycles rises, so do the execution time and the rate at which
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the results increase. Instances of the combination reaction of PV modules with 40-watt and
200-watt appraisals are displayed in Figure 6a,b.
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Changes in absolute errors have a significant impact on the proposed TSO algorithm
and current approaches under diverse irradiance patterns. Figure 7a,b illustrates the %
absolute error on the mono-crystalline and multi-crystalline PV panels, respectively.
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6. Conclusions

Under a variety of environmental conditions, the parasitic limits of PV modules may
be extricated using a TSO-based approach. On an assortment of PV modules, including
40-watt and 200-watt PV modules, multi-glass-like mono clear, and small-film modules, the
proposed TSO algorithm was compared with existing computation algorithms, such as the
genetic algorithm, lightning search algorithm, gravitational search algorithm, pattern search
algorithm (PS), and particle swarm optimization (PSO). The proposed approach is different
from the other current optimization algorithms, and showed a superior calculation ability
proving that the TSO calculation has superior qualities, with less intricacy and quicker
combination, as displayed in Tables 1 and 2.
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Nomenclature

IPV photovoltaic current (A)
IS diode reverse-saturation current (A)
Id diode currents (A)
Iph photocurrent (A)
q charge (C)
α number of iterations for each simplex
β number of offspring
Rs series resistance (Ω)
Rsh shunt resistance (Ω)
Kb Boltzmann constant (1.3806503 × 10−23 J/K)
η empirical constant 1 for Ge, 2 for Si
TK cell temperature in kelvin
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Seagull Optimization Algorithm–Based
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System With Realistic Constraints
CH. Naga Sai Kalyan1, B. Srikanth Goud2, Ch. Rami Reddy3, Ramanjaneya Reddy Udumula4,
Mohit Bajaj 5, Naveen Kumar Sharma6, Elmazeg Elgamli 7*, Mokhtar Shouran7 and
Salah Kamel8
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Electronics Engineering, Anurag University, Ghatkesar, India, 3Department of Electrical and Electronics Engineering, Malla Reddy
Engineering College, Secunderabad, India, 4Department of Electrical and Electronics Engineering, SRM University, Amaravati,
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This study initiates the implementation of fractional-order (FO) fuzzy (F) PID (FOFPID)
controller fine-tuned using a seagull optimization algorithm (SOA) for the study of load
frequency control (LFC). Initially, the SOA-tuned FOFPID regulator is implemented on the
widely utilized model of dual-area reheat-thermal system (DARTS), named test system-1 in
this work for a perturbation of 10% step load (10% SLP) on area-1. Dynamical analysis of
the DARTS system reveals the viability of the SOA-tuned FOFPID control scheme in
regulating frequency deviations effectively compared to other control schemes covered in
the literature. Later, the presented regulator is implemented on the multi-area diverse
sources (MADS) system possessing realistic constraints in this study, termed test system-
2. The sovereignty of the presented FOFPID controller is once again evidenced with
controllers of PID/FOPID/FPID fine-tuned with the SOA approach. Moreover, the effect of
considering practical realistic nonlinearity constraints such as communication time delays
(CTDs) on MADS system performance is visualized and the necessity of its consideration is
demonstrated. Furthermore, AC-DC lines are incorporated with the MADS system to
enhance the performance under heavy-load disturbances and the robustness of the
proposed regulatory mechanism is deliberated.

Keywords: load frequency control, seagull optimization algorithm, FOFPID controller, 10% SLP, AC-DC lines

INTRODUCTION

In modern days, the most powerful ancillary service is the LFC, especially for the control and
operation of interconnected power system networks. The electrical system is becoming more
complex due to the integration of several diverse sources of generating units to meet the
variable load demand. The operating point of the generation unit must be altered to keep the
real power mismatch (RPM) as minimum as possible. RPM is the exact difference between the
amount of real power generated by the generation units and the existing load demand. This RPM is
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the direct analogy to one of the powerful parameters in the
interconnected network, which is frequency. Thus, the
minimization of RPM should be monitored continuously, as
there will be continuous fluctuations in load demand. This
must be done automatically; otherwise, the real power
mismatch may become worse and affect the power system
frequency. Frequency regulation must be done with the utmost
care; if not, it adversely affects the power system stability. This
task can be easily and automatically accomplished by LFC.

Researchers have put forward several control techniques in the
LFC domain, and their performance was tested on numerous test
system models that were elaborated by Tungadio and Sun (2019).
Regardless of considering the power system networks, numerous
techniques have been administered by the researchers of which
standard PI, PID, PID plus filter (F), and PIDF regulators
(Madasu et al., 2018; Arya, 2019a) are utilized extensively due
to design simplicity. However, the performance efficacy of
classical controllers is more likely to be dependent upon the
optimization algorithms that have been deployed to optimize the
controller gains. Several population- and stochastic-based
searching algorithms reported in domain of LFC in optimizing
classical controllers are chaotic atom search optimization
(CASO) (Irudayaraj et al., 2022), many-objective optimization
approach (MOOA) (Hajiakbari Fini et al., 2016), chaotic crow
search (CCS) algorithm (Khokhar et al., 2021), gray wolf
optimizer (GWO) (Sharma and Saikia, 2015), quadratic
approach with pole compensator (QAWPC) (Hanwate and
Hote, 2018), marine predator algorithm (MPA) (Yakout et al.,
2021), Hooke–Jeeve’s optimizer (HJO) (Chatterjee, 2010), quasi-
oppositional harmony search algorithm (QOHSA) (Shankar and
Mukherjee, 2016), chemical reaction optimizer (CRO) (Mohanty
and Hota, 2018), hybrid artificial electric field algorithm
(HAEFA) (Sai Kalyan et al., 2020), bacteria foraging

optimization (BFOA) (Ali and Elazim, 2015), mine blast
optimizer (MBO) (Alattar et al., 2019), particle swarm
optimizer (PSO) (Magid and Abido, 2003), differential
evolution (DE) (Kalyan and Suresh, 2021), combination of DE
with pattern search (Sahu et al., 2015a) and AEFA (DE-AEFA)
(Kalyan and Rao, 2021a), grasshopper optimizer (GHO), and
cuckoo search approach (CSA) (Latif et al., 2018). Moreover, the
conventional controllers exhibit efficacy in linearized models and
could not maintain the stability of nonlinear interconnected
power systems (IPS).

In contrast to classical regulators, model predictive controllers
(MPC) (Zhang et al., 2020) are widely implemented by
researchers. Moreover, the researchers adopted algorithms to
train the model predictive network such as multiverse
optimizer (MVO) (Ali et al., 2020), adaptive distributed
auction algorithm (ADAA) (Zhang et al., 2021), and GHO
(Nosratabadi et al., 2019). However, the design of MPC
involves many control parameters, large load complexity, huge
algorithmic complexity, and more computational burden. Thus,
complex IPS models adapting MPC as a secondary regulator
become more complex and thereby affect the automatic
functioning and stability of IPS.

Owing to the advantage of possessing additional knobs in
fractional order (FO)–type regulators (Delassi et al., 2018) they
are also used by the researchers extensively in the LFC study.
However, the uncertainty in FO parameters diluted the regulator
sensitivity, thereby greatly influencing the robustness of system
performance which led researchers to focus on the degree of
freedom (DOF) controllers (Kalyan, 2021). Moreover, the
performances of DOF regulators are also limited to only a
certain extent, especially to IPS models with practical
constraints such as communication time delays (CTDs),
governor dead band (GDB), and generation rate constraint

FIGURE 1 | Dual area reheat-thermal system (test system-1).
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(GRC) (Arya, 2019b). Contrary to the aforementioned, fuzzy-
logic controllers (FLC) exhibit more efficacy in handling
nonlinearized models. Thus, FLC is suitable for IPS with
practical constraints. FLC in conjunction with traditional
controllers is successfully implemented in the LFC study with
different optimization algorithms such as an imperialist
competitive algorithm (ICA) (Arya, 2020), DE (Sahu et al.,
2015b), water cycle algorithm (WCA) (Kalyan et al., 2021),
sine–cosine approach (SCA) (Khezri et al., 2019), and ant lion
optimizer (ALO) (Fathy and Kassem, 2019). To further enhance
the ability of FLC in governing the IPS models toward stability
effectively, FO nature is imparted to the FPID regulator in this
work and is termed as the FOFPID regulator. From the literature
on LFC, it is apparent that LFC performance is greatly handled by
the optimization-based controllers. Hence, applications of new
optimization algorithms for solving realistic power system
problems are always welcome. In this regard, a new nature-
inspired algorithm of the seagull optimization approach (SOA)
is implemented in this study and is a maiden attempt, especially
for power system operation and control of IPS with practical
constraints. Until now, the regulators presented by the
researchers so far were tested on linearized and nonlinearized

power system models with and without integrating renewable
energy units. To authenticate the investigative analysis of LFC
closer to the nature of realistic practice, the researchers must
adopt the nonlinearity constraints with power system models.
Constraints of nonlinearity such as GRC and GDB are widely
considered by the researchers, and less attention is given to other
constraints of CTDs. In realistic practice, IPSs are widely spread
and employ numerous sensing and phasor measurement devices.
The measured data will be transmitted and received among
different devices located in distant places via communication
peripherals. The exchange of information will not be done
instantly, and there exists a certain time delay. The delay
might affect the IPS performance, and hence, this study tried
to investigate the predominance of time delays in coordination
with the constraint of GRC. Limited work is available on LFC
with CTDs and is restricted to the implementation of traditional
regulators (Kalyan and Rao, 2021b; Kalyan and Rao, 2021c).
Thus, this study addresses the impact of the realistic constraint
parameter, that is, CTDs on IPS performance in coordination
with GRC under a fuzzy-aided FO-based regulator based on the
newest optimization algorithm.

The following are the research contributions:

FIGURE 2 | Multi-area diverse source system with practical constraints (test system-2).
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1) The SOA-optimized FOFPID controller is designed and
implemented for the study of LFC for the first time.

2) Supremacy of the SOA-tuned FOFPID controller is
established with PSO-based PI, PID tuned with HAEFA
and BFOA, GA-based FOPID, and DE-based FPID
techniques available in the literature by implementing it on
the test system-1 model.

3) Presented controller performance is tested on a nonlinear
MADS system (test system-2) and efficacy is revealed with
controllers of PID/FOPID/FPID.

4) The impact of CTDs on the performance of the MADS system
is demonstrated.

5) Further AC-DC lines are enacted to enhance MADS system
performance.

6) Sensitivity analysis is conducted to showcase the secondary
and territorial control schemes’ robustness.

POWER SYSTEM MODELS

This work considered two different power system networks to
assess the FOFPID controller performance. One is DARTS
termed as test system-1 and the other is MADS termed as test
system-2. The DARTS model incorporates thermal units of
reheat-type turbines in both areas with equal generation
capacities. On the other hand, the MADS system that tests
system-2 consists of two areas in area-1 and area-2 comprising
thermal-hydro-wind units. The participation factor for each
source of generation unit is allocated to achieve smooth load
distribution and is considered as 0.6225 for thermal, 0.3 for hydro
unit, and a factor of 0.075 for gas/wind unit. The required data to
build the DARTS system depicted in Figure 1 and MADS system
model depicted in Figure 2 are considered from Sai Kalyan et al.
(2020) and Sahu et al. (2020), respectively. The power system
models are designed in the (R2016a) version of MATLAB/
SIMULINK. The mathematical modeling of MADS system is
as follows:

Thermal unit:

Reheat Turbine � ΔPT(s)
ΔPV(s) �

1 + sTrKr

1 + sTr
, (1)

Governor � ΔPV(s)
ΔPG(s) �

1
1 + sTg

. (2)

Hydro unit:

Governor � ΔPV(s)
ΔPg(s) �

1
1 + sTgh

, (3)

Droop � ΔPV1(s)
ΔPV(s) � 1 + sTrs

1 + sTrh
, (4)

Penstock � ΔPT(s)
ΔPV1(s) �

1 − sTw

1 + 0.5sTw
. (5)

Gas unit:

FIGURE 3 | Structure of FOFPID controller.

FIGURE 4 | MFs considered for FLC.

TABLE 1 | FLC input and output rules.

ACE ΔACE

BN SN Z SP BP

BN BN BN BN SN Z
SN BN BN SN Z SP
Z BN SN Z SP BP
SP SN Z SP BP BP
BP BP Z SP BP BP

FIGURE 5 | The framework of FOFPID is based on SOA.
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Positioner Valve � ΔPg(s)
ΔPp(s) �

1
c + sb

, (6)

Governor � ΔPs(s)
ΔPg(s) �

1 + sXg

1 + sYg
, (7)

Combustion Reactor � ΔPR(s)
ΔPS(s) �

1 − sTCR

1 + sTf
, (8)

Compressor Discharge � ΔPCD(s)
ΔPR(s) � 1

1 + sTCD
. (9)

Wind unit:

Wind energy converter � ΔPGW(s)
ΔPMW(s) �

K2
p(1 + sTP)

(1 + s)(1 + s). 10)

Furthermore, MADS system is employed with an additional
DC line with an AC line in parallel for performance boost up. The
modeling of the DC line (Kalyan and Rao, 2020) employed in this
work is expressed in Eq. 11.

GDC � KDC

1 + STDC
. (11)

COMMUNICATION TIME DELAYS

Acquainted with the complexity of the modern power system,
many measuring sensors which are located at remote terminal
units (RTUs) are used to transmit data to the control center.
Generally, information from sensors or measuring apparatus is
transmitted to the control center where the command signals
have been generated. Command signals are transmitted to the

plant location to shift the generating unit operating point so that
the real power mismatch gets minimized. Transmitting and
receiving signals among measurement devices at RTUs and

FIGURE 6 | SOA flowchart.

FIGURE 7 | DARTS responses. (A) Δf1, (B) ΔPtie12, and (C) Δf2.
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command centers in plant locations can be done only via
communication channels. Inherently, these communication
channels possess the feature of time delays which distinctly
affect the power system performance. Designing secondary
regulators for large power system networks without taking
these CTDs with the system may yield unsatisfactory
performance. Moreover, in the event of large CTDs the system
may become unstable. Considering the aforementioned aspects,
this study addresses the LFC of interconnected power systems
with CTDs as expressed in Eq. 12 (Kalyan and Rao, 2021a).

e−sτd � 1 − τd
2 s

1 + τd
2 s
. (12)

FRACTIONAL-ORDER FUZZY PID
CONTROLLER

Implementation of traditional PID controllers in the domain of
LFC has been reported extensively because of its robustness,
simplicity in design, and efficiency, especially for linear systems.
Despite that, traditional PID regulators are not suitable for the
system with time delays and nonlinear features of uncertainties.
On the contrary, fuzzy-logic controllers (FLC) are one of the
finest regulators and are best suitable for obtaining the
performance of nonlinear control systems optimally.
Researchers proved that FLC systems can effectively change

the system operating point compared to many classical
controllers like PI/PID/PIDD to sustain stability. FLC has been
provided with input as area control error (ACE) and its
derivative. During the phase of transients, the FPI regulator
exhibited low performance due to the internal integrator for
the higher-order process. This motivated the authors in this study
to implement FPID, and to further enhance the performance of
FLC in a closed-loop system where the FO gains are incorporated
(Sharma et al., 2021). Thus, FOFPID is designed, whose
architecture is shown in Figure 3, and implemented for the
stability of the interconnected power systems. The
membership functions (MFs) perceived in this work for both
error and change in error are five linguistic variables termed as
(BP) big positive, (SP) small positive, (Z) zero, (BN) big negative,
and (SN) small negative, as depicted in Figure 4. Mamdani type
of fuzzy engine has been perceived, and the FLC output is
calculated by employing the defuzzification method of the
center of gravity. FLC rule base in two dimensional is noted in
Table 1. Moreover, a time domain–based integral square error
(ISE) index is enacted to optimize the FOFPID controller gains in
this work as given in Eqn. 13. The framework of FOFPID based
on SOA is depicted in Figure 5.

JISE � ∫
TSim

0

(Δf2
1
+ ΔP2

tie,12 + Δf2
2
)dt. (13)

SEAGULL OPTIMIZATION ALGORITHM

Seagulls are intelligent and are technically called Laridae,
normally living on the banks of seas and oceans all over the
globe. The species of seagulls can be differentiated based on their
length and mass. Usually, seagulls come under the food chain of
omnivorous and are likely to feed on amphibians, reptiles,
earthworms, fish, and insects. The body of seagulls is covered
with feathers of white color and possesses specialized glands at the
bottom of their neck. Seagulls possess the ability to feed on
saltwater and by making use of the glands behind the neck, the

TABLE 2 | Controller optimal gains employed for DARTS system and responses settling time.

Parameter Control technique

PSO: PI
(Magid and
Abido, 2003)

BFOA: PID
(Ali and

Elazim, 2015)

GA: FOPID
(Delassi et al.,

2018)

HAEFA: PID
(Sai Kalyan
et al., 2020)

DE: FPID
(Sahu et al.,

2015b)

SOA: FPID SOA: FOFPID

Area-1 KP = 3.043 KI

= 0.366
KP = 1.714 KI =
0.647 KD = 0.218

λ = 0.156 μ = 0.28 KP =
1.508 KI = 0.621 KD =

0.324

KP = 1.200 KI =
0.449 KD = 0.413

KP = 0.974 KI =
0.074 KD = 0.135

KP = 0.765 KI =
0.431 KD = 0.215

λ = 0.221 μ = 0.207 KP =
0.981 KI = 0.109 KD =

0.531
Area-2 KP = 2.921 KI

= 0.244
KP = 1.593 KI =
0.326 KD = 0.318

λ = 0.094 μ = 0.37 KP =
1.419 KI = 0.532 KD =

0.213

KP = 1.091 KI =
0.348 KD = 0.504

KP = 1.090 KI =
0.107 KD = 0.204

KP = 0.876 KI =
0.351 KD = 0.199

λ = 0.206 μ = 0.335 KP =
1.017 KI = 0.211 KD =

0.638

Δf1 27.19 19.53 14.64 11.57 8.155 5.788 3.960
ΔPtie 26.33 17.56 13.44 11.82 9.761 7.263 5.679
Δf2 23.61 17.25 13.76 9.554 8.155 6.902 4.988
ISE 11.85E-03 9.23E-03 7.17E-03 6.43E-03 6.07E-03 5.89E-03 5.21E-03

TABLE 3 | MADS responses settling time for case-2 and case-3.

Settling time (sec) PID FOPID FPID FOFPID

Case-2 Δf1 17.46 14.84 9.661 6.092
ΔPtie12 18.34 15.08 11.02 8.86
Δf2 16.05 13.10 9.86 5.645

Case-3 Δf1 32.24 19.41 14.05 9.786
ΔPtie12 33.82 19.43 14.64 12.39
Δf2 31.16 22.07 16.31 11.06
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excess salt in the body can be flushed out. This is the unique
ability of these birds, something that no other bird can do.
Seagulls are very clever and make raining sounds through

their feet to trap the prey that hide underwater. Moreover,
seagulls sprinkle the bread crumbs that have been collected
from nearby neighborhoods for catching fish.

FIGURE 8 | Performance of MADS for case-2. (A) Δf1, (B) ΔPtie12, and
(C) Δf2.

FIGURE 9 | Performance of MADS for case-3. (A) Δf1, (B) ΔPtie12, and
(C) Δf2.
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Depending on attacking prey and the migration nature of
seagulls, the SOA was put forward by the authors Dhiman and
Kumar (2019). The coding of this algorithm has been carried out
based on a group of seagulls shifting from one place to another
during the migration phase, and the strategies that are
implemented by them while attacking the prey. In SOA,
collision avoidance among searching agents can be achieved
by employing an additional parameter “N” to find the position
of the new search agent ( �FS) given as

�FS � Nχ �DS(t). (14)
The current position of the seagull is represented with �DS, and

“t” indicates the current iteration. The collision avoidance
variable “N” can be modeled as

N � Ec − (tp(Ec/Max.Iter)). (15)
The value of the collision avoidance parameter is chosen as “2”

in this work to govern the change in a variable that can be reduced
linearly from Ec to 0. Upon finishing the phenomena of avoidance
in the collisionmechanism, the search agents try to move closer to
the position of the best individual using

�MS � Aχ( �Pbs(t) − �DS(t)). (16)

The parameter “A” is randomized to achieve the tendency of
equilibrium among the phases of exploitation and exploration
and can be calculated as

A � 2pN2prand(). (17)
Later, the position of each search agent will be updated as

follows:

�RS �
∣∣∣∣∣∣ �FS + �MS

∣∣∣∣∣∣. (18)

While migrating, seagulls regularly change their speed and
attacking angle based on experience. In the plane of three
dimensions, the behavior of seagull’s migration can be
modeled as

S′ � rpCos(j), (19)
T′ � rpSin(j), (20)

U′ � rpj. (21)

“r” indicates the radius of seagulls’movement in spiral, and “j”
is the randomized number chosen in the range of (0–2). After
saving the best solution, the remaining searching agent’s positions
will be updated as

�DS(k) � ( �MSpS′pT′pU′) + �Pbs(k). (22)

The procedure involved in SOA optimization is pictorially
represented in Figure 6. SOA is implemented for other
engineering optimization problems and no literature has been
reported so far in the domain of LFC to the best of the authors’
knowledge. The intelligent behavior of seagulls motivated the
authors to implement the searching strategy of SOA for the
LFC study.

RESULTS AND DISCUSSIONS

Case-1: Dynamical Analysis of Test
System-1
Evidently, the supremacy of the proposed FOFPID controller
optimized with the SOA approach, a rigorously utilized model of
the DARTS system in the literature, is considered and the analysis
is carried out upon laying 10% SLP in area-1. In addition to the
proposed control scheme, other control approaches that are listed
in the literature such as PSO-based PI (Magid and Abido, 2003),
BFOA-optimized PID (Ali and Elazim, 2015), FOPID (PIλDμ)
fine-tuned with GA (Delassi et al., 2018), HAEFA-based PID (Sai
Kalyan et al., 2020), and FPID rendered with DE (Sahu et al.,
2015b) are used as regulators one after the other. System
responses under various approaches to the same disturbance
are displayed in Figure 7 to obtain a comparative analysis.
Responses are numerically interpolated because of settling
time and the optimal controller gains are placed in Table 2.
Observing Figure 7 and explaining the numerical results in
Table 2 exposed the dominance of the presented SOA-based
FOFPID controller in minimizing the response deviations and
also the time taken to reach a steady condition. This is possible
only because the SOA searching mechanism that inherits the
potentiality of keeping equilibrium between exploration and
exploitation facilitates optimally locating the parameters of
FOFPID in reducing control error. The objective value with
the presented searching scheme is also greatly enhanced by
56.23% with PSO, 43.5% with BFOA, 27.3% with GA, 23.4%

TABLE 4 | Controller optimum gains employed for MADS system using SOA algorithm.

Parameter Optimum value

KP1 KI1 KD1 λ1 μ1 KP2 KI2 KD2 λ2 μ2 ISE*10–3

Case-2 PID 1.983 0.595 0.305 — — 1.885 0.664 0.295 — — 98.61
FOPID 1.171 0.721 0.508 0.318 0.264 1.127 0.913 0.543 0.407 0.189 72.16
FPID 0.929 0.775 0.666 — — 1.199 0.983 0.657 — — 52.21
FOFPID 0.988 0.477 0.894 0.073 0.298 1.298 0.619 0.527 0.120 0.139 29.18

Case-3 PID 1.804 0.778 0.672 — — 1.762 0.998 0.880 — — 135.3
FOPID 1.060 0.834 0.699 0.407 0.359 1.299 1.013 0.781 0.316 0.217 107.1
FPID 1.092 0.588 0.762 — — 1.388 1.016 0.771 — — 93.2
FOFPID 0.889 0.578 0.987 0.136 0.179 1.328 0.917 0.786 0.210 0.246 67.4
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FIGURE 10 | Performance of MADS for case-4. (A) Δf1, (B) ΔPtie12, and
(C) Δf2.

FIGURE 11 | Test system-2 responses for case-5. (A) Δf1, (B) ΔPtie12,
and (C) Δf2.
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with HAEFA, and 16.5% with DE approaches available in the
literature.

Case-2: Dynamical Analysis of Test
System-2 Without Considering CTDs
Later, the implementation of the proposed SOA-tuned
FOFPID controller is assessed on another realistic test
system model of MADS system, the practical constraint of
GRCs is considered, and the CTDs are not perceived for this
case. Controllers such as PID/FOPID/FPID/FOFPID are
consecrated as regulators in every area one after the other,
and the parameters are optimally located with the SOA
searching strategy. The dynamical analysis is conducted by
applying MADS system with 10% SLP on area-1, and the
responses are comparatively rendered in Figure 8. Noting
the MADS system dynamical behavior displayed in
Figure 8, that the FOFPID regulator outperforms PID/
FOPID/FPID controllers is visualized and is more dominant
in regulating system dynamical behavior in aspects of settling
time noted in Table 3. Moreover, the responses peak
undershoots are improvised with FOFPID (Δf1 = 0.0041 Hz,
ΔPtie12 = 0.0009 Pu.MW, Δf2 = 0.0019 Hz) compared to those
of FPID (Δf1 = 0.0051 Hz, ΔPtie12 = 0.0016 Pu.MW, and Δf2 =
0.0024 Hz), FOPID (Δf1 = 0.0087 Hz, ΔPtie12 =
0.00285 Pu.MW, and Δf2 = 0.0043 Hz), and traditional PID
(Δf1 = 0.0123 Hz, ΔPtie12 = 0.00537 Pu.MW, and Δf2 =
0.0054 Hz).

Case-3: Dynamical Analysis of Test
System-2 With Considering CTDs
The MADS system is considered with CTDs along with
another nonlinear feature of GRCs, for analysis purposes in
this case. Variations of MADS system responses under
different controllers optimized with SOA strategy are shown
in Figure 9, and the employed gains are displayed in Table 4.
Responses are interpreted numerically from a settling time
point of view and are placed in Table 3. Observing Figure 9
and Table 3, we concluded that under the situations of
nonlinearity also, the proposed controller exhibits superior
performance in damping out the oscillations that are induced

in the system responses due to CTDs consideration. Moreover,
the proposed controller drags down the system response
deviations to a steady-state position quickly compared to
other methodologies. Furthermore, the peak undershoots of
the responses are improvised with FOFPID (Δf1 = 0.0099 Hz,
ΔPtie12 = 0.0040 Pu.MW, and Δf2 = 0.0036 Hz) compared to
those of FPID (Δf1 = 0.0193 Hz, ΔPtie12 = 0.0089 Pu.MW, and
Δf2 = 0.0095 Hz), FOPID (Δf1 = 0.022 Hz, ΔPtie12 =
0.0094 Pu.MW, and Δf2 = 0.01373 Hz), and traditional PID
(Δf1 = 0.0212 Hz, ΔPtie12 = 0.0088 Pu.MW, and Δf2 =
0.0144 Hz).

Case-4: Revealing the CTDs Impact on Test
System-2 Performance
To visualize the constraint CTD’s impact on system
performance, MADS system responses under the
supervision of the FOFPID regulator, which was already
established as the best from the aforementioned analysis,
are compared in Figure 10 for the same disturbance
conditions. From Figure 10, it is revealed that the CTDs
have a significant impact on frequency fluctuations and
deviations in power flow through the tie-line in the LFC
problem. Because considering CTDs means a delay in signal
reception and transmission between different devices at
various locations. CTDs delay the sending of area control
error signal (ACE) to the secondary controller, resulting in
the shift of the power system operating point with some delay.
This results in more deviations in the frequency and tie-line
power of the system. Even though the responses of the system
are more deviated while perceiving CTDs, it is very much
recommended to adopt the nonlinear features of CTDs in the
course of designing secondary regulators. Because considering
CTDs while designing a secondary controller can regulate the
system dynamics to maintain stability. In this work, the
parameter of CTDs is deliberated as 0.25 sec of real value.
The designed regulator without considering CTDs may not be
robust and cannot maintain stability in case of any unpredicted
delays induce with the network.

Case-5: Dynamical Analysis of Test
System-2 With CTDs and AC-DC Lines
To suppress fluctuations in the power flow of interconnected
lines further and to damp out the variations in area frequency,
an additional DC is installed with the existing AC line in
parallel. During sudden heavy load disturbances, the demand
for exchange of power via intralines is more and the secondary
regulator alone is not adequate to govern frequency deviations.
Therefore, a territorial control strategy needs to be employed
with the system. Simulation results depicted in Figure 11
reveal that with the incorporation of the DC line, the
fluctuations in system dynamical behavior are damped and
undergo steady position in less time compared to the case of
employing only the AC line. The settling time of MADS
responses with AC and AC-DC lines is indicated in the bar
chart in Figure 12.

FIGURE 12 | Comparison of settling time (in sec) on X-axis for case-5.
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FIGURE 14 | Sensitivity analysis of MADS with CTDs and AC-DC lines
for a wide range of tie-line coefficients. (A) Δf1, (B) ΔPtie12, and (C) Δf2.

FIGURE 13 | Sensitivity analysis of MADS with CTDs and AC-DC lines
for a wide range of load variations. (A) Δf1, (B) ΔPtie12, and (C) Δf2.
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Case-6: Sensitivity Analysis
System parameters have been subjected to deviations in ± 50%
from nominal parametric values to manifest the robustness of
implemented secondary and territorial control schemes.
Responses of the system under the control of SOA-tuned
FOFPID along with the territorial scheme of AC-DC lines for
variations in loading and tie-line coefficient are displayed,
respectively, in Figure 13 and Figure 14. The responses are
shown in Figure 13 and Figure 14, which conclude that the
deviations in responses for wide range loadings do not affect the
system performance much. Furthermore, the system is
subjugated with a pattern of random loading, and the
responses are shown in Figure 15. It has been deliberated that
the oscillations are supposed to be more damped with the AC-DC
line rather than only the AC line. Hence, the presented secondary
and territorial control schemes are robust.

CONCLUSION

A novel control scheme of SOA tuned FOFPID is designed and
implemented successfully for regulating the frequency of
interconnected power system networks. However, the supremacy
of the presented control schema is established with other controllers
that are implemented on the same power system model of the test
system-1 available in recent literature. Moreover, the presented
SOA-based FOFPID controller shows remarkable performance in
damping out oscillation in tie-line power and frequency of MADS
effectively even though the system is perceived with realistic
constraints. Moreover, the minimization of the objective function
is very finely performed under the presented controller and is
enhanced by 70.40, 59.56, and 44.11% with PID, FOPID, and
FPID for the case of the MADS system not conceiving CTDs.
For the case of conceiving CTDs, the improvisation in objective

FIGURE 15 | MADS responses under random loading. (A) Δf1, (B) ΔPtie12, and (C) Δf2.
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function minimization was 50.18, 37.06, and 27.28%, respectively.
The CTDs’ impact on the performance of MADS is demonstrated
clearly and the necessity of perceiving CTDs is justified and
convinced. Furthermore, AC-DC tie-lines are established with the
MADS system and the performance is enhanced especially due to the
ability of the DC line in transferring bulk power during heavy load
disturbances. Finally, robustness is validated by conducting the
sensitivity test. In the future, there is a lot of scope for assessing
the effect of CTDs on LFC performance and the implementation of
SOA-based FOFPID for the optimization of IPS in the restructured
environment.
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ABSTRACT In this manuscript proposes a hybrid approach for locating and sizing Electric vehicle charging
stations (EVCSs) optimally and managing the vehicle charging process. The proposed hybrid approach is to
work in conjunction with Mexican Axolotl optimization (MAO) and Wild Horse Optimizer (WHO) hence it
is named as MAOWHO approach. The major purposes of the proposed approach are to site and size of the
electric vehicle parking lot (EVPL) and to improve the benefit of EVPL for the participation of the reserve
market. In addition, power loss and voltage fluctuations occur due to the stochastic nature of renewable
energy sources (RES) and electric vehicles (EV) demand load, which is reduced by the proposed approach.
To optimally determine the size of the parking lot, the MAOWHO approach is adopted. The integration of
the EV and PV systems, especially in parking lots, enhances the reliability and flexibility of the electrical
system at critical moments. Multiple objective optimization problems are calculated to achieve objective
variables to reduce power losses, voltage fluctuations, charging and supply costs, and EV costs. The location
and capacity of the RES and EV charging stations in this optimization problem are objective variables.
The MAOWHO approach enhances Solar Powered Electric Vehicle Parking Lot (EVSPL) participation in
various energy and ancillary service markets that includes the effects of capacity payments. Besides, the
implementation ofMAOWHO approach is done by theMATLAB/Simulink platform and the performance of
the MAOWHO approach is compared to the existing approaches. From the simulation outcome, it concludes
that the proposed approach based performance provides a profit of 880 ecompared to other approaches like
SMO, CGO, SBLA.

INDEX TERMS Ancillary service, electric vehicles, photovoltaic panels, electric vehicle charging stations,
EV parking lot, EV owners.

I. INTRODUCTION
In recent years, the demand for fossil fuels has increased with
the transportation sector and power plants [1]. Utilizing these

The associate editor coordinating the review of this manuscript and

approving it for publication was Muhammad Zakarya .

resources not only leads to higher costs but hence also causes
greenhouse gas (GHG) emissions along with environmental
pollution [2]. The demand for fuel in the transportation sec-
tor is increasing year by year, and this significant demand
is increasing the cost as well as air pollution [3]. There-
fore, several countries prefer green vehicles over internal
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combustion cars. Compared to petrol vehicles, electric vehi-
cles (EVs) are more environmentally peaceful and eco-
nomically viable [4].In the construction of these vehicles,
advanced battery and power electronics equipment are used,
which allows the use of EVs in the network as controllable
loads, which play the role of energy saving systems (ESS)
to support the network. [5]. This can be done by vehicle
to grid (V2G), and it is initially used by participating in
market and ancillary services that regulate the revenue and
expenditure model [6]. Because of high load and drop voltage
across specific sensitivity network buses, the penetration of
EVs into the power grid presents challenges like thermal
control violation of the transmitting lines and uncertainty of
demand [7].

According to various studies, 95% of vehicles during the
day are in the parking system, therefore, by V2G this capa-
bility is used for frequency and voltage control [8]. Revenue
for vehicle owners is available through the participation of
vehicles in V2G [9]. Moreover, V2G mode is also utilized
to mitigate network challenges using the capabilities of EVs
and PHEV charging stations [10]. At these stations, vehicles
reap the benefits of recharging their batteries and selling
the surplus storing energy on the grid [11]. Controlling the
charging and discharging of vehicles in different ways such
as altering energy charges at dissimilar time intervals [12].
RES has been gaining value in recent years as an alternative
to fossil fuel power plants [13]. Due to the present of these
resources close to the load, minimization of losses, voltage
fluctuations and investment costs is obtained [14].

Because of the randomness of the RES production can
pose challenges to the wide penetration, and grid of these
resources [15]. Hence, to support the network must be
required the high capacity energy storage systems [16].
On this basis, charging stations with V2G on the network are
established like ESS. The excess energy generated from RES
is stored in the charging stations as well as in a timely manner
the stored energy is transmitted to the power grid [17]. This
will distribute these resources and diminish the pressure on
the distribution network [18]. Smart grid with the best pos-
sible arrangement of RES and PHEV charging stations can
diminish emissions rates and effectively meet many technical
and economic challenges [19]. There are various approaches
like optimization, linear modeling, etc., are introduced based
on V2G usage in power systems as well as charging stations.
Some optimization algorithms like GA, PSO, and other opti-
mization algorithms could not bemodified to provide the total
solution depending on valve point impact, restricted operating
zones, and functional quadratic cost by parts. Optimization
indicates the ruling procedure of better feasible solutions
to particular problems [20]. The above-alluded optimiza-
tion strategies have often been determinable including major
problems, and local optimum entrapment. They are obliquity
in terms of algorithm, and derivation of search space required.
It creates inefficiency in solving real problems. This refers
to the motivation of these processes, which are inspired by
nature and implemented by new algorithms competing with

the current optimization model. Here, a newly suggested
hybrid optimization algorithm like Mexican Axolotl opti-
mization (MAO) and Wild Horse Optimizer (WHO), named
as MAOWHO approach. An integrated method is used to
avoid the weakness caused by the optimization strategies’
application. Hence, the hybrid approach provides a better
outcome.

This manuscript proposes a hybrid MAOWHO for locat-
ing and sizing Electric vehicle charging stations (EVCSs)
optimally and managing the vehicle charging process. The
proposed hybrid approach is to work in conjunction with
MAO and WHO hence it is named as MAOWHO approach.
In addition, power loss and voltage fluctuations occur due
to the stochastic nature of renewable energy sources (RES)
and electric vehicles (EV) demand load, which is reduced
by the MAOWHO approach. The remaining manuscript is
described below. Section 2 describes the bibliographic survey
and its background. Section 3 describes the configuration of
the integrated PV and EV system in SG. Section 4 describes
the proposed approach-based power quality improvement;
Section 5 describes the result and discussion. Section 6 con-
cludes the manuscript.

II. RECENT RESEARCH WORK: A BRIEF REVIEW
In the literature, various research works were available
depending on the optimal allocation of electric vehicle charg-
ing space using various techniques and aspects. Some of them
are reviews were followed:

Biogeography-based optimization (BBO) approach for EV
charging spots was presented by S. Sachan et al. [21]. The
concurrent management of congestion and the compensa-
tion of reactive power were achieved by allocating parking
and a capacitor. Through the utilization of inverse Jacobian
matrix, performed the sensitivity analysis of the system.
Aggarwal andA. Kumar [22] have studied the installation of a
fast-charging station in the IEEE 24-bus testing system. The
major aim of the transportation sector was the achievement
of low-carbon, green transportation, and sustainable devel-
opment. The introduced model analysis the placement of CS
based on various power rates like 5, 25, 50, and 100MWwith
consideration of the limit of voltage magnitude as well as a
rating of line.

Newton–Raphson (NR) approach was utilized by the intro-
duced model to analyze the case studies. The power fluc-
tuations, problems of power quality etc. were occurring the
random charging of EVs. The losses were eliminated by the
correct sitting and sizing of DGs. Berget al. [23] have sug-
gested a method for calculating the future EV fleets demand
and the flexibility in the office area. Compared to residential
charging, office charging was different. There was 42 EVs
chargingwas considered to analyze the demand of the system.
By considering the network capacity and forecasted load
because of EV charging, the placement of charging stations
was performed. Turanet al. [24] has studied the integration
of PV, EVPL based on consumption of power, losses, and
operating condition of the distribution system. The design
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of the parking lot was performed for EVs as well as energy
was given from the grid and PV. The design of the energy
management system was performed for the management of
EVs charging under day and seasons with solar radiation data.
Through the consideration of the charging sequence of the
various car brands, power consumption dependent on EVwas
calculated. The main purpose of the introduced system is to
reduce power consumption, and voltage level improvement;
minimize the peak and continuous demand of power of the
EVPL.

Bouguerraet al. [25] have suggested 5 Integer Linear Pro-
grams depending on a weighted set covering models for
planning of EV charging infrastructure. The major purpose
of the introduced approach was to site and size EVCSs,
to access EV chargers easily by drivers in a small range.
The introduced model was considered the investment cost
reduction and convenience of EV users’. Li et al. [26] have
suggested an improved genetic algorithm (GA) for locating
the public CSs. The introduced approach was considering
the investment and travel costs of EV owners. Through the
feedback integration among the CS and the geographical
area, the demand for electric ride-hailing was considered. The
introduced approach was considering the multi-population
GA. Mohammadi et al. [27] have suggested optimization-
dependent issues for the calculation of size and place of
EVPL and the scheduling of charging and discharging of EVs
in PLs. The introduced approach has considered the costs like
purchasing energy from the grid, and EV charging in PLs.
Moreover, the distribution system constraints were consid-
ered by the introduced approach. Here is proposed the hybrid
MAOWHO approach. The advantage of the MAO approach
is very good with unimodal and multimodal optimization
functions, Easy to implement, Bypass local minima, does
not require information about the gradient of the objective
function, and solves a wide range of problems in various
fields. The disadvantage of MAO is, that for composite func-
tions, it has an average performance. The advantage of the
WHO approach is good ability to solve the problems, greater
efficiency, used to solve several real problems use in different
fields of study, simplicity, ease of use, along with its effective
and efficient results. The disadvantage of WHO is, that it is
a single-objective algorithm, it will be essential to develop a
binary and multi-objective version of the proposed algorithm.
Mortaz et al. [46] have suggested mixed-integer nonlinear
programming for investment planning for Vehicle-to-Grid
(V2G) technology in a microgrid. The economic reliabil-
ity of EV was enhanced by the V2G technology because
it permitted the microgrid to take advantage of temporal
arbitrage in the electricity market. Effects of uncertainty,
investors preferred payback period, market price fluctua-
tions, and electric vehicles arrival and departure rates were
analyzed. The author only focused on the V2G facilitates
while its facilities to participate in ancillary services markets
could further enhance economic benefits. H Khalkhali and
S Hosseinian [47] have developed a three-stage scheduling
framework based on stochastic programming and MPC for

operating the EV parking lots. This work only focused on the
price of energy for the economic inputs and did not consider
participating in ancillary services markets. Liet al. [48] have
suggested spatiotemporal interaction of EVs with RES power
system. The major contribution of the introduced approach
was cost reduction. This work focused on RES but the storage
technologies were not utilized.

A. BACKGROUND OF THE RESEARCH WORK
The implementation of EVPL is a challenging one which has
been demonstrated in a review of recent research work. In the
power system, RESs provide various advantages but EV inte-
gration with RES is challenging. It causes the instability of
the system. Variability and uncertainty are the disadvantages
of PV and the quality of power is decreased by EVs, therefore,
it overloads the power system and interferes with the regular
power system. To reduce the impact of the integration of
RES and EVs, at the same time increase the flexibility of the
power system, mitigating the environmental impacts various
approaches are introduced. The integration of EV into the
parking lot and optimizing their charging against time-of-use
tariffs is important recently. Various approaches are utilized to
reduce the cost and increase the profit of the system. Some of
them are GA, particle swarm optimization (PSO), GA-PSO
hybrid algorithm, differential evolution (DE), and chemical
reaction optimization (CRO). Additionally, the location of
EVCS is determined by the linear integer optimization model
but because of low voltage huge current flows, power loss
in a distribution network was extreme. Moreover, different
types of charging facilities are adjusted to meet different
charging requests, which complicate the spatial and tempo-
rary distribution of EV charging requests, thus emphasizing
the need to identify effective approaches for optimal planning
for EVCSs.

III. CONFIGURATION OF ELECTRIC VEHICLE
WITH PV SYSTEM
In this manuscript, the smart grid utilizing commercial build-
ings is considered. These buildings are comprised of PV
related to the grid. Moreover, the EVCS is set up in the
parking area which is powered by photovoltaic [28]. The
major purposes ofMAOWHO are the site and sizing of EVPL
and to improve the benefit of EVPL for the participation of the
reserve market. For this purpose, this manuscript proposed
a hybrid approach, which is the joint operation of both the
MAO and WHO. Fig. 1 depicts the configuration of EV
and PV. The MAOWHO approach investigates the energy
market problems, EVPL characteristics depend on input data
such as transportation patterns and energy market prices.
EVPL’s profit is maximized by the utilization of EVPL by
the owner’s contracts of the EVs, which are interconnected
between revenues. The distribution system supplies power to
existing EVPL charging stations in various locations. EVs are
connected to a power supply system for charging/discharging
EVs through charging stations [29].
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FIGURE 1. Configuration of proposed EVPL With distribution system.

Based on the uncertainty associated with the weather
conditions, various PV power generation scenarios are con-
structed.

The proposed approach is to determine the output of energy
such as V2G, G2V, revenue, and EVSPL operating costs. The
MAOWHO approach considers parameters such as weather
conditions and owners’ uncertainty tables for EVs. Further-
more, it provides an optimal strategy for EVSPL implementa-
tion, taking into account the perspective of the owners of the
EVs and the EVSPL operator, as well as for the convenience
of the owner of EVs, it increases the profitability of provid-
ing services to the grid. Therefore, EVPL’s optimal site is
used to promote sustainable transportation systems and build-
ings to promote electric vehicles and sustainable buildings.
Energy efficiency, as well as sustainable energy production
and consumption, is improved by the EVPL. EV input is
considered as arrival/departure time, EV battery capacity, and
SoC, the input of PV is the radiation of the solar, which is
considered the season and location, economically electricity

tariff, parking utility tariff, and energy price in the electricity
market, reserve price, and regulatory price increase/decrease
are considered in the proposed system.

A. MODELING OF PV MODULE
PV power generation is high based on the local weather
during the day, solar radiation varies [30]–[33]. The max-
imum outcome of the PV system is obtained by using the
PV module parameters which are described in the following
equations (1),

ppvt,ϕ = vopt,ϕ × i
sc
t,ϕ × ff (1)

Here, fill factor is denoted as ff , PV unit short circuit current
is denoted as isct,ϕ , PV unit open circuit voltage is denoted as
vopt,ϕ , tilt angle is denoted as ϕ and time as t , the open circuit
voltage of the PV is described by (2),

vopt,ϕ = vopstc − kv × T
c
t (2)
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Here, open circuit voltage of the PV system in standard test
condition is denoted as vopstc, voltage coefficient is denoted as
kv, the instantaneous cell temperature is denoted as T ct ., the
above equation is rewritten as (3),

vopt,ϕ =
{
isct,ϕ + ki ×

[
T ct − 25oC

]}
×

gt,ϕ
1000

(3)

Here, short-circuit current temperature coefficient is denoted
as ki, global solar irradiance is denoted as gt,ϕ . The instanta-
neous cell temperature is described by (4),

T ct = T A +
(
T noct − 20oC

)
×
gt,ϕ
800

(4)

Here, ambient temperature is denoted as T A, the nominal
operating cell temperature is denoted as T noct . The fill factor
is described by (5),

ff =
pmpp

vop × isc
(5)

Here, power at maximum power point is denoted as pmpp,
open circuit voltage is denoted as vop, and short circuit current
implies isc. The total PV power is described as (6),

pTot.pvt,ϕ = ηpv × ns × np × ppvt,ϕ (6)

Here, the efficiency of the PV module is denoted as ηpv, the
count of the PV module connected in series is denoted as ns,
count of the PVmodule connected in parallel is denoted as np.
Additional control was provided to control the transmission
of electricity as PV to the parking lot which is described
by (7),

pTot.pvt,ϕ ≤ ppv2plW ,t

≤ SoCMax
× αEVstot,t −

(
SoCW ,t−1 + β

Soc,EV
tot,t

)
(7)

Here, net EVs SoC is denoted as βSoc,EVtot,t , the total Capacity
of EVs in EVPL is denoted as αEVstot,t , W as a scenario, under
the maximum SoC of the EVPL, the power transmission to
EVPL is based on the newly arrived/departed EVs state of
charge (SOC).

B. MODELING OF ELECTRIC VEHICLE
PARKING LOT (EVPL)
Because of the various uncertainties like every EV
arrival/departure times, and the arrival time EV SoC [34],
the EVPL operation is controlled by various limits. Power
injection from the grid to PL is described by (8),

pg2plW ,t + p
pv2pl
W ,t + p

r−down
W ,t ≤ χCh × NEV

W ,t (8)

Here, the rate of charge of the parking lot is denoted as
χCh, the amount of parked EVs is denoted as NEV

W ,t , power

from PV to PL is denoted as ppv2plW ,t , power from the grid

to PL is denoted as pg2plW ,t , Ramp down power is denoted as
pr−downW ,t , the number of EV in EVPL is denoted as NEV

W ,t .
Power injection from PL to the grid is described by (9),

ppl2gW ,t + p
Rsr,Act
W ,t + pr−upW ,t ≤ χ

DCh
× NEV

W ,t (9)

Here, Ramp up-regulation power is denoted as pr−upW ,t , rate of
discharge of the parking lot is denoted as χDCh, and injection
on the reserve activated by ISO is denoted as pRsr,ActW ,t . EVSPL
cannot simultaneously transfer and inject power which is
described by (10),

ug2plt + upl2gt ≤ 1 (10)

The SoC of EVPL based on scenario and time is described
by (11),

SoCpl
W ,t = SoCpl

W ,t−1 + SoC
Arr
W ,t − SoC

Dep
W ,t

+

(
ppl2gW ,t + p

pv2pl
W ,t + p

r−down
W ,t

)
× ηCh

−
ppl2gW ,t + p

Rsr−Act
W ,t + pr−upW ,t

ηDCh
(11)

The SoC of EVPL is depending on the factors like SoC as
before, the power interactions utilize the grid [35], [36], EVs
SoC is one of the arriving/departing EVs. The arriving EV
SoC is described as (12)

SoCArr
W ,t

=

{
0, SoCScenar

W ,t ≤ SoCScenar
W ,t−1

SoCScenar
W ,t − SoCScenar

W ,t−1, SoCScenar
W ,t < SoCScenar

W ,t−1

(12)

The departing EV SoC is described as (13),

SoCDep
W ,t =



0,
SoCScenar

W ,t−1 ≤ SoC
Scenar
W ,t(

SoCScenar
W ,t−1−SoC

Scenar
W ,t

)
SoCW ,t

SoCScenar
W ,t

,

SoCScenar
W ,t <SoCScenar

W ,t−1

(13)

Here, the energy stored in EVPL achieved as input displays
are denoted as SoCScenar

W ,t which is described by (14),

SoCScenar
W ,t =

∑
αEVsW ,t × SoC

EV
W ,t (14)

Here, the capacity of the EV battery is denoted as αEVsW ,t , SoC
of the EV battery is denoted as SoCEV

W ,t . The additional EV
SoC, while EV stays in EVPL, is described by (15),

SoCUp
W ,t =


0,

SoCDep
W ,t ≤ SoC

Scenar
W ,t − SoCScenar

W ,t−1

SoCDep
W ,t − SoC

Scenar
W ,t − SoCScenar

W ,t−1,

Otherwise

(15)

The amount of energy absorbed from an EV is described
by (16),

SoCDown
W ,t =


0,

SoCScenar
W ,t − SoCScenar

W ,t−1 ≤ SoC
Dep
W ,t

SoCDep
W ,t − SoC

Scenar
W ,t − SoCScenar

W ,t−1,

Otherwise

(16)

The constraint of SOC of EVPL is described as (17),∑
SoCEV

Min ≤ SoCW ,t ≤
∑

SoCEV
Max (17)
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C. MODELING OF DISTRIBUTION SYSTEM
By utilizing the energy balance equation, the proposed EVPL
should meet and maintain the integrity of distribution sys-
tems [37]–[39]. Here considered the active as well as reactive
power of the system. The purpose of the energy balance
modeling is the minimization the loss of the system. The
active power based on the power flow is described by (18),

pSub.txl,t,W + P
RES
l.t,W −

∑
m

(
p+l,m,t,W + P

−

l.m,t,W

)
+ rl,m

× i2l.m,t,W +
∑
m

(
p+l,m,t,W + P

−

l.m,t,W

)
+ ppl2gW ,t

= pdl,t + p
g2pl
W ,t (18)

Here, active powers of the branch lmwhen going downstream
and upstream is denoted as p+l,m,t,W ,P

−

l.m,t,W , Sub transmis-
sion power is denoted as pSub.txl,t,W , RES power is denoted as
PRESl.t,W , resistance is denoted as rl,m, the square of the current
flow is denoted as i2l.m,t,W . The reactive power balance of the
system is described by (19),

QSub.txl,t,W + Q
RES
l.t,W −

∑
m

(
Q+l,m,t,W + Q

−

l.m,t,W

)
+ xl,m

× i2l.m,t,W +
∑
m

(
Q+l,m,t,W + Q

−

l.m,t,W

)
+ ppl2gW ,t

= Qdl,t + p
g2pl
W ,t (19)

Here, reactive powers of branch lm when going downstream
and upstream is denoted as Q+l,m,t,W + Q

−

l.m,t,W .
The constraints of active and reactive power is described

as (20-21),

0 ≥ (p+l,m,t,W − p
−

l.m,t,W ) ≤ VNom
× iMaxl,m (20)

0 ≥ (Q+l,m,t,W − Q
−

l.m,t,W ) ≤ VNom
× iMaxl,m (21)

Here, the nominated amount of voltage is denoted as VNom

maximum transfer capacity is denoted as VNom
× iMaxl,m .

As described by the equations above, the apparent power
flow in each line does not exceed the maximum transmission
capacity. System voltage balance is described by (22),

v2l,t,W − v
2
m,t,W − z

2
l,m × i

2
l,m,t,W

− 2rl,m(p
+

l,m,t,W − p
−

l.m,t,W )

− 2xl,m(Q
+

l,m,t,W − Q
−

l.m,t,W ) = 0 (22)

Linear constraints for active and reactive power are described
as follows (23),

v2,noml,t,W × v
2
l,m,t,W

=

∑
f

(
(2F − 1)×1sl,m,F,t,W ×1pl,m,F,t,W

)
+

∑
f

(
(2F − 1)×1sl,m,F,t,W ×1Ql,m,F,t,W

)
(23)

The power flow constraints is described by (24-28),

(p+l,m,t,W − p
−

l.m,t,W ) =
∑
F

1pl,m,F,t,W (24)

(Q+l,m,t,W − Q
−

l.m,t,W ) =
∑
F

1Ql,m,F,t,W (25)

0 ≤ 1pl,m,F,t,W ≤ 1sl,m,F,t,W (26)

0 ≤ 1Ql,m,F,t,W ≤ 1sl,m,F,t,W (27)

1sl,m,F,t,W =
vnom × iMaxl,m

f
(28)

The distribution system model also includes constraints
related to voltage restrictions by v2 ≤ (vnom)2. The inequality
constraint is described by (29),

1sl,m,F,t,W =
vnom × iMaxl,m

f
(29)

D. OBJECTIVE FORMULATION
The objective function of this paper is to reduce the loss of the
system and increase the revenue of EVPL. The power loss is
shown in the following equation (30).

P∗L =
n∑

l,m=1

[
υlm(p∗l p

∗
m + Q

∗
l Q
∗
m)+ ςlm(Q

∗
l p
∗
m − p

∗
l Q
∗
m)
]
(30)

Here, p∗l and q
∗
l implicates active with reactive power injec-

tions in bus l, p∗m and Q∗m specifies active with reactive power
injections in busm, and n specifies the number of buses. There
are nine cost function is considered to increase the profit of
EVPL, which is described by (31),

ppv2plW ,t , p
pl2g
W ,t , p

g2pl
W ,t , p

Rsr
W ,t , p

Rsr,Act
W ,t ,

SoCUp
W ,t , SoC

Down
W ,t {benefit of PL}

= MAX
∑

i
πi
∑

t

{
ppl2gW ,t × γ

e
t + p

Rsr
W ,t × γ

cEV ,Rsr
W ,t

+ pr−Up,ActW ,t × γ
r−Up
t + pr−down,ActW ,t × γ r−downt

}
+ pRsr,ActW ,t × γ et + SoC

Up
W ,t × γ

tarif ,G2V
t + NPL

t

× γ
tarif ,sty
t − pg2plW ,t × γ

e
t

−

(
pRsr,ActW ,t × ζRsr + pr−UpW ,t × ζ

r−Up
+ pr−downW ,t

× ζ r−down
)
γ et × π

unvail

− pRsr,ActW ,t × γ
tarif ,V2G
t − SoCDown

W ,t × γ
tarif ,V2G
t

−

(
ppl2gW ,t + p

reg,Act
W ,t

)
× CDegr

e − pr−UpW ,t × C
Degr
Reg (31)

The first cost function depends on providing energy to the
electricity market, which means an infusion of energy con-
sidering the PL2G, which is described as (32),

In(PL1) =
∑
t

ppl2gW ,t × γ
e
t (32)

Here, the electricity cost function is denoted as γ
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The second cost function depends on participation in the
reserve market which is described as,

In(PL2) =
∑
t

pRsr,pl2gW ,t × γ
cEV ,Rsr
W ,t (33)

The third cost function depends on the probability that the
system operator will call EVPL to produce the offered reserve
which is described as (34),

In(PL3)t,W =
∑
t

pRsr,pl2gW ,t × γ Rsrt × πcall (34)

The fourth one depends on the charging process of the EV,
which means the EV batteries are charged by the EV owner,
and the charging cost is paid to PL is described. The income
is represented as (35),

In(PL4)t,W =
∑
t

(
ppv2plW ,t + p

g2pl
W ,t

)
× γ

tarif ,G2V
t (35)

Here charging tariff of G2Vis denoted as γ tarif ,G2Vt .
Income obtained from regulation up/ down the phase in

the regulatory market is described in the five and sixth
incomes (36-37).

In(PL5)t,W =
∑
t

preg,pl2gW ,t × γ
cEV ,r−Up
t (36)

In(PL6)t,W =
∑
t

preg,g2plW ,t × γ
cEV ,r−Down
t (37)

Here, capacity payment regulation up market is denoted
as γ c

EV ,r−Up
t , capacity payment regulation down market is

denoted as γ c
EV ,r−Down

t . The benefit obtained at EVPL usage
tariff is defined in the 7th income. That means the owner pay
to PL for parking in the EVPL (38).

In(PL7)t,W =
∑
t

NPL
t × γ

tarif ,sty
t (38)

Here, the number of EV in EVPL is denoted as NPL
t , average

usage tariff is denoted as γ tarif ,styt .
Probability of call through the system operator to create

regulation in the offered manner as described in 8th and 9th

income which is described by (39-40),

In(PL8)t,W =
∑
t

preg,g2plW ,t × γ r−downt × πcall (39)

In(PL9)t,W =
∑
t

preg,pl2gW ,t × γ
r−up
t × πcall (40)

Consider the cost of the system is also nine terms such as
degradation of EV cost, energy buy from the grid, payment
of EV owner cost, penalty payable by EVPL, cost of dis-
charge of batteries while participating in the reserve mar-
ket [40]–[43], cost because of the V2G mode degradation of
batteries in energy and regulatory market, lack of EVPL to
deliver the energy offered in the regulatory market. Degrada-
tion of EVs battery because of the V2G functionality in the
reserve market is described by (41),

(CPL1)t,W =
∑
t

pRsr,pl2gW ,t × CDegr
e × πUnvail (41)

The buying energy from the grid means the transmission of
energy from the grid to PL is described by (42),

(CPL2)t,W =
∑
t

pg2plW ,t × γ
e
t (42)

Participating in V2G mode pays the EV owner for discharg-
ing EV batteries is described in the third cost function which
describes by (42),

(CPL3)t,W =
∑
t

ppl2gW ,t × γ
tariff .G2V
t (43)

The offered reserves are not delivered due to the unavailabil-
ity of EVPL’s. When the offered reserves are not delivered by
the EVPL then it undergoes the penalty cost. It is described
by (44),

(CPL4)t,W =
∑
t

pRsr .pl2gW ,t ×ζRsr × FPLOR × γ
cEV ,Rsr
t × πUnvail

(44)

Here, EVPL forced outage rate is denoted as FPLOR. Describes
the cost of discharging the batteries while participating in the
reserve market required for the grid system operator by (45),

(CPL5)t,W =
∑
t

pRsr .pl2gW ,t × γ
tariff ,G2V
t × πUnvail (45)

Because of the V2G mode, degradation of batteries in
energy and the regulatory market dependent cost is described
by (46-47),

(CPL6)t,W =
∑
t

ppl2gW ,t × C
Degr
e (46)

(CPL7)t,W =
∑
t

preg.pl2gW ,t × Creg
e (47)

Here, the degradation cost of EV batteries due to the operation
of the energymarket is denoted asCDegr

e ; the degradation cost
of EV batteries due to the operation of regulation V2G mode
is denoted as Creg

e .
The unavailability of EVPL to deliver the energy supplied

in the regulatory market depends on the last 2 cost functions.
If EVPL offer regulations are unavailability then it has the
penalty cost, which is described by (48-49),

(CPL8)t,W =
∑
t

preg.pl2gW ,t × ζ r−Up × πUnvail×FPLOR

× γ et (48)

(CPL9)t,W =
∑
t

preg.pl2gW ,t × ζ r−down

×πUnvail × FPLOR × γ
e
t (49)

IV. LOSS REDUCTION AND PROFITINGENHANCEMENT OF
EVPL USING THE PROPOSED MAOWHO APPROACH
The proposed EVPL model is utilized the hybrid MAOWHO
Approach. it is the combined execution of MAO and WHO.
The major purposes of the proposed approach are site and
sizing of EVPL and improving the benefit of EVPL for the
participation of the reserve market. The proposed approaches
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investigate the energymarket problems, EVPL characteristics
depend on input data such as transportation patterns and
energy market prices. EVPL’s profit is maximized by the
utilization of EVPL by the owner’s contracts of the EVs,
which are interconnected between revenues. The distribution
system supplies power to existing EVPL charging stations
in various locations. EVs are connected to a power supply
system for charging/discharging EVs through charging sta-
tions. Based on the uncertainty associated with the weather
conditions, various PV power generation scenarios are con-
structed. The proposed approach is to determine the output
of energy such as V2G, G2V, revenue, and EVSPL operating
costs. The MAOWHO approach considers parameters such
as weather conditions and owners’ uncertainty tables for
EVs. Furthermore, it provides an optimal strategy for EVSPL
implementation, taking into account the perspective of the
owners of the EVs and the EVSPL operator, as well as for the
convenience of the owner of EVs, it increases the profitability
of providing services to the grid. A detailed description of the
proposed approach is given below.

A. MEXICAN AXOLOTL OPTIMIZATION ALGORITHM
BASED LOSS REDUCTION
The MAO algorithm is the metaheuristic algorithm inspired
by the life of the axolotl [44]. It is inspired by the birth,
breeding, and restoration of the tissues of the axolotls, as well
as the way they live in the aquatic environment. As axolotls
are sexed creatures, the population is divided into males
and females. Also, consider the ability of axolotls to alter
their color, and we consider they alter their body parts’
color to camouflage them and avoid predators. The MAO
algorithm operates in four iterative stages, defined by the
TIRA acronym: Transition from larvae to the adult state,
Injury and restoration, Reproduction, and Assortment. In this
paper, the loss is minimized by the algorithm for maximum
power extraction and increases the efficiency of the proposed
system. The step-by-step process is described below.

1) STEP 1: INITIALIZATION
Initialize the size, female population, male population,
damage probability, regeneration probability, differential
constant, tournament size, termination criteria.

2) STEP 2: RANDOM GENERATION
Generate the population in a random manner

3) STEP 3: FITNESS CALCULATION
It is based on the objective function, in which the loss of the
system is minimized (50).

Fc = Min
(
P∗L
)

(50)

4) STEP 4: CLASSIFICATION OF MALE FEMALE POPULATION
The individuals are assigned as male and female due to
axolotls developing according to their sex, and two subpopu-
lations are obtained.

FIGURE 2. Flow chart of proposed Mao approach.

5) STEP 5: TRANSITION FROM LARVAE TO ADULT STATE
Then, the Transition from larvae to adult begins. Male indi-
viduals will transition inwater, from larvae to adult, by adjust-
ing their body parts ‘color towards the male who is best
adapted to the environment.

In this stage, choose the best male and female axolotls
based on the objective function

Find the inverse probability of transition for male and
female (51)

p(M ,F)j =
Obj(Mj,Fj)∑
Obj(Mj,Fj)

(51)

• Update the male and female populations
If the probability value of males is greater than the random
value then update the male population by (52),

Mji = Mji +Mbest,i −Mji ∗ α (52)

Otherwise, Change the body color of male axolotl by (53),

Mji = Mini +Maxi −Maxj ∗ Ri (53)

Here, Transition parameter is represented as α, male axolotl
is denoted asMj, random number as Ri
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FIGURE 3. Formation of horse groups tailored to the initial population.

If the probability value of female is less than the random
value then update the female population by (54),

Fji = Fji + Fbest,i − Fji ∗ α (54)

Otherwise find the coloured axolotl value (55),

Fji = Mini + (Maxi −Maxi) ∗ Ri (55)

Through this calculation update the best value of male and
female.

6) STEP 6: PROCESS OF INJURY AND RESTORATION
Whenmoving the axolotls into the water, they can be prone to
accidents and injuries it is the injury stage of axolotls. When
the probability is damaged then, its part is lost. Then go to the
regeneration process which is described as (56)

P̄ji = Mini + (Maxi −Maxi) ∗ Ri (56)

7) STEP 7: PROCESS OF REPRODUCTION AND
ASSORTMENT
The male lays the sperm and the female collects them Gloca
to put them in her sperm. Assume it lays two eggs. After
hatching the eggs, then starts the assortment process. If the
young larva is best then it is replaced in the best position.

8) STEP 8: CHECK THE STOPPING CRITERIA
If terminations criteria are satisfied then find the optimal
solution otherwise go to step 3.

B. WILD HORSE OPTIMIZER BASED MAXIMIZATION OF
PROFIT OF EVPL
The wild horse is a species of the genus Equus, which
includes as subspecies the modern domesticated horse as well

as the undomesticated European wild horse, and the endan-
gered Przewalski’s horse [45]. Fig. 3 shows the Formation of
horse groups tailored to the initial population.

1) STEP 1: INITIALIZATION
Initialize the input parameters like arrival/departure time,
EV battery capacity, SoC, electricity tariff, parking utility
tariff and energy price in the electricity market, reserve
price, and regulatory price up/down, iteration demandEVPL
numbers.

2) STEP 2: RANDOM GENERATION
Randomly generate the initialized parameter in the matrix
form

Y =


f1
[
cd11 (t) cd12 (t) . . . cd1m (t)

]
f2
[
cd21 (t) cd22 (t) . . . cd2m (t)

]
...

...

fn
[
cdn1 (t) cdn2 (t) . . . cdnm(t)

]

 (57)

3) STEP 3: FITNESS EVALUATION
The fitness is chosen based on the objective function

F(t) = Min(C)+MAx(Pr ofit PL) (58)

Here, C indicate as the addition of degradation of EV cost,
energy buy from the grid, payment of EV owner cost, penalty
payable by EVPL, cost of discharge of batteries while partic-
ipating in the reserve market, cost because of the V2G mode
degradation of batteries in energy and regulatory market,
lack of EVPL to deliver the energy offered in the regulatory
market.

4) STEP 4: GRAZING BEHAVIOR
As mentioned in the previous section, foals generally spend
most of their time grazing around their company. To practice
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FIGURE 4. Flow chart of wild horse optimization.

FIGURE 5. Analysis of load with different periods.

grazing behavior, remember that the stallion must be the
center of the grazing area, and the individuals of the company
are looking for the center (grazing).

5) STEP 5: HORSE MATING BEHAVIOR
One of the most precise behaviors of horses, when compared
to different animals, is the behavior of isolating foals andmat-
ing. Foals leave the institution earlier than achieving puberty,
male foals be a part of the institution of unmarried horses,
and lady foals be a part of some other own circle of relatives
institution to attain puberty and locate their mate.

6) STEP 6: GROUP LEADERSHIP
The institution chief ought to lead the institution to an
appropriate place. We remember this appropriate place to be
the water hollow. The institution ought to circulate in the
direction of this water hollow. Other businesses circulate in
an equal manner in the direction of the water hollow. The
leadership is competing for this water hollow as the domi-
nant institution utilizes this water hollow, different businesses
aren’t allowed to apply the water hollow till the domination
institution actions away.
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FIGURE 6. Analysis of prices of electricity market in winter (A) Energy price (B) Reserve price (C) Capacity payment.

FIGURE 7. Analysis of prices of electricity market in summer (A) Energy price (B) Reserve price (C) Capacity payment.

7) STEP 7: EXCHANGE AND CHOICE OF LEADERS
First, the leadership must be randomly selected keeping in
mind the randomness of the algorithm. In the later levels

of the algorithm, leadership is primarily purely dependent
on health. If one of the institution participants is healthier
than the institution chief, the chief location and its members
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will change. Fig. 4 shows the flow chart of the proposed
WHO approach.

V. RESULTS AND DISCUSSIONS
In this manuscript, describe the performance of the proposed
MAOWHO based on the simulation outcome. To increase the
profit, and reduce the loss, the cost in this paper proposed a
hybrid MAOWHO approach. The proposed approach is sim-
ulated in MATLAB Simulink Platform and the performance
of the proposed approach is analyzed under three scenarios
Without PV generation on both summer and winter seasons,
PV on a winter day, PV on a summer day. The capacity pay-
ment was also analyzed. The cases with and without capacity
payment are considered for the analysis of the proposed
system. Finally, the proposed approach is compared to the
existing approach. Parameters of the MAO-WHO Approach
are tabulated in Table 1.

TABLE 1. Parameters of the MAO-WHO approach.

Analysis of load with different periods is shown in Fig.5.
Here the load is analyzed under three different periods like
valley-period (2 to 8h), off-peak period (16 to 18 h and
23 to 1 h), and peak period (9 to 15 h, 19 to 22 h). In the
valley period, the load varies up to 1200 kW, and during the
peak hours the load is varied up to 1600 kW and in the off-
peak periods, the load is varied up to 1400 kW. Analysis of
prices of the electricity market in winter is shown in Fig.6.
Subplot 6(a) shows the energy price. The energy price starts
at 0.05 e/kWh, then it decreased to reach 0.04 e/kWh at 6 h.
After the price is increased to 0.054e/kWh at 9h and it slowly
reduced to 0.0455e/kWh at 17 h. Again the price is increased
to 0.054 e/kWh at 21 h, then reduced to 0.044 at 24 h.
Subplot 6(b) shows the reserve price. Here, the price is varied
from 0.0155 e/kWh in the first hour. Then it reduced and
varied from time to time. Subplot 6 (c) displays the capacity
of payment. The capacity of payment starts at 1∗10−3e/kWh
at 1h. The price is increased at 9 to 20 h. At 12 h, the capacity
payment is 5∗10−3e/kWh and At 20 h, the capacity payment
is 5.8∗10−3e/kWh. The reserve price is varying from hour to
hour.

FIGURE 8. Analysis of arrival time of EVS in Pl.

FIGURE 9. Analysis of departure time of EVS in Pl.

Analysis of prices of the electricity market in winter is
shown in Fig.7. Subplot 7(a) shows the energy price. The
energy price starts at 0.039 e/kWh, then it decreased to
reach 0.033 e/kWh at 6 h. After the price is increased to
0.0455 e/kWh at 14 h and it slowly reduced to 0.0415e/kWh
at 21 h. Again the price is increased to 0.043 e/kWh at 22 h,
then reduced to 0.039e/kWh at 24 h. Subplot 7(b) shows the
reserve price. Here, the price is varied from 0.013 e/kWh in
the first hour. Then it increased to 0.019e/kWh in 3rd hour.
Then it reduced to 0.012 0.013 e/kWh at 5th hour and it
constant to 0.019e/kWh from 9 to 18 h. Again it reduced to
0.008 e/kWh at 20th h. Again it increased to 0.019 e/kWh
at 21h. Subplot 7(c) displays the capacity of payment. The
capacity of payment starts at 1∗10−3e/kWh at 1 to 3h. The
price is increased from 8 to 14 h. At 13 h, the capacity
of payment is 6∗10−3e/kWh and At 19 h, the capacity of
payment is 4.9∗10−3e/kWh.
Analysis of the arrival time of EVs in PL is displayed

in Fig.8. The arrival count of EV is high at the period of
16 to 20 h and the 21 to 22h. Analysis of the departure time
of EVs in PL is displayed in Fig.9. Analysis of PV power
output during the winter season as well as summer season
is displayed in Fig.10. Subplot 10(a) displays winter season
PV power. From 1 to 8 h, the PV power is zero. From 9 h
onwards, the PV power is increased and it reaches 16 kW
at 14 h. After 14 h, the PV power is gradually decreased to
reach 0 at 18 h. Subplot 10(b) displays the summer season
PV power. From 1 to 5 h, the PV power is zero. From 6 h
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FIGURE 10. Analysis of PV power at (A) Winter (B) Summer.

FIGURE 11. Analysis of number of parked EVS (A) Winter (B) Summer.

FIGURE 12. Analysis of SOC of EVPL (A) PV in winter (B) PV in summer.

onwards, the PV power is increased and it reaches 21 kW at
14 h. After 14 h, the PV power is gradually decreased to reach
0 at 20 h.

Analysis of several parked EVs during the summer and
winter seasons are shown in Fig. 11. Subplot 11(a) displays
the number of parked EVs in winter. The number of parked
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FIGURE 13. Analysis of various EVPL profits.

FIGURE 14. Analysis of income from EV Charging (A) PV in winter (B) PV in summer.

FIGURE 15. Analysis of cost breakdown of EVPL without capacity payment.

EVs at 1 to 6 hours is zero, at 6 h onwards, it is increasing
from 1. The number of parked EVs is 70 at 11h, and then it
increased to 105 at 16 h. Then it decreased to reach 10 at 21 h.

Subplot 11(b) displays the number of parked EVs in summer.
From the winter season, it has slight variations. Analysis of
SOC of EVPL in winter and summer seasons is displayed
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FIGURE 16. Analysis of EVPLSOC with capacity payment (A) Winter (B) Summer.

FIGURE 17. Analysis of cost breakdown of EVPL with capacity payment.

in Fig. 12. The SOCof EVPL in thewinter season is displayed
in Fig. 12(a). Inthe winter season, the SOC is 50 at 7 h, and
it increased to reach 600 Wh. After it reduced and increased
to reach 800 Wh and it reduced Again increased to 1600 Wh
at 16 h. Then SOC of EVPL is reduced to 200 Wh at 21h.

The SOC of EVPL in the summer season is shown in
Fig. 12(b). In the summer season, the SOC is 50 at 7 h, and
it increased to reach 1700 kWh at 12 h. After it reduced
gradually to reach 200 Wh at 21h. Analysis of various EVPL
profits is displayed in Fig. 13. Without PV in the winter and
summer season income from the electricity market is 60 e,
50 e. With PV in the winter and summer seasons income
from the electricity market is 60 e, 50 e. Without PV in
the winter and summer season income from EV charging is
360 e, 365 e. With PV in the winter and summer season
income from EV charging is 370 e, 375 e. The income from
delivery regulation and down is around 2 to 6 e. Without PV
in the winter and summer season income from expected profit
is 560 e, 565 e. With PV in the winter and summer season

income expected is 565 e, 570 e. Do not treat income
from EVs utility charges as EVSPL. From this result, it is
concluded that PV in winter is one of the most lucrative for
EVPL, while the winter baseline is the minimum profitable
environment. Considering the resulting revenue in the elec-
tricity market, the display of PV in winter provides higher
returns.

Analysis of income from EV charging with PV in the
winter and summer seasons is displayed in Fig. 14. The high
income in winter is 85 e and the PV in summer, the high
income is 70e. Analysis of the cost breakdown of EVPL
without capacity payment is shown in Fig. 15. Without PV
in the winter and summer season income from buying energy
is 70 e, 60 e. With PV in the winter and summer season
income from buying energy is 65 e, 60 e. Without PV in the
winter and summer season income from discharging is 270 e,
270 e. With PV in the winter and summer season income
from discharging is 270 e, 280 e. Income from degradation
is 60 e in all cases. The total cost Without PV in the winter
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FIGURE 18. Analysis of cost breakdown of EVPL with capacity payment under delivery offered and expected
profit.

FIGURE 19. Analysis of the EVPL’S hourly penalty cost for not generating the energy provided (a) regulatory-up (b) regulatory-down.

and summer seasons is 400 e, 380e. The total cost With PV
in the winter and summer seasons is 390 e, 400e.
Themain goal is the high cost associatedwith the discharge

charges of EVs. Due to the high level of PV power generation,
the most expensive electric vehicles in the electricity market
are discharged in the early morning and evening hours. There
is a perfect change in grid purchasing energy. Analysis of
EVPL SOC with capacity payment in summer and winter
seasons is displayed in Fig. 16. Subplot 16(a) shows the SOC
of EVPL in winter. The SOC of EVPL is zero at 0 to 6 h. Then
the SOC is increased and reaches the maximum of 1600 kWh
and it decreased to zero at 22 h. In the summer season shows
subplot 16(b), SOC of EVPL high value is 1500 kWh.

Analysis of cost breakdown of EVPL with capacity pay-
ment under without and with PV in winter is shown in Fig. 17.
Without PV in thewinter and summer season income from the
electricity market is 30 e and 0. With PV in the winter and
summer season income from the electricity market is 30 e,
0 e. Without PV in the winter and summer seasons income

from EV charging is 180 e and 0. With PV in the winter and
summer season income from EV charging is 175 e, 25 e.
Without PV in the winter and summer season income from
regulation up participation is 25 e and 70. With PV in winter
and summer season income from regulation up participation
is 20 e, 75 e. Without PV in the winter and summer season
income from regulation down participation is 150 e and
170e. With PV in winter and summer seasons income from
regulation up participation is 150 e and 170e.

Analysis of the cost breakdown of EVPL with capacity
payment under-delivery offered and expected profit is shown
in Fig. 18. Without PV in the winter and summer season
income from delivery offered regulation up participation is
5e, 5 e. With PV in winter and summer season income
from delivery offered regulation up participation is 5e, 5 e.
Without PV in the winter and summer season income from
delivery offered regulation down participation is 2e, 1 e.
With PV in winter and summer season income from expected
is 700e, 750e. Without PV in the winter and summer season
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FIGURE 20. Analysis of EVPL’S reserve market participation in considering the increase in capacity payments (A) Without PV in winter (B) with PV in winter.

FIGURE 21. Analysis of EVPL’s reserve market participation in considering the increase in capacity payments (A) Without PV in summer (B) With PV in
summer.

FIGURE 22. Comparison of proposed and existing approach expected profit.

income from delivery offered expected is 700 e, 750 e.
From this analysis, it is concluded that the PV with summer
is balanced one than the other cases. Analysis of EVPL’s
hourly penalty cost did not generate the energy provided
(a) Regulatory-up and (b) Regulatory -down is shown in

Fig. 19. The penalty cost is high for the PV in winter Anal-
ysis of EVPL’s reserve market participation in considering
the increase in capacity payments (a) Without PV in winter
(b)With PV in winter is displayed in Fig.20. Its peak power is
350 kW. Analysis of EVPL’s reserve market participation in
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considering the increase in capacity payments (a)Without PV
in summer (b) With PV in summer is shown in Fig. 21. From
Fig. 21, it is concluded without PV in summer power and PV
in summer power are considered the same. Fig. 22 shows the
comparison of the proposed and existing approach expected
profit. The profit of the proposed approach underWithout PV
in winter is 850 e. The existing approach like SMO, CGO,
and SBLA profit becomes 700 e, 750 e, and 790 e. In all
the scenarios the proposed approach profit is high than the
existing is proved in Fig. 22.

VI. CONCLUSION
In this manuscript, a hybrid MAOWHO approach for locat-
ing and sizing of EVCSs optimally as well as managing
the vehicle charging process. The proposed approach is the
joint operation of MAO and WHO. The major aim of the
MAOWHO approach is to maximize the profit of EVPL and
reduces the cost of the EV user. The proposed approach con-
siders the demand of the load and the uncertainty of PV. Using
the MATLAB Simulink platform the proposed approach is
implemented. The proposed approach is analyzed under three
scenarios Without PV in summer and winter, With PV in
summer, and With PV in winter. Then the proposed approach
analyzes the nine varieties of costs and income of the system.
The MAOWHO approach enhances EVSPL’s participation
in many energy and ancillary service markets, including the
effects of capacity payments. The benefit of EVPL is obtained
using the proposed approach and the proposed approach per-
formance is high than the existing approach as proved by the
comparison outcome.
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Abstract: In this paper, a combined approach of Principal Component Analysis (PCA)‐based Ex‐

treme Learning Machine (ELM) for boiler output forecasting in a thermal power plant is presented. 

The  input used  for  this prediction model  is  taken  from  the boiler unit of  the Yermarus Thermal 

Power Station (YTPS), India. Calculation of the accurate electrical output of a boiler in an operating 

system requires  the knowledge of hundreds of operating parameters. The dimensionality of  the 

input dataset is reduced by applying principal component analysis using IBM@SPSS Software. In 

the process of principal component analysis, a dataset of 232 parameters  is standardized  into 16 

principal components. The total dataset collected is divided into training and testing datasets. The 

extreme learning machine is designed for various activation functions and the number of neurons. 

Sigmoid and hyperbolic  tangent activation  functions are  studied here.  Its generalization perfor‐

mance is examined in terms of the Mean Square Error  (MSE), Mean Absolute Error  (MAE), Root 

Mean  Square  (RMSE),  and Mean Absolute  Percentage  Error  (MAPE). ELM and PCA–ELM are 

compared. In both the ELM and PCA–ELM models, when the extreme learning machine was de‐

signed with a sigmoid activation function with 100 nodes in the hidden layer, RMSE was 5.026 and 

4.730, respectively. Therefore, the developed combined approach of PCA–ELM proved as a prom‐

ising technique in forecasting with reduced errors and reduced time. 

Keywords: extreme  learning machine (ELM); principal component analysis (PCA); boiler output 

forecasting; activation function; hidden neurons; sigmoid function 

 

1. Introduction 

The growing decentralization and digitization of the power industry is driving the 

relevance of artificial  intelligence and data analysis  in particular. Today’s data science 

studies include a wide range of topics along the value chain, from generation and trade 

through transmission, distribution, and consumption. Diverse applications and different 

methodologies, such as various types of artificial neural networks, have also been stud‐

ied. From the applications of data analysis, it can be used in four ways: 
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 Forecasting and Prediction. 

 Monitoring and Controlling. 

 Clustering. 

 Others [1]. 

Any industrial growth story includes the thermal power industry. However, it now 

functions in a complicated context characterized by significant unpredictability in oper‐

ational circumstances such as grid changes, a competitive market  (alternative sources), 

fuel  input, regulatory constraints, and changing staff. This creates a difficult operating 

environment and reduces plant profitability. Bhangu [2] proposed that with a greater rate 

of growth, more maintenance is required, and a complete availability analysis will aid in 

identifying  components  that  are  primarily  responsible  for  low  availability.  It  can  be 

useful in the installation of future power plants. It is critical for the efficient and economic 

operation of a power plant to properly anticipate the full load electrical power output of a 

base  load power plant.  It  is useful  for getting  the most money out of  the available  re‐

sources. In contrast to earlier research publications that explored data analytics in power 

plants and their components, Tüfekci [3] made a comparison study on multiple machine 

learning  (ML) algorithms  for predicting combined cycle power plant  (CCPP)  full  load 

electrical power outputs. The prediction was done for the same using the Genetic Algo‐

rithm by Lorencin [4]. When the supplied findings were examined, artificial neural net‐

works have much greater Root Mean Squared Error  (RMSE) than other approaches, in‐

cluding  basic  regression  functions.  For  a  proper  system  analysis  utilizing  thermody‐

namical approaches, a significant number of assumptions are necessary, such that these 

assumptions account for the unpredictability of the outcome. Without these assumptions, 

a  thermo‐dynamical  analysis  of  a  real‐world  application would demand  hundreds  of 

nonlinear equations, the solution to which would either be impossible or would take too 

much  time and effort. So, Kesgin  [5] highlighted  that machine  learning algorithms are 

increasingly being used  as  an  alternative  to  thermo‐dynamical  approaches  to  analyze 

systems with unpredictable input and output patterns to overcome this barrier. As a re‐

sult, when considering a machine  learning approach  for predicting output  in a power 

plant, various algorithms or methods can be used, but selecting  the most efficient and 

appropriate method is critical. In [6], a hybrid Machine Learning algorithm for the pre‐

diction of  landslide displacement was proposed.  It was  implemented  for Shuping and 

Baishuihe  landslides  to calculate  the hyperparameters. Ref.  [7] demonstrates a support 

Vector Machine for the prediction of seepage‐driven landslides. 

As power plant equipment is complicated and difficult to predict precisely, Yuliang 

Dong [8] proposed an artificial neural network for condition prediction that was devel‐

oped using principal component analysis (PCA). Author Wang Feiin [9] demonstrated a 

viable  prediction model  of  power  for  grid‐connected  solar  plants  based  on  artificial 

neural networks. This neural model gives the hourly prediction value of power in steps, 

using the input vector as well as the past power value and other impact elements. In [10], 

R Mei proposed a new network model which consists of Elman Neural Networks (ENN) 

and principal component analysis (PCA). This prediction model helped to improve the 

wind power usage while also developing the stability and safety of the plant. A two‐stage 

neural network using an Elman  recurrent neural network and BP neural network was 

developed  by L. Ma  [11]  to predict  typical values  of  fault  feature variables  and  fault 

types.  To  anticipate  short‐term wind  power, Gang Chen  [12]  developed  a  prediction 

model based on a convolutional neural network (CNN) and genetic algorithm (GA) wind 

power prediction model for the development of wind power generation and the research 

status of wind power prediction technology. 

Different prediction methods such as logistic regression, rule‐based method, simple 

Bayesian  classifier,  artificial  neural  network method,  k‐nearest  neighbor method  [13], 

decision tree, support vector machine [14], and extreme learning machine (ELM) [15–18] 

can be used. 
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Zhou [15] found out that for small‐ to medium‐sized training data, the user can se‐

lect  to utilize a method based on  the  training data’s  size  (complexity of  calculation  is 

dependent on the amount of training data) or hidden nodes’ size (complexity of compu‐

tation is based on the number of hidden nodes). The dimensionality of the mapped space 

is determined by  the number of hidden nodes.  In general,  the more  sophisticated  the 

training examples are, the more hidden nodes are needed to train a generalized model to 

estimate  the  target  functions  for a  large data  issue. When dealing with highly big and 

complicated training datasets, this causes challenges for ELM. Huang [16] found that due 

to the enormous number of hidden nodes required, the ELM network is quite massive, 

and the computing process becomes very expensive. 

Huang [17] discussed the ELM method, which can be utilized to directly train neural 

networks  using  threshold  functions. Many  academics  have  lately  researched  extreme 

learning machines (ELM) as a sort of generalized single‐hidden‐layer feed‐forward net‐

work  in  theory  and  applications. ELM’s  hidden  node  parameters  (input weights  and 

hidden layer biases) are generated at random, and the output weights are then computed 

analytically using the generalized inverse approach. An ELM‐based equality‐constrained 

optimization approach with two solutions for different training data sizes was illustrat‐

ed. 

However, out of all these methods, Tan [19] proposed ELM. It  is more efficient as 

ELM has a swift learning rate. ELM was applied to find out the correlation between op‐

erational parameters and nitrogen oxide emissions of the boiler. Results illustrated that 

the ELM model was  shown  to be more  exact  and quicker  than  the  common  artificial 

neural network and support vector regression models in modeling nitrogen oxide emis‐

sions. 

In [20], the power flow, active power, and reactive power models of electric springs 

to  regulate  voltage were  replaced  by  three data‐driven models  based  on  the  extreme 

learning machine (ELM). To develop the final control strategies, an ELM‐based control 

model was provided.  In  [21], an extreme  learning machine  (ELM) artificial neural net‐

work and four eddy current sensors were used to develop a measuring technique for the 

rotation angle of the spherical joint. The developed prototype showed measurement ac‐

curacy as well as offered a high‐precision measuring approach. Through the determina‐

tion of the picture coordinates of ripe fruits and fruit trees, the extreme learning machine 

algorithm was incorporated into the agricultural equipment navigation system, together 

with the BP neural network algorithm in [22], to accomplish the speedy navigation of the 

operation of agricultural machinery. The test findings reveal that employing the extreme 

learning machine, which  can match  the  design  criteria  of  contemporary  agricultural 

machinery and equipment, has enhanced picking efficiency and accuracy significantly. 

The  authors  addressed  accurate  Maximum  Power  Point  Tracking  (MPPT)  for 

PV‐based Distributed Generation  (DG)  in  [23] using an error‐optimized  (via  Improved 

Water Cycle) Extreme Learning Machine with Ridge Regression (IWC–ELMRR). The ef‐

fectiveness of the suggested method is demonstrated by an improved Error‐MPP profile 

and decreased dynamic oscillation at the DG (Distributed Generation) coupling bus. In 

[24],  an  extreme  learning machine  (ELM) with Neural Networks was  incorporated  in 

Cooperative Spectrum Sensing  (CSS)  for cognitive radio networks  (CRN)  for detecting 

false alarms. The findings show that the NN–ELM approach offers a superior balance of 

training duration  and detection performance. The overfitting  issue  raised  in  the ELM 

approach was overcome in [25]. It combines bound optimization theory with Variational 

Bayesian (VB) inference to create new L1 norm‐based ELMs. It exhibited the best predic‐

tion performance on the testing dataset. 

To reduce the memory and complicated data  issues, principal component analysis 

(PCA) is employed on complex datasets. To understand the PCA in its raw form and its 

applications, the paper written by Sidharth et al. [26] is helpful as it contains a detailed 

explanation of  the step‐by‐step procedure of  the PCA with an explanation.  In [26], au‐

thors defined PCA as a multivariate approach for analyzing a data set in which observa‐
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tions are characterized by numerous  inter‐correlated quantitative dependent variables. 

Its purpose is to extract key information from statistical data and express it as a set of new 

orthogonal  variables  known  as  principal  components.  The  application  of  PCA  was 

mostly found in image processing, so some extensions are known as 2DPCA and modu‐

lar PCA are developed that are better than PCA in terms of their accuracy in feature ex‐

traction  and  facial  recognition,  respectively  [27,28]. A  comparison between  ICA  (Indi‐

vidual Component Analysis) and PCA  is performed  in terms of facial recognition [29]. 

The application of PCA  for  its very purpose,  i.e.,  to reduce dimensions of data,  is per‐

formed on bio‐medical data [30]. PCA can also be used in power plants for fault detection 

and identification [31]. Ref. [32] shows that the application of PCA to detect faults in su‐

perheaters using  the  temperature data  from  tubes  is successful, and an extended PCA 

method known as Kernel PCA works better  for non‐linear data. PCA and wavelet ap‐

proaches were combined  in  [33] and extended  for  fault analysis  in electrical machines. 

The other capability of PCA  is an estimation. Ref. [34]  is an example of estimating sag 

from data obtained from 17 sub‐stations. 

The method has been used in various fields such as image processing [25], medical 

[30], in which PCA had been used both as a reduction method and a data filter, chemical 

processing [31], and facial recognition [26–36]. 

Castaño suggested that the PCA–ELM algorithm in [37] train any SLFN with hidden 

nodes that has linear activation functions. With the information acquired via PCA on the 

training dataset, it calculates the hidden node parameters. The network structure can be 

simplified in this way to enhance prediction precision. Miao [38] found that the rationale 

for combining PCA and ELM is to make use of the two algorithms’ strengths, such that 

the combined method has the neural network’s stability and learning capacity while re‐

ducing the input neurons’ complexity. The applications of a PCA–ELM‐based prediction 

model in different domains are: 

Ji in [39] used the PCA–ELM network model to predict the blast furnace gas utiliza‐

tion rate to optimize the operation of a blast furnace. Yuan [40] suggested the usage of 

terahertz time‐domain technology  in conjunction with the PCA–GA–ELM model to as‐

sess the thickness of TBCs. The research by Sun [41] offered a unique hybrid model that 

combines principal component analysis  (PCA) and a regularized extreme  learning ma‐

chine (RELM) to predict carbon dioxide emissions in China from 1978 to 2014. 

To recapitulate the novelty of the work in this paper, the idea is to investigate the 

prediction of boiler output power  in a  thermal power plant using an extreme  learning 

machine. Calculation of the electrical output of a boiler in the operating system requires 

the knowledge of 232 operating parameters. To reduce the dimensionality of the  input 

dataset, principal component analysis is performed. Finally, an extreme learning machine 

is  established  to  predict  the  boiler  output  power, whose  inputs  are  the  16  principal 

components. To validate the effectiveness of the combined approach of PCA–ELM, it is 

compared with ELM in testing accuracy and simulation time. Further, the ELM model is 

designed with various activation functions, and the number of hidden neurons and the 

results for simulation time and testing accuracy are compared. From earlier statements, 

the following hypotheses can be levied: 

i. to investigate the prediction of boiler output power in a thermal power plant using 

an extreme learning machine 

ii. to reduce the dimensionality of  the  input dataset by performing principal compo‐

nent analysis 

iii. to validate the effectiveness of the combined approach of PCA–ELM over ELM and 

iv. to determine  the simulation  time and  testing accuracy of PCA–ELM designed  for 

various ELM network architectures. 
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2. Methodology 

2.1. Extreme Learning Machine 

To  answer huge and  complicated data  issues using ELM without  running out of 

memory, the network size should be kept minimal while maintaining acceptable gener‐

alization accuracy. Its architecture is shown in Figure 1. 

 

Figure 1.Extreme learning machine architecture. 

ELM Algorithm 

For  different  samples—(yr,ur),  in  which 𝑦  ൌ  ሾ𝑦ଵ,𝑦ଶ,𝑦ଷ, … … ,𝑦ሿ𝑇 ,  𝑢 ൌ
ሾ𝑢ଵ,𝑢ଶ,𝑢ଷ, … … ,𝑢௧ሿ𝑇 are  the  unified  single‐layer  feed‐forward  neural  network  con‐

taining the number of hidden layer nodes (𝑘ത) and the activation function f(x). 

∑ 𝛿𝑓ሺ𝑦ሻ ൌ  ∑ 𝛿𝑓ሺ𝑤𝑦  𝑑ሻ ൌ  𝑧௦, 𝑠 ൌ 1,2, … . 𝑘ത
ୀଵ

ത
ୀଵ m    (1)

where  𝛿 ൌ ሾ𝛿ଵ𝛿ଶ,𝛿ଷ, … … 𝛿௧ሿ்denotes  the output weights  for connecting  the  ith hid‐

den  node  and  the  output  node;  𝑤 ∗ 𝑦 denotes  the  inner  product. 𝑤 ൌ
ሾ𝑤ଵ,𝑤ଶ, … . .𝑤ሿ்denotes  the weights of  the  input  f(x), which connects  the nth hidden 

node. 𝑑  denotes the deviation of the nth hidden node; f(x) is the activation function, and 

the output of the hidden nodes is (2). 

𝑓ሺ𝑤 ,𝑑 ,𝑦ሻ ൌ 𝑓ሺ𝑤 ∗ 𝑦  𝑑ሻ  (2)

A single‐hidden‐layer feed‐forward neural network containing the number of hid‐

den layer nodes (𝑘ത) and the activation function f(r) can approximate the k samples {yr,br} 

without deviation, namely as in Equation (3). 

‖𝑧௦ െ 𝑢௦‖


௦

ൌ 0  (3)

The relationship of  𝛿𝑤 ,𝑑is given by (4): 

𝛿𝑓ሺ𝑤𝑦௦  𝑑ሻ

ത

ୀଵ

ൌ  𝑢௦, 𝑠 ൌ 1,2, … . . 𝑘  (4)

The above Formula (4) can be represented by the matrix below in (5). 

ሾ𝑣ሿሾ𝛿ሿ ൌ ሾ𝑢ሿ  (5)

where matrix (6). 
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𝑣ሺ𝑤ଵ, … . . ,𝑤ത ,𝑑ଵ … . ,𝑑ത ,𝑦ଵ, … . ,𝑦ത ሻ ൌ อ
𝑓ሺ𝑤ଵ𝑦ଵ  𝑑ଵሻ … 𝑓ሺ𝑤ത𝑦ଵ  𝑑ഥሻ

…
𝑓ሺ𝑤ଵ𝑦ே  𝑏ሻ … 𝑓ሺ𝑤ഥ𝑦ഥ𝑑ഥሻ

อ

ഥ∗ഥ

  (6)

where  𝑤ෝ ,𝑑መ𝛿መr (r = 1, 2, K) denotes the output matrix of the hidden layer (7): 

𝛿 ൌ ቮ
𝛿ଵ்

:
𝛿ഥ
்
ቮ

ഥ∗௧

𝑢 ൌ  ቮ
𝑢ଵ


:
𝑢

ቮ

∗௧

  (7)

The matrix  v  can  adjust network parameters  constantly by  solving  the  following 

minimization problem (8): 

𝑚𝑖𝑛‖𝑣𝛿 െ 𝑢‖  (8)

The traditional single‐layer feedforward network (SLFN) needs to find a set of op‐

timal parameters  𝑤ෝ ,𝑑መ𝛿መr (r = 1, 2… K) following (9): 

‖𝑣ሺ𝑤ଵ, … . . ,𝑤ത ,𝑑ଵ … . ,𝑑ത ሻ𝛿 െ 𝑢‖ ൌ 𝑚𝑖𝑛௪ෝೝ,ௗೝఋ୰
‖𝑣ሺ𝑤ଵ, … . . ,𝑤ത ,𝑑ଵ … . ,𝑑ത ሻ𝛿 െ 𝑢‖  (9)

2.2. Principal Component Analysis 

Principal component analysis is a dimensionality‐reduction technique, and its goal 

is  to minimize  the data’s dimensionality while preserving as much variety as possible 

from the original dataset. 

Steps to perform PCA are: 

(a) Data standardization 

The matrix Y is standardized using the following calculation Formula (10): 

𝑥 ൌ
𝑦 െ 𝑦ఫഥ

ඥ𝑣𝑎𝑟ሺ𝑦ሻ
  (10)

where,Y = {𝑌}, X = {Xij}, i = 1,2, 3…, n, j = 1,2,3…, p. 

𝑦ത ൌ
ଵ


∑ 𝑦

ୀଵ   and Var(𝑦) = 

ଵ

ିଵ
∑ ሺ𝑦 െ 𝑦ఫሻതതതതଶ

ୀଵ   (11)

(b) Calculating covariance matrix 

The formula for covariance concerning variance is (12) and (13). 

𝑉𝑎𝑟ሺ𝑋ሻ ൌ
∑ ሺ𝑋 െ 𝑋ᇱሻሺ𝑋 െ 𝑋ᇱሻ
ୀଵ

ሺn െ 1ሻ
  (12)

𝐶𝑜𝑣ሺ𝑋,𝑌ሻ ൌ
∑ ሺ𝑋 െ 𝑋ᇱሻሺ𝑌 െ 𝑌ᇱሻ
ୀଵ

ሺn െ 1ሻ
  (13)

where   

X’ = Arithmetic mean of data X. 

Y’ = Arithmetic mean of data Y. 

𝑛  = Number of observations. 

The Covariance matrix can be obtained as (14): 

ൌ 
𝑉𝑎𝑟ሺ𝑋ሻ 𝐶𝑜𝑣ሺ𝑥,𝑦ሻ
𝐶𝑜𝑣ሺ𝑌,𝑋ሻ 𝑉𝑎𝑟ሺ𝑌ሻ ൨  (14)

The correlation coefficient matrix R is solved as follows (15): 

𝑅 ൌ  
𝑋்𝑋
𝑛 െ 1

  (15)

(c) Eigenvalues are determined by solving 
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|ሺ𝑆 െ 𝜆𝐼ሻ| ൌ 0  (16)

Eigenvectors of  𝜆ଵ  are given below 

ሺ𝑆 െ 𝜆𝐼ሻ𝑈ଵ ൌ 0 

The eigenvalue and eigenvector of the coefficient matrix are calculated as follows: 

|𝑅 െ 𝜆𝐼| ൌ 0  (17)

The calculated eigenvector is  𝑎 ൌ ൫𝑎ଵ,𝑎ଶ,𝑎ଷ, … … .𝑎൯,𝑓𝑜𝑟 𝑖 ൌ 1,2,3 … . . ,𝑛, and the 

eigenvalue is  𝜆. Eigenvalues are sorted in descending order to obtain a set of principal 

components  𝐹, as in (18): 

𝐹 ൌ  𝑎ଵ𝑋ଵ   𝑎ଶ𝑋ଶ  𝑎ଷ𝑌ଷ ⋯… . .𝑎𝑋  (18)

(d) Choosing new components 

The principal components are determined as follows: the rate of contribution of the 

kth principal component is given as (19): 

𝜆 ቌ𝜆



ୀଵ

ቍ  (19)

The rate of the accumulating contribution of the first k principal component is given 

as (20): 

𝜆



ୀଵ

ቌ𝜆



ୀଵ

ቍ  (20)

2.3. PCA–ELM 

Figure 2 indicates the approach to the integration of PCA and ELM, which is split 

into  three  segments. Segment 1  is  the  selection of  the  input dataset. A  thermal power 

plant is built with huge machines and other equipment, where a lot of parameters will 

affect their efficiency. The efficiency of the machines and equipment affects the efficiency 

of the thermal power plant. A boiler’s efficiency is purely based on parameters such as 

the inlet steam pressure, inlet steam temperature, outlet steam pressure, and outlet steam 

temperature, etc. So, a dataset consisting of the values of these parameters is selected as 

the input data. The principal component analysis is performed in Segment 2 on the se‐

lected input data. The principal components i.e., a new dataset with reduced dimensions, 

are set as the input to ELM. Segment 3 details ELM development and execution. The new 

data obtained by Segment  2  is  further divided  into  training  and  testing datasets. The 

ELM model is simulated, and errors are calculated. 
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Figure 2. PCA–ELM Integration Approach. 

The testing accuracy of the developed model can be determined from several errors 

such as the Mean Square Error—mean of the square of the resulted error; Mean Absolute 

Error—mean of the absolute values of the error; Root Mean Square Error—square root of 

the mean square error; Mean Absolute Percentage Error—percentage value of the mean 

absolute error. For K number of samples, the actual and predicted value for each sample 

u  are  given  by  𝑦௨,𝑦ො௨,  respectively.  Then,  the  errors  are  determined  using  Equations 

(21)–(24). At last, the network model with the least errors is preferable. 

Mean Squared Error (MSE) = 
ଵ


∑ሺ𝑦௨ െ 𝑦ො௨ሻଶ  (21)

Mean Absolute Error (MAE) = 
ଵ


∑ሺ𝑦௨ െ 𝑦ො௨ሻ  (22)

Root Mean Squared Error (RMSE) =  ට
ଵ


∑ሺ𝑦௨ െ 𝑦ො௨ሻ

ଶ
  (23)

Mean Absolute Percentage Error (MAPE) = 
ଵ


∑ ቚ

௬ೠି௬ොೠ
௬ೠ

ቚ  (24)

3. Model Approach 

This research  is based on the boiler consumption at  the Yermarus Thermal Power 

Station  (YTPS)  located  in  India.  The Yermarus  Thermal  Power  Station  is  a  coal‐fired 

thermal power station  in  the Raichur district of Karnataka. The Karnataka Power Cor‐

poration owns the power facility. Bharat Heavy Electricals is the EPC contractor for this 

power project, which is India’s first 800 MW supercritical thermal power plant. The plant 

has two units in it. The installed capacity of the power plant is 1600 MW (2 × 800 MW). 

The  equipment  of  a  thermal  power  plant  has  different  operating  parameters  to 

generate  the maximum  capacity.  For  a  boiler,  the  operating  parameters  are  the  inlet 

steam pressure,  inlet  steam  temperature, outlet  steam pressure, outlet  steam  tempera‐

ture, at re‐heater, super‐heater, de‐super‐heater, air pre heater, forced draft and load, to‐

tal coal flow, total primary air flow, total secondary air flow, separated overfire air, heavy 
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fuel oil pump current, seal air fan current, Air Pre‐Heater (APH) main motor current, and 

APH standby motor current, and  the  levels of various gases are  the parameters  fed as 

inputs to perform PCA. From the widely deployed measuring devices, sensors, and re‐

corders, the boiler log is summarized. Further, data from this boiler log for January 2022 

from the Yermarus thermal power station were given as the input to the network model. 

It consists of nine coal mills. The data consist of 232 parameters and 96 samples each. 

The PCA calculation was performed on SPSS 19.0 software. Upon performing  the 

eigenvalue decomposition technique for the  input data covariance matrix, 232 parame‐

ters were  reduced  to  16 principal  components  based upon  the  covariance  factor. The 

variance of each parameter can be explained using Table 1. 

Table 1. Variance of the obtained 16 principal components. 

Component Number  Eigenvalue  % of Variance  Cumulative % 

1  75.245  32.433  32.433 

2  54.165  23.347  55.780 

3  34.359  14.810  70.590 

4  19.495  8.403  78.993 

5  11.663  5.027  84.020 

6  5.936  2.559  86.579 

7  4.683  2.018  88.597 

8  3.185  1.373  89.970 

9  2.416  1.042  91.012 

10  2.184  0.941  91.953 

11  1.697  0.731  92.685 

12  1.625  0.701  93.385 

13  1.550  0.668  94.053 

14  1.370  0.591  94.644 

15  1.252  0.540  95.184 

16  1.056  0.455  95.639 

For all the 232 variables, there will be 232 components, but the characteristics of the 

original variables will be reduced to 16 components. Key information about the 232 var‐

iables is mined from these components. The percentage of the variance of the first prin‐

cipal  component  (PC1)  is  32.433.  It  signifies  that  the  first  principal  component  has 

32.433% of the characteristics of the original data. The second principal component (PC2) 

has the second highest variance percentage of 23.347%. These 16 principal components 

form  the  inputs  to  the  input  layer of  the modeled ELM network. The modeling of  the 

ELM includes the selection of the number of hidden neurons and activation function and 

the division of data  for  training and  testing. The modeled ELM consists of one hidden 

layer, and a variety of activation functions are considered. All the data are divided into 

two parts—one part is for training, and the other for testing. The ELM model is built for 

predicting the output. First, the ELM has been trained on some samples by giving both 

inputs and outputs. After  that,  it has been  tested on some  inputs, and  the outputs ob‐

tained are compared with the original outputs in the data. 

The PC1 vs PC2 results are depicted in Figure 3. The type of activation function and 

number of hidden neurons affect the prediction capability and speed of the ELM model. 

If the accuracy and speed of the model is good, then the network model can be used for 

further greater analysis. By using SPSS, the principal components are randomly assigned 

as training samples and testing samples for different ranges of hidden nodes (i.e., 3, 30, 

50,  80,  100)  and  activation  functions  (sigmoid  and  hyperbolic  tangent)  when  the 

PCA–ELM model is stimulated and tested. 
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Figure 3.Principal component 1 vs. principal component 2. 

4. Results and Discussion 

To determine the best approach between ELM and PCA–ELM, initially, the dataset 

of 232 variables and 96 samples is standardized. Then, principal component analysis is 

performed, and the spread of the obtained components can be observed in Figure 4. The 

first 16 components have a greater percentage of the variance than the rest of the com‐

ponents, meaning all  the  characteristics of  the original dataset are present  in  those 16 

principal components. 

 

Figure 4. Scree plot explaining the spread of principal components. 

From Table 1 the percentage variance of the obtained 16 principal components is as 

follows: 32.4, 23.3, 14.8, 8.4, 5.02, 2.5, 2.01, 1.3, 1.04, 0.94, 0.73, 0.701, 0.668, 0.59, 0.54, 0.455, 

and  the cumulative contribution  rate  is 95.639%.  It signifies  that  the 16 principal com‐
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ponents  represent 95.639% of  the original dataset  characteristics. A  conventional ELM 

model using a sigmoid activation function with 50 hidden nodes is developed, and the 

original data of 232 variables is given as training and testing samples. 

In the next part of the simulation, the dimensionality of the huge input data  is re‐

duced using PCA and then integrated into ELM, continuing with the same ELM design of 

a sigmoid activation function and 50 hidden nodes. A comparison of the predictions us‐

ing both the approaches—ELM and PCA–ELM, during training and testing—consists of 

2 general parts: relative errors and training time. 

Results shown  in Table 2 highlight that the conventional ELM model takes 13 ms, 

whereas PCA–ELM takes only 2 ms. 

Table 2. ELM model and PCA–ELM integration model using a sigmoid activation function with 50 

hidden neurons. 

Parameters/Approach  ELM  PCA–ELM 

training sum of squares error  0.02  0.015 

training time (in milliseconds)  13  2 

training relative error  0.009  0.01 

the testing sum of squares error  0.05  0.023 

testing relative error    0.065  0.017 

MSE  39.932  14.711 

MAE  3.902  2.969 

MAPE  0.696  0.526 

RMSE  6.319  3.835 

More time for training and the relative errors are high compared to the PCA–ELM 

integrated model, and the cause of high‐dimensional data can be observed on a network 

model. So, the PCA–ELM integrated model has the best prediction capability and is more 

accurate  towards  training  time.  In  addition,  the ELM  and PCA–ELM models using  a 

sigmoid activation function with 100 hidden nodes are developed. From Table 3, the rel‐

ative errors and training time for both the models can be observed. 

Table 3. ELM model and PCA–ELM  integration model using a sigmoid activation function with 

100 hidden neurons. 

Parameters/Approach  ELM  PCA–ELM 

training sum of squares error  0.002  0.015 

training time (in milliseconds)  45  2 

training relative error  0.001  0.01 

testing sum of squares error  0.038  0.023 

testing relative error    0.053  0.017 

MSE  25.269  22.380 

MAE  2.726  3.626 

MAPE  0.481  0.639 

RMSE  5.026  4.730 

Now, an accurate prediction model is established, but the choice of the number of 

hidden nodes and activation  functions  is a  failing  factor. To begin, PCA–ELM models 

using a sigmoid activation function with different ranges of hidden neurons of 3, 30, 50, 

80, and 100 were created, with mean square errors of 160, 23, 14, 33, and 22 respectively. 

From Table  4,  the  results  show  that  the prediction model using  the  sigmoid  function 

should be  implemented with a high range of hidden nodes (mostly 30 or more hidden 

nodes). 
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Table 4. Sigmoid‐function‐based PCA–ELM model for a various number of hidden neurons. 

Parameter/Model  S‐3  S‐30  S‐50  S‐80  S‐100 

training sum of squares error  0.094  0.022  0.015  0.018  0.015 

training time (in milliseconds)  0  0  2  2  2 

training relative error  0.045  0.012  0.01  0.013  0.01 

testing sum of squares error  0.158  0.018  0.023  0.034  0.023 

testing relative error    0.278  0.018  0.017  0.027  0.017 

MSE  160.063  23.487  14.714  33.224  22.379 

MAE  8.0185  3.531  2.969  4.282  3.626 

MAPE  1.436  0.621  0.526  0.767  0.639 

RMSE  12.655  4.841  3.835  5.764  4.730 

PCA–ELM models  using  a  hyperbolic  tangent  activation  function with  different 

ranges of hidden neurons of 3, 30, 50, 80, and 100 are developed, and the mean square 

errors of the models are 107, 42, 61, 110, and 668, respectively. From Tables 4 and 5, in the 

case of 30 hidden nodes, the MSE is 23.487 with the sigmoid‐function‐based PCA–ELM 

model, whereas it is 42.206 with the hyperbolic‐tangent‐function‐based PCA–ELM mod‐

el. In the case of 100 hidden neurons, the MSE is 22.379 with the sigmoid‐function‐based 

PCA–ELM  model,  whereas  it  is  668.565  with  the  hyperbolic‐tangent‐function‐based 

PCA–ELM model. This shows  that  the prediction model using  the sigmoid  function  is 

more reliable from the lower range of hidden nodes. 

Table  5. Hyperbolic‐tangent‐function‐based PCA–ELM model  for  a various numbers of hidden 

neurons. 

Parameter/Model  H‐3  H‐30  H‐50  H‐80  H‐100 

training sum of squares error  0.288  0.021  0.008  0.125  2.268 

training time (in milliseconds)  2  2  6  5  9 

training relative error  0.037  0.002  0.001  0.025  0.288 

testing sum of squares error  0.386  0.272  0.415  0.733  1.939 

testing relative error    0.135  0.019  0.135  0.094  0.678 

MSE  107.124  42.206  61.051  110.047  668.565 

MAE  7.249  3.200  3.141  6.609  21.095 

MAPE  1.300  0.572  0.557  1.180  3.668 

RMSE  10.350  6.496  7.813  10.490  25.857 

The Mean Absolute Error  (MAE), Mean Absolute Percentage Error  (MAPE),  and 

Root Mean Square Error (RMSE) are determined from the predicted values. An extensive 

comparison of  these values  for various numbers of hidden nodes and both activation 

functions —hyperbolic tangent and sigmoid functions—is illustrated in Figure 5. Nota‐

tions used in Figure 5 represent activation function‐number of neurons, where ‘H’, ‘S’ rep‐

resent the hyperbolic tangent function and sigmoid function, respectively. For example, 

H‐3—represents  a hyperbolic  tangent  activation  function with  3 hidden neurons,  and 

S‐3—a sigmoid activation function with 3 hidden neurons. 



Appl. Sci. 2022, 12, 7671  13  of  16 
 

 

Figure 5. Comparison of the errors for various models. 

The developed PCA–ELM network’s workings have been tested in three aspects: 

 The  performance  of  the  conventional  ELM  has  been  compared  with  that  of 

PCA–ELM. 

 The PCA–ELM network was compared by varying the range of hidden neurons. 

 The  two PCA–ELM networks using  the hyperbolic  tangent  function and  sigmoid 

function are developed and compared. 

The PCA–ELM network was built using  the hyperbolic  tangent  function, and  the 

range of neurons is varied. As the range of neurons increased, the error also increased, 

and  the efficiency of  the model decreased, whereas  in  the PCA–ELM network using a 

sigmoid function when the range of hidden neurons is varied, as the range is increased, 

the error decreased. The number of hidden neurons is varied from 3, 30, 50, 80, and 100. 

In addition, the training time for a neural network model is crucial, and a conventional 

ELM network  is challenging. So, by using the PCA technique, the  large boiler data are 

reduced to minimal data without  losing any of their features, and those acquired prin‐

cipal components are  integrated into the ELM network; this PCA–ELM is accurate and 

fast compared to the conventional ELM network. This can be observed from training time 

in the comparison Table 6. 

Table 6. PCA–ELM models using a hyperbolic tangent function and sigmoid function with differ‐

ent ranges of hidden neurons. 

H/S  H  H  H  H  H  S  S  S  S  S 

Number of hidden 

neurons 
3  30  50  80  100  3  30  50  80  100 

training sum of squares 

error 
0.288  0.021  0.008  0.125  2.268  0.094  0.022  0.015  0.018  0.015 

training time (ms)  2  2  6  5  9  0  0  2  2  2 

training relative error  0.037  0.002  0.001  0.025  0.288  0.045  0.012  0.01  0.013  0.01 

testing sum of squares 

error 
0.386  0.272  0.415  0.733  1.939  0.158  0.018  0.023  0.034  0.023 

testing relative error    0.135  0.019  0.135  0.094  0.678  0.278  0.018  0.017  0.027  0.017 

MSE  107.12  42.206  61.051  110.04  668.56  160.063  23.487  14.711  33.224  22.3799 
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MAE  7.2494  3.2004  3.1415  6.6091  21.095  8.01854  3.5317  2.9691  4.2829  3.62697 

MAPE  1.3001  0.5720  0.5574  1.1800  3.6681  1.43662  0.6339  0.5260  0.7671  0.63997 

RMSE  10.35008 6.496684 7.813519 10.49037 25.85701 12.65163054.846391 3.835549 5.764049 4.73075014

5. Conclusions 

In this paper, a combined approach of principal component analysis with extreme 

learning machines  is  investigated  to  predict  boiler  output  power  in  a  thermal  power 

plant. The electrical output of a boiler in the operating system requires knowledge of 232 

operating parameters. Principal component analysis is performed to reduce the dimen‐

sionality of the input dataset. These principal components form the input matrix for the 

extreme learning machine. Total inputs are divided into two parts—training and testing 

datasets.  To  validate  the  effectiveness  of  the  combined  approach  of  PCA–ELM,  it  is 

compared with ELM  in  terms of  its  testing accuracy and simulation  time. Further,  the 

ELM model  is designed with various activation functions and several hidden neurons, 

and the results for simulation time and testing accuracy are compared. In summary, ac‐

cording to the predictions made, the following conclusions can be drawn: 

i. To predict the boiler output power in a thermal power plant, PCA–ELM is superior 

to ELM  in predicting accuracy and  learning speed. This  is because with PCA,  the 

dimension  of  the  inputs  is  reduced while maintaining  the properties  of  the data 

points using variance, thereby reducing the computation time. 

ii. In terms of prediction precision, PCA–ELM shows superior performance over ELM 

because of  the  eigenvalue decomposition  technique  for  the  input data  covariance 

matrix. In this way, correlated input parameters are carefully converted into linearly 

uncorrelated  ones.  Thus,  this  shows  the  necessity  for  dimensionality  reduction 

methods to enhance forecasting. 

iii. The generalization ability of the ELM is corroborated with changes in ELM param‐

eters’  activation  function  and  the  number  of  hidden  nodes.  In  a  comparison  of 

PCA–ELM models with  a  hyperbolic  tangent  function  and  those with  a  sigmoid 

function, the latter shows better performance in terms of errors. However, the per‐

formance of the hyperbolic tangent function deteriorates with the increasing number 

of hidden neurons. 

This  paper  primarily  studies  the  forecasting  of  boiler  output  based  on  thermal 

power plant operating parameters. It can further be extended to the optimization of the 

input parameters. For  the  fact of  serious air pollution caused by  thermal plants,  these 

outcomes may also be considered in the production planning. Hence there are numerous 

other ways to incorporate this study. 
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This paper presents the integration of renewable energy sources such as photovoltaics,
wind, and batteries to the grid. The hybrid shunt active power filter (HSHAPF) is optimized
with the Gray wolf optimization (GWO) and fractional order proportional integral controller
(FOPI) for harmonic reduction under nonlinear and unbalanced load conditions. With the
use of GWO, the parameters of FOPI are tuned, which effectively minimizes the harmonics.
The proposed model has effectively compensated the total harmonic distortions when
compared with without the filter and with the passive filter, the active power filter with a PI
controller, and the GWO-FOPI-based controller. The performance of the proposed
controller is tested under nonlinear and unbalanced conditions. The parameters of the
FOPI controller are better tuned with the GWO technique. The comparative results reflect
the best results of GWO-FOPI-based HSHAPF. The suggested controller is built in the
MATLAB/Simulink Platform.

Keywords: hybrid shunt active power filter, Gray wolf optimization, fractional-order PI controller, renewable energy
sources, power quality, harmonic compensation

1 INTRODUCTION

Power quality (PQ) problems that occur in the distribution system occur when using nonlinear loads.
With the development in semiconductor technology, the modeling and usage of power electronic
devices are increasing on the end-user side (Mosobi et al., 2015). Because of the usage of power
electronic devices, they give rise to many problems like a disturbance in reactive power, a poor power
factor, harmonic distortion, and so on (Dash et al., 2018). These problems cause severe effects on the
distribution system which result in PQ. To mitigate PQ issues, we have many controlling techniques
which ensure harmonic-free systems (Hussain et al., 2019). There are mainly two approaches: load
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conditioning and power line conditioning (Amir and Srivastava,
2019). Most of the equipment used nowadays is more sensitive to
the adverse effects of PQ problems (Goud and Reddy, 2020).

In this approach, at the point of common coupling (PCC), the
proposed approachminimizes the effect produced by nonlinear loads.
Initially, passive filter usage was widely considered for harmonic
elimination and reactive power compensation. Due to various
remarkable disadvantages like constant compensation
performance, a large size, resonance, and so on, later on, the
usage became less. To mitigate the reactive power compensation
and harmonics (Jamil et al., 2019), active power filters (APFs) became
more prominent as the performance characteristics are very effective
when compared with the conventional filters (Meral andCelik, 2018).

APFs are devices that generally produces an equal quantity of
harmonics when compared with the load with a phase shift of
1800. These harmonics are injected into the linear PCC, and load
current harmonics are mitigating and supply becomes sinusoidal
(Pang et al., 2019). They are broadly classified as series APF and
shunt APF. Shunt APF is used to mitigate the load current
harmonics by inserting equal and opposite harmonic
compensating current. Table 1 presents the brief research
works carried out in the literature. This literature mainly
focuses on grid integration using RES, APFs, PQ issues, and
various types of controllers designed to mitigate in the hybrid
integrated system.

The designed system is a combination of photovoltaics (PVs),
wind, and batteries as energy-storing devices (Arkhangelski et al.,
2019). The purpose of using a battery is not only to provide
backup but also to store the excess amount of generated energy to

meet the demand. Figure 1 shows the structure of HSHAPF CC-
VSI which is grid interfaced through a DC-link capacitor (Naresh
et al., 2018; Muthukumar and Balamurugan, 2019; Goud and Rao,
2020; Kuchibhatla et al., 2020). To increase the voltage if required,
a step-up transformer is connected to the AC side of the inverter
at the PCC. At the PCC, an uncontrolled bridge rectifier
nonlinear load is connected. To minimize the load current
harmonics, an inverter control is being utilized and transfers
the DG power flow to the PCC.

1.1 Primary Aim and Structure of the Paper
In this paper, total harmonic distortion (THD) reduction under
nonlinear load and unbalanced load without the filter, with the
passive filter, and with APF using a PI controller and the
proposed controller is introduced, which results in the best
reduction of harmonics under various load conditions.

The following is the paper’s primary contribution:

• The DG is the combination of PV, wind, and batteries as
storing devices. Energy can be stored in the batteries when
an excess amount is generated and can be used to
compensate for the required load under various conditions.

• The system is an integrated system. The dynamic
performance is observed under various load conditions
when connected at the PCC. This integration creates the
harmonics, which causes the affect the system’s stability

• A metaheuristic algorithm known as the Gray wolf
optimization (GWO) technique is introduced, which
generates the best optimal pulse for the proposed

FIGURE 1 | Flow chart of the proposed system.
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fractional order proportional integral (FOPI) controller,
which effectively functions to mitigate the PQ issues and
reduce THD.

The following sections of the papers are categorized as follows:
Section 2 describes the proposed system and design, Section 3
proposes the mathematical modeling of the controller, Section 4
describes the proposed HSHAPF, Section 5 illustrates the GWO
technique and FOPI controller, Section 6 deals with results and
discussion, and Section 7 is the conclusion.

2 PROPOSED TEST SYSTEM

The proposed modeling is designed using both passive and active
filters. The designed model improves the compensation
characteristics of the filter, which reduces the disadvantages of
both active and passive filters. Figure 1 represents the flow chart

of the proposed system. Section 2 describes the detailed
construction of the system design. In this proposed paper,
HSHAPF is implemented with the combination of the LC
passive filter and voltage source PWM converter illustrated in
Figure 2, which illustrates the renewable energy resources (RES)
and HSHAPF connected to the grid. Table 2 illustrates the design
parameters. Figure 3 depicts the basic structure of SHAPF. This
design is tested at various loads such as nonlinear loads and
unbalanced loads. The characteristics of both filters are
designed in providing the best performance under various
operating conditions. To filter out the harmonics, the
designed structure is modeled with storage systems using the
battery, DC link, and switches with antiparallel diodes (Goud
and Rao, 2021). At PCC, compensating current is injected using
a voltage source converter to mitigate the harmonics. To
overcome the power rating required for the PWM converter,
the system is modeled using both active and passive filters to
mitigate the harmonics. Here, power MOSFETs are used in

TABLE 1 | Review of recent research works.

Contribution Authors References

• They designed the PV and wind model with and without APF when connected to the nonlinear load. Aljendy et al. Aljendy et al. (2019)
• They developed a DC-DC boost converter and inverter which convert to AC with the same frequency,

amplification, and phase of the grid that will be connected to PV and wind system fundamental elements.
• They represented the performance, operational concepts, and analysis of D-STATCOM, which is widely used

power electronic equipment designed to improve the PQ in low-voltage distribution systems.
E. Rambabu et al. Rambabu et al. (2011)

• They used VSC to improve the PF and THD reduction when LCL passive filters are employed.
• They designed an intelligent controller with SHAPF in the integrated hybrid energy system to mitigate the PQ

issues. During the distribution of power, most of the PQ issues are raised due to the nonlinear loads.
Ravinder et al. Ravinder and Bansal, (2019)

• Intelligent techniques are developed in the PV, wind, and fuel cell integrated system. Based on neuro-fuzzy system
dynamics, pf SHAPF is optimized using adaptive control algorithms.

• They developed a hybrid renewable energy source system integrated to the grid with UPQC, which is effectively
used to mitigate PQ problems such as sag, swell, and disturbances.

C. R. Reddy et al. Reddy et al. (2021)

• They implemented an atom search optimization-based fractional order proportional integral controller.
• They proposed a microgrid power system that is boosted with a dual-voltage source inverter. N. Kumar et al. Bhupesh et al. (2019)
• It mainly consists of two inverters for enabling the grid to exchange power produced by RES and offset the

nonlinear load and unbalanced loads.
• One inverter reduces the cost by implementing the filter voltage and increasing the usage of microgrid power, and

the other inverter reduces the DC link voltage.
• They proposed a three-phase SHAPF nonlinear control approach. This design minimized the reactive, harmonic

current components and unbalances.
Rahmani S et al. Rahmani et al. (2010)

• To mitigate the disturbances of the conventional method, they proposed a conventional delay compensation
approach which produces reference current with less precise delays.

• Synchronous reference frame theory is used in the first stage to remove reference currents from nonlinear loads to
compensate for the delay; a three-phase R-L loaded diode rectifier is used.

• The proposed fast load voltage control and efficient voltage mitigation using a PWM voltage source inverter (VSI). Mohamed et al. Mohamed and El-Saadany,
(2009)• The control approach is designed based on a hybrid linear with a voltage controller for variable structure control

and a dead bear controller.
• The proposed system is used to balance voltage at PCC with VSI-based DG.
• They designed a VSC-based hybrid power filter compensator (HPFC) for mitigating the harmonics and reactive

power compensation in wind energy-based DG systems.
Imam et al. Imam et al. (2020)

• The multi-loop dynamic error control unit is designed with a DC voltage tracking loop to ensure robust and rapid
control over the HPFC.

• They proposed UPQC andmainly focused on the distribution network problems such as reducing losses, voltage
drop, overloads, and unbalance in line currents.

Dashtdar et al. Dashtdar et al. (2021a)

• To improve the reliability, reduce losses, and increase the voltage profile, UPQC with reliability indices has been
designed.

• Tomeet the PQ requirements andmitigate them, they designed reliable power filters. They discussed SHAPF with
the conventional PI controller to regulate DC link voltage and PQ enhancement.

A. Sharaf et al. Sharaf et al. (2010)

• For reference current extraction, instantaneous eference frame theory is used. To obtain gate pulses, hysteresis
current control is used to generate the gate pulses to the VSI.
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designing the PWM converters, which is cost-effective. To
eliminate the harmonic at the PCC, equal and opposite
magnitude harmonic current has to be injected, which also
improves the PQ in the distribution system.

2.1 Equivalent Circuit of the Photovoltaic
The structure of PV is depicted in Figure 4, whose panel terminal
current and voltage are computed based on the below equation
(Mosobi et al., 2015; Dash et al., 2018)

Ip� Isc−Io{exp[ Q
akt

(Vp+IpRSE) − 1]} − Vp+IscRse

Rsh
(1)

Vp � akt
Q

ln{Isc
Ip

+ 1} (2)

FIGURE 2 | Schematic diagram of RES-based HSHAPF.

FIGURE 3 | Basic structure of shunt APF.

TABLE 2 | System parameters.

S.No Description Parameters Values

1 Voltage source 230 V
Frequency 50 Hz

2 PV Irradiance 1000
3 Diode resistance 595.5 Ω
4 Forward voltage 0.8 V
6 Wind Base wind speed 12 m/s
7 Base rotational speed 0.4 m/s
8 Stator phase resistance 1.5 Ω
9 Armature inductance 8.5e-3H
10 Battery Type Nickel-metal-hydride

The initial state of charge 100
11 Load Nominal voltage 230 V
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where k is Boltzmann’s constant, Q is the electron charge, a is the
diode ideality factor, RSE is the series resistance, t is the
temperature in Kelvin, RSH is the shunt resistance, VP is the
voltage of the cell, and ISc is the current. The power of a PV panel
is described as follows:

PPV(t)� Npv(t)×Ipv(t)×Vpv(t) (3)
where Npv (t) are several cells in the PV array, Ppv (t) is the power
of PV, Vpv(t)Vpv (t) is the voltage of PV, and Ipv (t) is the current
of PV. Maximum power extraction from the grid does not occur
at any time as it is concerned with the allocation of current and
load. MPPT is a standard method for capturing the maximum
power from PV under load. There are many other sorts of
methods; in this case, perturb and observer approaches are
applied.

2.2 Modeling of the Wind Turbine
The wind turbine (WT) generates the output power, which was
determined by wind speed as well as the hub’s height. The WT is
reliant on wind speed, which is calculated using the below
equation (Amir and Srivastava, 2019)

Pwind �
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0

PR•
v − vc
vR−vc for(Vc ≤ v≤ vR)

PRfor(VR ≤ v≤ vf)
(4)

where PR is the electrical power rating, vC is the decrease in wind
speed, vR is the wind speed predicted, and vF is the wind speed

cut off. The impacts of WT installation height must be taken into
account while calculating WT performance.

2.3 Modeling of the Battery as an Energy
Storing System
The battery size is computed and developed using the reference
autonomy day in the event of a required power requirement (AD)
shown in the below equation (Goud and Reddy, 2020)

Bcapacity � Autonomyday×PL

ηI*ηB*DOD (5)

where ηB is the efficiency of the battery, DOD is the depth of
discharge rate of the battery, PL is the demand power, and ηI is the
inverter efficiency. The amount of time a battery can produce
electricity to meet load demand is described as AD. When RES
generates excess electricity, it is used to charge a battery in theHRES
system. The following equation is used to calculate battery power

BP� PPV(t)+PWT(t) − PL(t)
ηI (6)

where BP is the battery power. In the battery, PL(t) is the load
demand of the system. As stated below, state of charge (SOC) is a
critical parameter in HRES that is linked to additional energy
creation and energy shortage. Figure 5 depicts SOC

SOC(t) �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

SOC(t − 1)(1 − μ)+
(Ppv(t)+PWT(t) − PL(t)

ηI )×
ηB,Ppv(t)+PWT(t)>PL(t)
SOC(t − 1)(1 − μ)+
(PL(t)

ηI −Ppv(t)+PWT(t))×
ηB,Ppv(t)+PWT(t)<PL(t)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(7)

where µ is the battery self-discharge rate.

3 MATHEMATICAL MODELING OF THE
PROPOSED SYSTEM

A set of n harmonics with n = {1,2,3,. . ..N} is proposed. At the
same position, components are found, and they are current IL (t)
and Voltage Vs (t), which can be expressed as the equation that
follows (Pang et al., 2019 and Aljendy et al., 2019). Figures 6, 7
depict the mathematical modeling of the controller

Vs(t) � ⎡⎢⎢⎢⎢⎢⎣Vs1

Vs2

Vs3

⎤⎥⎥⎥⎥⎥⎦ �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∑N
n�1

Vsn1sin(n(ωt))

∑N
n�1

Vsn2sin(n(ωt − 1200))
∑N
n�1

Vsn3sin(n(ωt − 2400))

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(8)

FIGURE 4 | Schematic diagram of PV.

FIGURE 5 | Performance of the battery under the SOC.
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iL(t) � ⎡⎢⎢⎢⎢⎢⎣ il1il2
il3

⎤⎥⎥⎥⎥⎥⎦ �

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∑N
n�1

ILn1sin(nωt − ϕn1)
∑N
n�1

ILn2sin(n(ωt − 1200) − ϕn2)
∑N
n�1

ILn3sin(n(ωt + 1200) − ϕn3)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(9)

(ILn1, ILn2, ILn3) are load current peak values; (Vsn1, Vsn2, Vsn3)
are PCC voltage peak values; and ϕn1, ϕn2, and ϕn3 are harmonic
component phase angles of the nth order.

The real power delivered by the grid Ps should be similar to the
grid power provided for compensating at a high power factor
using the below equation (Aljendy et al., 2019)

Ps� PL+Pl − P � 3
2
Vs1I

*
s1 (10)

where the real loss of power is Pl, the actual power delivered by
the RES is P, and the real power of the load is PL; as a result, the

maximum value of the basic aspect of typical point voltage is a key
component, and Is* is an essential component and is the source
current component expressed in the below equation (Ravinder
and Bansal, 2019)

I*s1 �
2Ps

3Vs1
(11)

I*sx(t)� I*s1usx
I*sy(t)� I*s1usy
I*sz(t)� I*s1usz

(12)

usx(t)� ua(t)

usy(t) � −1
2
ua(t) +

�
3

√
2
ub(t)

usz(t) � −1
2
ua(t) −

�
3

√
2
ub(t)

(13)

where ua (t) = sinωt and ub (t) = cosωt as expressed by the
equations (Bhupesh et al., 2019; Reddy et al., 2021) indicate the

FIGURE 6 | Control structure of the proposed system.

FIGURE 7 | HSHAPF control structure.
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distance between adjacent reference currents. The current
inverter and standard inverter current errors are sent to the
HCC ( Δica,Δicb,Δicc ), which adjusts the duty ratio of the

PWM inverter expressed in the below equation (Rahmani et al.,
2010)

Δica� I*c1(t)−ic1
Δicb� I*c2(t)−ic2
Δicc� I*c3(t)−ic3

(14)

Determined by the difference between the real and perceived
currents of the inverter, the hysteresis regulator regulates and
modulates pulse in both gate actuators of a grid-connected
adapter. In phase A of the inverter, the S1 switch is on, while
Δic1 >Hb and S4 are off, and vice versa if Δic1 <Hb.Hb the
hysteresis band’s width. The period of the switching pulses for
either leg will be the same.

4 HYBRID SHUNT ACTIVE POWER FILTER
CONTROL STRUCTURE

The p-q theory is used, which is mainly based on a-b-c conversion
into α-β-0 coordinates and α-β-0 conversation into a-b-c
parameters, which are familiarly known as Clark’s
transformation and inverse transformation, respectively
(Durairasan and Balasubramanian, 2020; Hari Prabhu and
Sundararaju, 2020; Sureshkumar and Ponnusamy, 2020). The
transformation is shown in Figures 6, 7, from which
compensating currents are generated.

In this transformation, three-phase source voltage and load
current are converted to stationary reference frame α-β-0 using
the below equations (Mohamed and El-Saadany, 2009; Imam
et al., 2020)

⎡⎢⎢⎢⎢⎢⎣Vs0

Vsα

Vsβ

⎤⎥⎥⎥⎥⎥⎦ �
�
2
3

√ ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1�
2

√ 1�
2

√ 1�
2

√

1 −1
2

−1
2

0

�
3

√
2

−
�
3

√
2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣Vsa

Vsb

Vsc

⎤⎥⎥⎥⎥⎥⎦ (15)
FIGURE 8 | Flow chart of GWO

FIGURE 9 | FOPI controller.
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⎡⎢⎢⎢⎢⎢⎢⎣ Il0Ilα
Ilβ

⎤⎥⎥⎥⎥⎥⎥⎦ �
�
2
3

√ ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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2

√ 1�
2

√ 1�
2

√
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2

−1
2

0

�
3

√
2

−
�
3

√
2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣ ILaILb
ILc

⎤⎥⎥⎥⎥⎥⎦ (16)

where Ilα and Ilβ are phase-neutral currents, while ILa, ILb, and ILc

are three-phase load currents. Three-phase supply voltages are
VSa, VSb, and VSc, whereas the phase-neutral voltages are VSα,
VSβ. The instantaneous values of actual and unconsidered powers
are determined using phase neutral voltages and load currents
(Hari Prabhu and Sundararaju, 2020; Sureshkumar and
Ponnusamy, 2020). In the shunt active filter, the actual and
reactive power is determined using the below equation
(Dashtdar et al., 2021a)

[ P
Q

] � [ Vsα Vsβ

−Vsβ Vsα ][ Ilα

Ilβ
] (17)

Using the below equation (Sharaf et al., 2010), the reference
currents are evaluated

⎡⎢⎢⎢⎢⎢⎣ IRaIRb

IRc
⎤⎥⎥⎥⎥⎥⎦ �

�
2
3

√ ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0

−1
2

�
3

√
2

−1
2

−
�
3

√
2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦[ IRα

IRβ
] (18)

IRa, IRb, and IRc represent the reference currents of an
HSHAPF. The reference current is used to calculate the
erroneous current, which must be modified using the GWO-
optimized PI controller. Based on system error reduction, the
SHAPF creates optimal pulses. The GWO is utilized to compute
the optimal solution and the best pulses for adjusting the FOPI
controller. The next section describes a detailed description of the
recommended strategy as well as a flow chart.

5 GRAY WOLF OPTIMIZATION TECHNIQUE

GWO is new optimization that is supported by the swarm
intelligence which is inspired by the psychology of GW to

FIGURE 10 | Without the filter for nonlinear load source voltage (Vs),
source current (Is), and load current (IL).

FIGURE 11 | Without the filter for unbalanced load source voltage (Vs),
source current (Is), and load current (IL).

TABLE 3 | FOPI controller parameters.

Parameter Value

Search agents 50
No of iterations 10
Dim 3
Kp 5.9537
Ki 11.1470
λ 0.8798
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hunt prey illustrated in Figure 8. GWs are always in groups
and adjusted in a location during the hunting process. To
model the hunting procedure mathematically, the optimal
best solution is given to the alpha group act following
beta and delta packs (Goud et al., 2020). GWs create a kink
around the injured to start hunting the prey, generally
written as

�d �
∣∣∣∣∣ �c. �xp(t) − �x(t)

∣∣∣∣∣ (19)
�x(t + 1) �

∣∣∣∣∣∣∣ �xp(t) − �a. �d
∣∣∣∣∣∣∣ (20)

‘t’ in Eq. 19 indicates the current iteration. The vectors x and
xp indicate the GW and the wound location, respectively, and
coefficient vectors X and Y are framed from the below equations
(Naresh et al., 2018; Goud and Rao, 2020)

�X � 2. �a. �r1 − �a (21)
�Y � 2. �r2 (22)

r1 and r2 indicate the random vector, which varies between (0, 1),
while the component “a” falls from 2 to 0 throughout the
iteration. Using the below equations (Durairasan and
Balasubramanian, 2020; Kuchibhatla et al., 2020; Goud and
Rao, 2021), the hunting process is calculated

�dα �
∣∣∣∣∣ �c1. �xα − �x

∣∣∣∣∣
�dβ �

∣∣∣∣∣ �c2. �xβ − �x
∣∣∣∣∣

�dγ �
∣∣∣∣∣ �c3. �xγ − �x

∣∣∣∣∣
⎫⎪⎪⎪⎬⎪⎪⎪⎭ (23)

�x1 � �xα − �a1( �dα)
�x2 � �xβ − �a2( �dβ)
�x3 � �xγ − �a3( �dγ)

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
(24)

Using the below equation (Durairasan and Balasubramanian,
2020), the α, β, and γ mean value positions are found

�x(t + 1) � �x1 + �x2 + �x3
3

(25)

The procedure of the suggested approach is as follows:

Step 1: Create the populations.
Step 2: Using Eqs 21, 22, calculate the values of Y, a, and Z.

FIGURE 13 | Analysis of PV irradiance, PV power, wind speed, and wind
power.

FIGURE 12 |With the passive filter for nonlinear load source voltage (Vs),
source current (Is), and load current (IL).
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Step 3: A random location is created from the Search agent.
Step 4: The fitness values of Gray wolves are computed using an

objective function.

Step 5: The position of the Gray wolves as well as the parameters
A, a, and C, are changed.

Step 6: Using fitness calculations, the optimal option for the next
generation is selected.

Step 7: xα, xβ, and xγ are all updated.
Step 8: If the halting condition is not met, the preceding steps are

repeated.
Step 9: The controller’s optimal settings are determined.

5.1 Fractional Order Proportional Integral
Controller
The FOPI controller’s transfer function is represented by the
below equation (Goud et al., 2021a; Dashtdar et al., 2021b; Goud
et al., 2021b; Goud et al., 2021c). The FOPI controller design is
seen in Figure 9

U(t)� Kpe(t)+Ki∫λ
t

e(t) (26)

The values of the controller depend on Kp, Ki, and fractional-
order λ and are represented in Table 3.

6 SIMULATION RESULTS

HSHAPF performance is analyzed in MATLAB/Simulink. Two
different loads are considered: nonlinear load and unbalanced
load. Without the filter, the THD was 27.43%, and after HSHAPF

FIGURE 15 | Total harmonic distortion with the passive filter.

FIGURE 16 |With SHAPF for nonlinear load source voltage (Vs), source
current (Is), load current (IL), and compensating current (Ic).FIGURE 14 | With the passive filter for unbalanced load source voltage

(Vs), source current (Is), and load current (IL).

Frontiers in Energy Research | www.frontiersin.org August 2022 | Volume 10 | Article 95797110

Goud et al. Gray Wolf Optimization for PQ Improvement

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


with the GWO-based FOPI controller, the THD is reduced to
1.74%. Similarly, with a passive filter, the THD is 7.67%, and with
APF with the PI controller, the THD is 5.85%.

6.1 Case I: Without the Filter for Nonlinear
Load
At PCC, nonlinear load is connected, which is generally time-
varying and difficult to observe system dynamic performances. At
the first diode, the rectifier load is connected to the PCC. During
t = 0.01 s to t = 0.2 s, an additional RL segment is added. The
figure shows that the inputs to PV and wind are 800–1000 w/m2

and 12–15 m/s, respectively.
In this case, the system dynamic performance of the system

without using the filter is analyzed. Figure 10 shows that the
harmonics are not eliminated. It represents the source
voltage (Vs.), source current (Is), and load current (IL).
During time intervals t = 0.01 s to t = 0.04 s, harmonics are
observed in both the source current and load current when the
design is employed without the filter. Figure 8 represents
the THD of about 27.43%. For the sudden change in load at
the PCC, it is observed that the system has high dynamic
performance.

6.2 Case II: Without the Filter for
Unbalanced Load
Initially, the load connected at the PCC is the diode rectifier
which is then replaced with a single-phase diode rectifier which
behaves as an unbalanced load during t = 0.01 s and is removed at
t = 0.2 s. From Figure 11, PCC voltage Vs, supply current Is, and
unbalanced current IL show the dynamic performances of the
system.

FIGURE 17 | Total harmonic distortion without the filter.

FIGURE 18 | Total harmonic distortion with GWO-based SHAPF.

FIGURE 19 | Power factor for phases A, B, and C.
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6.3 Case III: With the Passive Filter for
Nonlinear Load
Sudden changes in loads are nonlinear, so it is important to
analyze the system’s dynamic characteristics. A diode rectifier
load is first connected to the PCC. From t = 0.01 s to t = 0.04 s,
an extra load of the RL circuit is added to the previous load.
During the nonlinear load, the current decreases from 45A to
5A at time t = 0.01 s and then climbs from 5 to 45A at time t =
0.04 s. The voltage at PCC Vs, supply current Is, variable load
current IL, and compensating current Ic between t = 0.01 s and
t = 0.04 s are shown in Figure 12. The findings show that
nonlinear control has high dynamic performance for fast-
changing loads.

6.4 Case IV: With Passive Filter Unbalanced
Load
The imbalance, harmonics, and reactive power of an unbalanced
nonlinear load must be rectified at PCC. A three-phase diode is
used as the load at first. At t = 0.01 s, a one-phase rectifier is
connected in series to the PCC and removed at t = 0.04 s. The
input values for PV are 1000 w/m2 and a wind speed of 12 m/s,
depicted in Figure 13. Between t = 0.01 s and t = 0.04 s, the PCC is
connected to a resistor between phases a and b and then
withdrawn. In Figure 14, Vs represents the PCC voltage, Is
represents the source current, IL represents the current at load,
and Ic represents the inverter. Even with erratic supply currents,

PCC’s source currents are balanced. As a consequence, the
recommended control may be able to balance line currents
while simultaneously correcting for reactive and harmonic
components of a load. Figure 15 shows that the THD is
7.67%, which is lowered by using a passive filter.

6.5 Case V: With the Shunt Active Power
Filter for Nonlinear Load
Because rapid change loads are nonlinear, time-varying loads,
it is critical to analyze the system’s dynamic characteristics.
The PCC is initially linked to a three-phase diode rectifier load.
An extra load of the RL circuit is added to the current load
from t = 4 s to t = 5 s. At time t = 0.01 s, the nonlinear load
current rises from 45A to 5A, and at time t = 0.04 s, it climbs
from 5 to 45A. Figure 16 represents the voltage at PCC Vs, the
supply current Is, the variable load current IL, and the
compensating current Ic between periods t = 0.01 s and t =
0.04 s. The findings show that nonlinear control has high
dynamic performance for fast-changing loads. As the PCC
load current increases, the THD value rises. The THD is
27.43%, depicted in Figure 17 without the filter, 7.67%
depicted in Figure 15 with the passive filter, and 1.74%
with the suggested GWO-FOPI controller with SHAPF
depicted in Figure 18. The power factors for phases A, B,
and C are all 0.99, as shown in Figure 19.

6.6 Case VI: With Hybrid Shunt Active Power
Filter Unbalanced Load
The variations, reactive power, and harmonics of an
unbalanced load must be rectified at PCC. In the beginning,
a single-phase diode is used as the load. A single-phase rectifier
is connected in series to the PCC at = 0.01 s. Between t = 0.01 s
and t = 0.04 s, the PCC is connected to a resistor between
phases a and b and then withdrawn. Figure 20 represents the
voltage at PCC Vs, the supply current Is, the variable load
current IL, and the inverter current Ic. The supply current is
balanced at PCC even during irregularities. As a consequence,
the recommended control may be able to balance line currents
while simultaneously correcting for reactive and harmonic
load current components. Table 4 compares THDs without
a filter to THDs with a filter.

Finally, under the IEEE 519 standards, the suggested GWO-
based FOPI controller with decreased THD is proposed. With the
suggested controller, the THD is decreased by 1.74%.

FIGURE 20 |With SHAPF for unbalanced linear load source voltage (Vs),
source current (Is), load current (IL), and compensating current (Ic).

TABLE 4 | Comparison of THDs.

Total harmonic distortion

Without the filter 27.43 (%)
With the passive filter 7.67
APF with PI controllers 5.85
With the GWO-FOPI controller 1.74

Frontiers in Energy Research | www.frontiersin.org August 2022 | Volume 10 | Article 95797112

Goud et al. Gray Wolf Optimization for PQ Improvement

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


7 CONCLUSION

PQ in a grid-connected hybrid system with the battery as an
energy storing device is proposed with the GWO-based FOPI
controller with SHAPF circuit to mitigate the issues. The
optimal pulses required for the FOPI controller are attained
with the GWO technique. This system has been considered in
three different practices: without a filter, the THD is 27.43%;
with a passive filter, the THD is 7.67%; the APF with the PI
controller is 5.85%, and with the proposed GWO-FOPI
controller, it resulted in 1.74% total harmonic reduction.
The recommended method’s simulation results are then
validated in the MATLAB/Simulink software. The final
results of the hybrid system proved the GWO controller’s

practicality and effectiveness in decreasing PQ concerns
including THD.
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ABSTRACT An efficient power control technique for inverter-based distributed generation (DG) in an 
islanded microgrid is investigated in this work. The objective is to raise the caliber of the electricity pumped 
from network-connected DGs. The characteristics that are taken into consideration include voltage and 
frequency control, dynamic response, and steady-state response, particularly when the microgrid is operating 
in island mode or when there is a load change. The control method consists of an internal current control loop 
and an external power control loop based on a synchronous reference frame and a conventional PI controller. 
The power controller is designed based on voltage-frequency (VF) control. In addition, an intelligent search 
technique that combines Particle Swarm Optimization (PSO) and Genetic Algorithm (GA) is utilized to 
automatically modify power controller parameters. The control technique in this research is that the DG 
modifies its control mode to modify the system voltage and frequency when the microgrid is islanded or load 
conditions change. The simulation results in MATLAB/SIMULINK software show that the proposed control 
system has been able to improve the power quality well. 

INDEX TERMS Microgrid, PI controller, Voltage control, Frequency control, Genetic algorithm, PSO. 

I. INTRODUCTION 
A microgrid typically consists of a local set of DGs, energy 
storage systems, and different thermal and electric loads. 
Which represents the complementary power grid 
infrastructure due to the rapid increase in load demand. The 
microgrid can operate in two modes of network connection 
and islands. In addition, the infiltration of micro-sources 
such as wind, photovoltaics, water, and fuel cells has 
emerged as alternatives in the electricity market that provide 
green energy and scalability in the power system. However, 
such sources are usually connected by PWM-VSI (Pulse 
Width Modulation-Voltage Source Inverter) systems, whose 
semiconductor components have a non-linear voltage-
current characteristic and provide a high switching 
frequency, which increases the quality of power in end 
consumers [1-2]. In microgrids, to achieve high-efficiency 
operation, achieve the desired power quality, and the 
possibility of connecting DGs to the network, we need a 
strong control system. As a result, one of the most essential 

components of modern electronic power converters is the 
current control strategy of the PWM-VSI system. Hysteresis 
Current Control (HCC) is a nonlinear controller that is 
widely utilized for a three-phase network-connected VSI 
system. The current controller which is linear Spatial Vector 
PWM (SVPWM) is a suitable controller that compensates 
for current error using a proportional-integral controller (PI) 
or a predictive control technique that can correct and 
generate PWM independently. This controller features a 
high-quality sine waveform, outstanding steady-state 
response, and low current ripple. Furthermore, because 
SVPWM has good qualities such as a stable switching 
frequency, appropriate switching pattern, and excellent use 
of DC-link voltage, it can improve controller behavior [3-4]. 

In addition, to generate PWM reference voltage signals, an 
external power control loop is commonly paired with a 
current control loop. In the combined control method, the 
power control strategy, to provide acceptable power quality, 
plays a key role. One of the following two power control 
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strategies can be used by the DG unit. In network connection 
mode, an active-reactive power control method is used, 
while in island mode, a voltage-frequency control technique 
is used. In this instance, the DG unit must provide maximum 
power while maintaining system stability [5-7]. Researchers 
have recently developed power controllers based on the 
internal current control loop that improves network 
configuration. In [8-9] a controller is investigated that seeks 
to improve dynamic stability and provides all the 
information needed for analysis and design. In [10-13], a 
power control strategy is applied to a microgrid, which can 
be analyzed and compared. Although dynamic performance 
and load sharing are taken into account, as well as controller 
details, this procedure lacks automatic parameter adjustment 
to maximize performance during rapid changes. 

 

 
FIGURE 1. (a) Three-phase network VSI model, (b) Internal controller 
structure in inverter-based DGs. 

 
Since the operation of microgrids is based on DG with a 

low power generation level, frequency control is done in 
cooperation with several DG units. DGs, like solar and wind 
cells, are not able to participate in frequency control due to 
their uncertain nature [14]. In such a case, one of the units 
(diesel generator or voltage source inverter) is considered as 
a reference of voltage and frequency, and the storage is used 
with a frequency compensation strategy. The basis of diesel 
generator performance is based on the droop characteristic. 
In this method, the synchronous generator or inverter voltage 
source, based on its primary control, the more frequency 
drop occurs in the microgrid, the more power is injected into 
the microgrid to compensate for load changes [15-16]. In 
such cases, for secondary frequency control (automatic 
control), the no-load frequency in the drop method must be 
increased. The controller used is usually a proportional-
integral (PI) controller [17-20]. In reference [21-23], a fuzzy 
controller is used to improve frequency control. The fuzzy 

controller provides a better response than the simple PI 
controller, which is designed for only one working point. In 
[24] a new hybrid method is used for secondary control in 
microgrids based on robust control methods. In [25] presents 
a self-regulating controller based on human emotional 
behaviors for the frequency controller in microgrids. In [26] 
a fuzzy controller is proposed to control the microgrid 
frequency in the presence of electric vehicles and it is 
claimed that the proposed robust controller can be used for 
different network topologies. In [27] a fuzzy controller 
optimized with PSO in [28] of the combination of PSO with 
artificial neural network and in [29] of fuzzy adaptive model 
predictive control in [30] of a robust firefly-swarm hybrid 
optimization in [31] a hybrid cuckoo search and pattern 
search algorithm is used to control the microgrid frequency. 

The combination of evolutionary algorithms has been 
investigated in many studies. In this research, a real-time 
optimization-based power controller for inverter-based DG 
in an island microgrid is examined. Based on the 
synchronous reference frame, this controller is connected to 
the present control loop. This design employs a traditional PI 
controller with a feed-forward compensation applied to the 
internal control loop to provide a quick dynamic response. 
When switching from microgrid to island mode or changing 
loads, the DG unit uses the VF control mode, which uses the 
GA-PSO meta-heuristic algorithm to regulate the system 
voltage and frequency. The GA-PSO algorithm is used to 
automatically adjust the parameters in real-time. The main 
purpose of this study is to improve the quality of the power 
supply by keeping the voltage and frequency in the 
acceptable range. The most important features of the 
proposed controller can be stated as follows: 
• Real-time PI controller design using hybrid PSO-GA 

algorithm. 
• Optimum setting of microgrid VF controller 

parameters using PSO-GA algorithm. 
• Including non-linear factors and uncertainties in the 

microgrid model to approach the real behavior of the 
microgrid. 

• In the proposed controller, no telecommunication link 
or timing is used to detect the start of the modification 
process and its implementation, and the start time of 
the process is determined locally and separately for 
each DG. 

• There is no need for a master unit to control voltage 
and switch between inverter controllers during 
islanding. 

• The proposed controller has a robust performance 
against changes in the working points of DGs that 
may have occurred due to load changes, the arrival of 
new DGs, or changing the operation mode of the 
microgrid, and it causes proper power sharing 
between DGs. 

So, the paper was built to present six parts. The first one is 
related to the introduction section, then in the second part, 
the three-phase network-connected mathematical model is 
presented and explained. Then, in the third part, the proposed 
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control technic is detailed and discussed. Next, the concept 
of GA-PSO for controlling this system is explained. In the 
fifth part, the results are demonstrated and explained. 
Finally, a conclusion part closes the paper 
 
II. THE THREE-PHASE NETWORK-CONNECTED VSI 
SYSTEM MODEL 
A three-phase network-connected VSI with an LC filter is 
depicted in this model in "Figure 1a" where RS and LS are the 
equivalent resistance and inductance of the filter. C is the 
filter capacitor and Vs is the network voltage. The equations 
are written assuming that the zero point on the DC side is 
connected to the zero point on the AC side. 
The equivalent circuit of the system in the abc reference 
frame is represented by the state-space equations as Equation 
(1) [32]: 

 
Using the park transform, Equation (1) can be transferred to 
the dq reference frame as Equation (2): 

where ω is the angular frequency. Park transform can be 
defined as Equation (3): 
 

where θ = ωst + θ0 is the angle of rotation of the synchronous 
and θ0 represents the initial value. 
 

 
FIGURE 2. (a) Droop characteristic P-ω, (b) Droop characteristic Q-E. 

A. CONVENTIONAL DROOP CONTROL 
PRINCIPLES 
The usual method of resource local control is to implement the 
controller in synchronous coordinates, in which the various 
parameters of the balanced network are permanently mode 
converted to dc, and as a result, the PI controller can be used 
to control the source. Figure 1b shows the control structure of 
an inverter-based DG source with a droop controller. Since the 
performance of the microgrid in the island mode is considered, 
it is expected that the DG units will be able to supply the 
microgrid load optimally. Assuming that the rated power of 
the sources is the same, each DG unit will supply the load 
power at a certain level in proportion to the network 
arrangement and the size of its feeder impedance. As can be 
seen in Figure 2, by increasing the active and reactive power 
produced by the source and in proportion to the slope of the 
characteristic droop, the frequency, and amplitude of the 
output voltage of the inverter source decrease relative to its 
nominal value, respectively. But the problem of power-
sharing in frequency and voltage characteristics is faced with 
different conditions. 

 
Depending on the amount of active power provided by each 
source, the frequency or in other words the voltage angle of 
the sources will differ from each other. Thus, the voltage of 
higher frequency sources is leading than that of lower 
frequency sources, and according to Equation (4), this leading 
leads to an increase in output at the source with less power 
output. Given that in the permanent state the frequency of all 
sources reaches the same value and on the other hand, there is 
a relationship between frequency and voltage angle according 
to Equation (5), the voltage angle of different sources relative 
to each other changes rapidly and this process eventually leads 
to equal active power production of DG units and ideal sharing 
of this power in the microgrid. However, because the drop at 
the source voltage will vary due to the different impedances of 
the source feeder, the output voltage range of the DG units will 
not be equal and as a result, the reactive power will not be 
properly shared between the sources. 

B. V/F CONTROL STRATEGY 
DG units can be classified into three sorts of energy sources 
when compared to large generators: 1- Variable speed sources 
(variable frequency) such as wind energy, 2- High-speed 
sources (high frequency) such as microturbines, 3- Direct 
energy conversion sources such as photovoltaics and fuel 
cells. For this reason, it is necessary to use VSI to connect DG 
to the network to achieve flexible performance. The DG power 
circuit is based on the VSI with a control structure, as 
illustrated in Figure 1a, thus the DG unit's performance is 
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based on the inverter control model. For example, in grid-
connected mode, the DG acts as a PQ generator, and the 
inverter must follow the active-reactive power control mode, 
while there is no need to adjust the voltage and frequency 
because the grid voltage is constant. But in island mode, DG 
is expected to meet load demand for power quality. The 
voltage and frequency are not constant in this scenario, so the 
inverter must use control mode V/F to solve the nominal 
power-sharing problem. Therefore, with good DG 
performance, a proper control mode can be achieved. 

 
FIGURE 3. VSI based on V/F power controller. 
 
It is required to ensure an uninterrupted shift of control modes 
according to the conditions for the microgrid to operate 
reliably, and stable operation in the island mode should be 
provided according to the voltage and frequency regulation of 
the microgrid. In this case, the DG must meet the load demand 
and keep the voltage and frequency in the acceptable range, so 
the VF control mode must be adopted by one or more DGs to 
meet the system needs. Figure 3 depicts the block diagram for 
this application. As a result, the voltage and frequency 
reference values must be calculated locally or via the 
microgrid control center. Loop-Locked-Phase can be used to 
determine the frequency and the voltage can be obtained by 
Equation (6): 
 

 
VSI is commonly used as an interface for distributed 
generation sources in the distribution network. The VSI 
behaves like a synchronous machine and controls the 
frequency and voltage of the system through the controllers. 
The complete model of the VSI control system based on DG 
units is shown in Figure 4. The power circuit contains the 
inverter and the output LC filter, while the control circuit 
includes the power controller based on the drop technique, the 
voltage and frequency controller, the current controller, and 
the power calculation loop. The power control loop includes a 
droop controller which indicates that the active and reactive 
power in the DG units is divided by the droop coefficient 
based on the frequency and voltage of the system, 
respectively. According to the power controller diagram block 
the relationship between frequency and active power and 
voltage and reactive power (as shown in Figure 2) can be 
written as Equation (7): 

 

where ωn is the nominal value of the frequency, Vn is the 
nominal value of the voltage, and mp and nq are the active and 
reactive power droop gain, respectively. To achieve the correct 
regulation of voltage and frequency using existing controllers, 
DC values must be used for the input of the controller. 
Therefore, the abc values must be converted to dq0 values 
using the park transform. Equation (8) calculates the 
instantaneous powers of active P and reactive Q based on the 
measured output voltage and current [33]: 

 
where vod, voq, and iod, ioq are the output voltages and currents 
in the form dq, respectively. A low-pass filter is used to 
eliminate the instantaneous fluctuations in active and reactive 
power. 

 
FIGURE 4. Control block diagram of a DG unit. 
 

 
FIGURE 5. Proposed controller block diagram. 

III. CONTROL TECHNIQUE PROPOSITION 
The power controller for a three-phase network-connected 
VSI system is described in this section. The controller 
architecture, as shown in Figure 5, consists of three main 
blocks: a power controller, a current linear controller, and a 
GA-PSO algorithm for automatic and real-time power control 
parameter modification. The details of each of these blocks 
will be described below. 

A. POWER CONTROL STRATEGY 
The goal of putting this strategy in place is to increase power 
quality under the desired control mode. The power controller 
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based on the two PI controllers is illustrated on the left side of 
the block diagram in Figure 5. This controller denotes an 
external control loop that is applied to create reference currents 
id* and iq*. As a result, a relatively moderate shift in the 
reference current path could result in a higher quality inverter 
output power, indicating that the target is under control. In this 
paper, the VF control strategy based on the GA-PSO hybrid 
algorithm for VSI-based DG is presented. The voltage and 
frequency of the system are the main objectives of the control 
that must be achieved in the case of island operation. This 
technique is offered to respond to unexpected events such as 
the microgrid being disconnected from the main network or 
the loads connected to the microgrid changing. The controller 
changes the voltage and frequency depending on the fref and 
Vref reference values, and the GA-PSO algorithm finds the 
control parameters to provide the appropriate reference current 
vectors. According to the reference frame and based on the PI 
controller, Equation (9) can be used to obtain the reference 
current vectors. 

 

B. CURRENT CONTROL LOOP 
The goal of putting this controller in place is to ensure that 
transient inverter output currents are tracked accurately and 
quickly. The present control loop, which is based on the 
synchronous reference frame, is shown on the right side of the 
block diagram in Figure 5. This controller is normally set up 
so that voltage is applied to the impedance R-L. The voltage 
angle is measured by the PLL block, which is then employed 
in the park transformation frame. To eliminate the current 
error, two PI controllers are employed, and the inverter current 
loop and the network voltage feed-forward loop are both used 
to improve steady-state and dynamic performance. As a result, 
the output signals in the dq frame indicate the reference 
voltage signals. By converting the park frame to Clarke, 
reference voltage signals are generated by combining six 
pulses for SVPWM in the stationary reference frame. In 
addition, the use of the SVPWM method ensures that the 
output voltage vectors have the least harmonic. Based on 
Equation (2), the relation of the reference voltage signals in 
the dq synchronous frame can be written as Equation (10): 
 

 
The uppercase * represents the reference values and dXd/dt = 
id* - id, dXq/dt = iq* - iq. According to Equation (11), using the 
Clarke transform, Equation (10) can be transferred to the static 
frame α-β. In addition, induction current is obtained using a 

low-pass filter (LPF) LC. Here, the LPF is represented by a 
first-order transform function. 

 

 
where f is the filter input value, f1 is the filtered value and Ti is 
the time constant. 

IV. THE GA-PSO ALGORITHM: DESCRIPTION 
By studying the applications of different artificial intelligence 
algorithms, it has been determined that each of these 
algorithms has its strengths and weaknesses. A new approach 
to using these algorithms is to combine them to achieve a more 
efficient algorithm. For this purpose, by recognizing the 
strengths and weaknesses of these algorithms, they combine 
them in such a way that the strengths of these algorithms were 
used to eliminate and cover each other's weaknesses. Rapid 
convergence is one of the most significant issues with the PSO 
algorithm. As a result, the algorithm arrives at the best possible 
answer before examining the full answer space, increasing the 
chances of becoming stuck at the best local points. It should 
be noted that one of the most important things in designing a 
search algorithm is that the algorithm can navigate the answer 
space well, thus reducing the possibility of getting stuck in the 
optimal local points. In this paper, to solve the problem 
mentioned in the PSO algorithm, the genetic algorithm is used, 
which has a high search power and can perform an acceptable 
search in the answer space and escape from the local optimal 
points. After each iteration of the PSO algorithm, the proposed 
hybrid algorithm places the particles in the response space 
again and makes the response space more navigable by 
selecting half of the particle population that had inferior 
performance and utilizing the genetic algorithm operators. As 
a result, the chances of quick convergence and entrapment at 
local optimal spots are reduced. The steps of the hybrid 
algorithm used in this paper are shown in Figure 6, and the 
coding for this proposed algorithm is shown in Figure 7. 
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FIGURE 6. Steps of the proposed hybrid algorithm. 

 
FIGURE 7. Display of PSO particle coding. 

 
In this paper, microgrid stability is affected by four 

variables kpf, kif, kpv, and kiv, which are the input variables of 
the problem. It should be noted that each of these variables 
with a certain coefficient and slope, affect the stability of the 
microgrid. Here, microgrid stability refers to microgrid 
voltage and frequency control. To introduce how the particles 
are displayed, here we consider the microgrid stability as a 
particle or bird. Each particle is an array defined by the number 
of impact variables. Particle coding for the PSO algorithm is 
shown in Figure 7. It should be noted that all input variables 
are normalized their values are taken in the range of 0 to 1, and 
each particle is an answer to the coefficients of the regression 
Equation. If we assume that X1, X2, …, Xm are the variables 
affecting the microgrid stability and Y is the microgrid 
stability, then each particle of the answer to the problem is α1, 
α2, …, αm in the Equation for maintaining the microgrid 
stability in Equation (13): 

 
In fact, according to the coding of Figure 7, Xm is the variable 
that affects the stability of the microgrid and αm is the effective 
coefficient of that variable, which ultimately determines the 
stability of the microgrid Y. 
The purpose of microgrid stability in this study is for dispersed 
generation sources to be able to control output power to satisfy 
load demand while maintaining the microgrid's voltage and 
frequency at their nominal values. Therefore, considering the 

above control objectives, the objective function is defined as 
Equation (14) which is the result of the difference between the 
reference value and the controlled signal. 

 
The initial population formation stage is random. At this point, 
the algorithm randomly generates the initial solution (number 
of particles required) as much as Npop. So that each answer in 
this step contains m numbers in the interval [0,1] and also the 
velocity of each particle (answer) is generated randomly. At 
this stage, birds or particles are allowed to move freely in the 
problem space and each shows a new answer to the problem. 
Our problem space (which is selected according to the affected 
variables) has four aspects, the particles are allowed to fly and 
select a point in space. This point in space gives us a new 
voltage and frequency according to the number of effective 
factors, which we calculate by comparing it with the actual 
amount of voltage and frequency at that point, the pattern error 
level. Now we have to evaluate the particles of the produced 
population. The fitness function used for this purpose is the 
mean square error (MSE) function, which is commonly used 
in the design of the forecasting system and is defined as 
follows: 

 
where Cj is the particle jth of the population, Yi is the output of 
the prediction system of the training set data ith, Pi is the actual 
output of the training set data ith, and N is the number of the 
training set data. 

Finally, it is time to produce a new generation by operating 
the PSO algorithm and the genetic algorithm. In this section, 
the PSO algorithm is first implemented on the training data. 
At the end of each iteration of the algorithm, the crossover and 
mutation operators of the genetic algorithm act on the particles 
and move them further in the response space, thus the PSO 
algorithm performs a better general search in the response 
space with the help of the genetic algorithm. In other words, 
at this stage, after each iteration of the PSO algorithm, we take 
advantage of the genetic algorithm, given that it is possible to 
get stuck in local minima and the problem space may not be 
fully explored. By using powerful search engines, genetic 
algorithms, and random mutations, we force the particles to 
move to other parts of the multidimensional space of the 
problem. We continue this process in each iteration until the 
problem space is fully examined and finally, we reach the 
condition of stopping the problem (according to Figure 6). In 
other words, if the number of iterations is equal to the specified 
number, the process of executing the algorithm ends, 
otherwise, we go to the relevant step and repeat the above 
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process. At the end of the algorithm, the best particle in the last 
generation is considered the final answer of the system. 

V. SIMULATION RESULTS 
First, the proposed method is implemented on the three-phase 
VSI system model connected to the network in Figure 1, and 
all simulations are performed with MATLAB software. The 
system parameters are presented in Table 1. 

TABLE 1: MICROGRID MODEL PARAMETERS. 
Parameter Value  Parameter Value  
kp 12.656 Ls 6 mH 
ki 0.00215 Rs 0.01 Ω 
Load 25 kW C 1500 μF 

TABLE 2: VALUES OF PI CONTROLLER PARAMETERS OBTAINED FROM PSO-
GA ALGORITHM. 

Parameter Value  
kpf 2.98406421 
kif 4.00629538e-4 
kpv -1.18647225 
kiv 0.00084279 

 
In this simulation, a 75 kW DG is used. The constants kp and 
ki are the current control parameters. For SVPWM-based 
current controllers, the switching and sampling frequencies 
are 10 kHz and 500 kHz, respectively. The simulation is 
performed in two modes of voltage and frequency adjustment 
and load changes, which will be examined in the following 
subsections. As mentioned before, in the case of islands, it is 
a microgrid separated from the main network and 
independently provides load power. Unlike the grid-connected 
mode where the voltage and frequency were regulated by the 
grid, in this mode, the voltage and frequency of the two ends 
must be stabilized with proper microgrid control. 

 
FIGURE 8. Voltage and (b) Frequency of system before and after 
islanding. 

 
FIGURE 9. (a) Network current and (b) Microgrid current, before and 
after islanding. 

A. ADJUST VOLTAGE AND FREQUENCY IN ISLAND 
MODE 
In addition, the controller is built to analyze both dynamic and 
steady-state responses, As a result, the network adjusts the 
microgrid's voltage and frequency. At 0.4 s, it disconnects 
from the network and enters island mode. To avoid severe 
frequency deviation and voltage drop due to sudden load entry 
or starting island mode, DG enters VF control mode. 
According to Equation (9), Vref is set at 310 V and fref at 50 Hz. 
Figure 8 shows the voltage and frequency adjusted using the 
control method. Which is the interaction of the control method 
and PSO-GA algorithm. Figure 8 shows that at 0.4 s it enters 
the island mode, and the controller maintains the system 
voltage and frequency at the desired value. During the 
simulation time, the PSO-GA algorithm adjusts the control 
parameters and during the process, the voltage and frequency 
values are in the acceptable range of 1 p.u limits. Figure 9 
shows the injection current of the network and microgrid. As 
shown in Figure 9 (a), after starting the island mode, the load 
current is fully fed. 

As mentioned, in the network-connected mode, the 
microgrid enters the PQ control mode, in which case it adjusts 
the active and reactive output power according to the system 
requirements. Figure 10 (a) shows the active injection power 
of the network. Power changes, in this case, indicate that the 
instantaneous power of the system is variable due to 
decreasing and increasing demand. On the other hand, Figure 
10 (b) shows the microgrid active injection power that follows 
the changes in the active power in the network and controls 
the power injection according to the needs of the network. 

According to Figures 10 (c) and (d), it can be seen that 
before starting the island mode, the reactive power required by 
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the network is provided by the microgrid, and after starting the 
island mode, the reactive power produced by the microgrid is 
zero due to the lack of non-ohmic load in the circuit. 

According to the results of Figures 8 to 10, it can be said 
that the performance of the control system by applying the 
hybrid PSO-GA algorithm in the island mode was able to 
regulate the voltage and frequency in an acceptable range and 
the network-connected mode with QP control was able to 
active and reactive power sharing to meet network demand. 
Table 2 lists the settings of the PI controller optimized by the 
PSO-GA method. Figures 11 and 12 also show the 
convergence of the parameters and the goal function. 

 
 

FIGURE 10. (a) Network active power, (b) Microgrid active power, (c) 
Network reactive power, and (d) Microgrid reactive power before and 
after islanding. 
 

 
FIGURE 11. Convergence curve of the objective function. 
 

 
FIGURE 12. Convergence diagram of controller parameters, (a) kpv (b) 
kiv (c) kpf (d) kif. 
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FIGURE 13. Single-line diagram of the microgrid understudy. 
 
 
 

B. IMPLEMENT THE PROPOSED METHOD WITH THE 
PRESENCE OF SEVERAL DGS 
In this part, the proposed method is implemented on a standard 
island microgrid including various loads and inverter-based 
DG. Figure 13 shows the single-line diagram of the studied 
microgrid [34]. The distributed generation units of this 
microgrid (DG1-DG4) with capacities equal to 12.5 kW are 
involved in the simulation process. Information about the 
loads and lines of this network are presented in the single-line 
diagram of Figure (13) and Table 3, and the controller 
specifications of the DG units are given in Table 4. Figure 14 
shows the load power-sharing status between the units of this 
microgrid in different conditions. During the start-up of the 
microgrid, the level of participation of each unit in meeting the 
demand of loads will be based on the rules of common drop 
characteristics. Therefore, the active power output reaches the 
desired value, while the reactive power output of each unit has 
a different value depending on the size of its feeder 
impedance. In the next step, the load L5 is added to the 
microgrid at 1.25s and disconnected at 2.25s. It is observed 
that these changes are detected in all units and are responded 
to simultaneously and in a coordinated manner. Finally, in 
3.5s, the DG4 unit exits the microgrid, and the simulation 
results confirm the efficiency of the proposed method in 
microgrid power control. 
 

 
FIGURE 14. Production capacity of microgrid units (a) Active power and (b) Reactive power. 
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FIGURE 15. Microgrid frequency deviation due to load and DG changes. 
 

TABLE 3: SPECIFICATIONS OF MICROGRID LINES UNDERSTUDY. 
Line type Z0 (Ω/km) Z1 (Ω/km) 
Overhead line, 4×120 mm2 AL 
XLPE 1.136 + j0.417 0.284 + j0.0825 

Overhead line, 3×70 mm2 AL 
XLPE + 54.6 mm2 AAAC 2.387 + j0.447 0.497 + j0.0861 

Cable, 3×50 mm2 AL XLPE + 
CU 35 mm2 2.04 + j0.421 0.462 + j0.0764 

Cable, 4×25 mm2 CU 3.48 + j0.409 0.87 + j0.0805 
Cable, 4×16 mm2 CU 5.52 + j0.418 1.38 + j0.0828 
Cable, 4×6 mm2 CU 13.64 + j0.472 3.41 + j0.0963 

 
TABLE 4: SPECIFICATIONS OF THE MICROGRID CONTROLLER UNDERSTUDY. 

Parameter Value  
Nominal frequency fn 50 Hz 
Filter capacitor Cf 100 μF 
Filter inductance Lf 1 mH 
Filter resistance Rf 0.01 Ω 
Switching frequency f 4500 Hz 
Maximum allowable frequency deviation Δf 0.3 Hz 
Maximum allowable voltage deviation ΔV 0.05 p.u. 

 

 
FIGURE 16. Comparison of the convergence curve of the objective 
function. 

FIGURE 17. Microgrid frequency model considering physical constraints 
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Finally, Figure 15 shows the curve of changes in network 
frequency deviation due to these changes. When load L5 
enters the network, the frequency decreases and with load L5 
exiting the network, the frequency changes increase and at the 
moment DG4 exits the network, these frequency changes will 
be more intense, which can be seen in Figure 15. Where the 
proposed method is compared with conventional PI control 
methods and PI optimized by PSO [32]. As you can see, the 
proposed controller had a good response both in terms of 
minimizing the frequency changes and in terms of reducing 
the frequency recovery time. Figure 16 compares the 
performance of the PSO-GA algorithm with the GA and PSO 
algorithms. As you can see from the convergence curve of the 
fitness function, the combined method performed better. 
 

 
FIGURE 18. Sudden changes in increasing and decreasing load in the 
microgrid 
 
C. SENSITIVITY ANALYSIS OF THE PROPOSED 
CONTROLLER FOR PARAMETERS UNCERTAINTY 
In this section, the performance of the proposed controller has 
been evaluated for uncertainties in load changes, the presence 
of different DGs, and changes in the generation power of the 
units, and its results have been compared with other methods. 
The studied microgrid information is presented in reference 
[35]. In this microgrid, there are different types of DGs, 
including a photovoltaic (PV), and a wind turbine generator 
(WTG). Here, the microgrid is modeled through MATLAB 
software, to improve the model and get closer to the real 
response of the microgrid, a series of nonlinear elements, 
limiters, and time delays have been added to the microgrid 
model, as shown in Figure 17. In this evaluation, the results 
obtained in the presence of sudden decreasing and increasing 
changes in a load of consumers and changes in the generation 
power of WTG and PV in a reasonable range in the presence 
of non-linear factors such as dead bands and delays (with a 
delay of 50 milliseconds) have been examined. In this case, 
the proposed controller should be able to be robust in the 
presence of changes in atmospheric conditions such as wind 
speed and solar radiation. Here, because we have large load 

changes, WTG and PV power changes are also multiplied to 
be comparable to large load changes as disturbances. 
Figure 18 shows the load changes in the form of steps, which 
according to the capacity of the units, step changes are created 
in such a way as to create significant frequency changes. Also, 
the random changes in WTG and PV power are shown in 
Figure 19. Considering that this figure shows the changes in 
generation power, it can be a negative number. 
 

 
FIGURE 19. WTG and PV power changes 

 

To compare the performance results of the controllers with 
each other in different states, a functional index is defined in 
the form of Equation (16). Which shows the integral amount 
of microgrid frequency deviation from its nominal amount (50 
Hz) so that the lower the value, the better the controller 
performance. Figure 20 shows the changes in the functional 
index defined in Equation (16) for the proposed controller, 
IMPC [36], and MPC-PSO [35]. As it is known, the proposed 
controller has the lowest amount of functional index changes, 
which indicates its proper performance. 
 

	𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙	𝑖𝑛𝑑𝑒𝑥 = /∆𝑓 𝑑𝑡 = /|𝑓 − 50|𝑑𝑡												(16) 

 
FIGURE 20. Functional index changes 
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FIGURE 21. Microgrid frequency deviation curve for disturbances 
 
TABLE 5: PERFORMANCE COMPARISON OF CONTROLLERS WITH DIFFERENT 

PARAMETERS. 

Parameters Controllers Uncertainties 
Normal +30% -30% 

ISTSE 

PSO-PID [37] 36.0223 39.6725 34.4608 
PSO-PIDF [38] 27.8301 34.2502 27.7341 
Fuzzy-PI [39] 10.2901 18.7536 12.2836 

PSO-GA 8.6802 8.7935 11.8886 

Overshoot 
(Hz) 

PSO-PID [37] 0.0693 0.0788 0.0531 
PSO-PIDF [38] 0.0223 0.0327 0.0041 
Fuzzy-PI [39] 0.0142 0.0231 0.0201 

PSO-GA 0.0021 0.0072 0.0033 

Settling 
time (s) 

PSO-PID [37] 10.7301 11.2346 9.9781 
PSO-PIDF [38] 10.6124 11.2337 8.2731 
Fuzzy-PI [39] 9.9216 12.3091 7.1741 

PSO-GA 5.1591 6.3201 4.0621 
 
In reference [35], to improve the PI controller in the microgrid, 
model predictive control (MPC) is used to optimize the 
coefficients of the PI controller, and since its purpose is to 
control the frequency of the microgrid, the performance speed 
of MPC will be very important. To solve this problem, the 
PSO algorithm is used to improve the MPC controller both in 
terms of performance speed and accuracy. Following this 
issue, in reference [36], the improved MPC controller is used 
to improve the current control loop in the inverter. Finally, 
Figure 21 shows the curve of microgrid frequency changes 
according to the disturbances presented in Figure 18 and 
Figure 19. As you can see, the proposed controller has a more 
suitable response both in terms of reducing overshoot of 
frequency changes and in terms of reducing frequency settling 
time, compared to the two MPC-PSO [35] and IMPC [36] 
controllers. 
A real microgrid contains different types of uncertainties due 
to microgrid load changes, system modeling errors, and 
microgrid structure changes. The simulation results for 
analyzing the frequency control performance of the studied 
microgrid show that the parameters are shown in Figure 17, 
such as T1, Tgi, etc., have a significant effect on the control 
performance of the system. Therefore, in this article, to reduce 
the settling time and frequency overshoot of the microgrid and 
the robust performance of the proposed controller, an integral 
square time square error (ISTSE) index in the form of 

Equation (17) has been used to evaluate the performance of 
the proposed controller. 
 

𝐼𝑆𝑇𝑆𝐸	𝑖𝑛𝑑𝑒𝑥 = /𝑡!∆𝑓! 𝑑𝑡																																											(17) 

Finally, TABLE 5 shows the amount of ISTSE, overshoot, and 
settling time obtained from the simulation results for normal 
and worst cases of uncertainty in the parameters, i.e. 
uncertainty of ±30% of the nominal value for different 
controllers. As you can see, according to the considered 
parameters, the proposed controller has been able to obtain 
better results. 

VI. CONCLUSION 
An effective power control method for VSI-based DG was 
researched in this paper to improve power quality in an island 
microgrid. An internal current control loop and a VF power 
control loop are part of the control approach. To implement 
the real-time auto-tuning method, the PSO-GA algorithm is 
inserted into the VF control loop. This technique is used to 
control voltage, frequency, and power-sharing when operating 
in island mode and while linked to the network. The controller 
is also designed to examine both dynamic and steady-state 
responses. According to the simulation results, the suggested 
controller has acceptable performance for controlling the 
microgrid's voltage and frequency, and its transient operating 
time is quite brief. This controller can therefore be used to 
control DG units in a microgrid while considering power-
sharing. Even with these good results and perfect results, some 
limitations exist. The major of these limitations are related to 
the complex combination of the optimization application that 
will resolve the problem. Many parameters must be adapted 
and chosen and finding the best combination need to make 
more than testing and measuring. On the other side, this work 
must be applied in a real application for testing the real 
efficiency and demonstrating if the system will be stable or 
not. In future endeavors of this work,   more than technic must 
be used and then compared. But verifying if this protocol is 
useful for a large charge amount of load must be made soon 
and try to be in connection with this work.
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Abstract: This article presents a study on the performance characteristics of a Francis turbine op-
erating with various guide vane openings to determine the best operating point based on unit
quantities. The guide vane openings were specified based on the width between the vanes at their
exit, i.e., 10 mm, 13 mm, 16 mm, and 19 mm. The performance characteristic curves of the Francis
turbine—head versus speed, torque versus speed, discharge versus speed, and efficiency versus
speed—were obtained at various input power and guide vane openings. From these data, unit curves
were plotted and the corresponding best efficiency points were obtained. The highest efficiency of
50.25% was obtained at a guide vane opening of 19 mm. The values of head, discharge, speed, and
output power at BEP were 7.84 m, 13.55 lps, 1250 rpm, and 524 W, respectively.

Keywords: renewable energy; Francis turbine; guide vane opening; performances & unit quantities

1. Introduction

The motive energy found in water is known as hydropower. By using hydroelectric
power plants, it can be transformed into electrical energy. All that is needed is a constant
inflow of water and a height difference between the location where the water is found and
the location where it can be released. The potential for hydropower is impressive. It is a free
resource that is perpetually renewable and nonpolluting. Hydropower plays a significant
role in the multipurpose use of water resources in many situations. The destructive forces
of flood flows and the energy of normal flows are harnessed by hydropower projects
to provide useful electrical energy. The economy of different power sources is reflected
in the cost of electricity. Countries that have a large proportion of hydropower in their
systems have the lowest tariffs. Upgrading existing hydropower plants is frequently more
economical than building new ones. High initial investment-prone hydropower plants hold
the substantial potential of uprating at the time of renovation, thereby making upgrading
proposals cost-effective [1]. Due to the rising demand for electricity, hydropower plants are
now more necessary than ever. Therefore, modernizing hydroelectric facilities is crucial to
meeting public demand.
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1.1. Selection of Turbines

The head under which a turbine is going to be operated gives guidance for the selection
of the type of turbine. The range of operation of each type is shown concerning the head
(H) and specific speed (ns) [2]. The total power to be installed must be known and the
number of machines then are chosen by economic consideration of load factor, the extent of
water storage, if any, cost of powerhouse, the convenience of operation, and maintenance.
Once the output per machine has been decided, information must be obtained concerning
the suitable speeds for which the generator can be constructed economically. From these
data, the coupling power, effective head, and speed of the turbine are known. Hence,
the specific speed is calculated. From the previous table, the suitable turbine is selected.
Since the speed of the generator can generally be selected from several suitable numbers
of pairs of poles, the appropriate specific speed is not limited to one value. In many cases,
the overlap is considerably extended and the problem arises of selecting from two types
of turbines, either of which could be used [3]. Here, knowledge of the advantages and
disadvantages of each type will assist, especially concerning efficiency when running at
part load. If the machine is required to operate for long periods of part loads, the Pelton
turbine would be preferred to the Francis turbine. Similarly, if the choice lay between two
Francis turbines, that with the lower specific speed would be more suitable, whereas if
the choice lay between a Kaplan turbine or a propeller turbine or a Francis turbine with a
high specific speed, the Kaplan turbine would be preferred. This is because of the flattest
efficiency curve being obtained from the Kaplan turbine, followed by the Pelton turbine,
the low-specific-speed Francis turbine, the high-specific-speed Francis turbine, and finally
the propeller turbine, which has the most peaked form of the efficiency curve. It must not
be assumed that the highest possible specific speed is always desirable [4,5].

1.2. Francis Turbine

Francis turbines can be built to handle a wide range of head and flow rates. This,
combined with their high efficiency, has resulted in them being the most widely used turbine
in the world. The Francis-type units have a head range of 20 m to 700 m, a specific speed of
60 to 400 rpm, and an output power ranging from a few kilowatts to one gigaton. Large
Francis turbines are custom-built for each location to achieve the highest possible efficiency,
typically exceeding 90% [6]. The water initially needs to enter the scroll (volute), which
is an annular channel that surrounds the runner, and then flows between the stationary
vanes and adjustable guide vanes, which provide the water with the best flow direction. It
then enters the completely submerged runner, altering the momentum of the water and
causing a reaction in the turbine. Water flows in a radial direction towards the center. The
water is impinged upon by curved vanes on the runner. The guide vanes are configured
in such a way that the energy of the water is largely converted into rotary motion, rather
than being consumed by eddies and other undesirable flow phenomena that cause energy
losses. The guide vanes are typically adjustable to provide some adaptability to variations
in the water flow rate and turbine load. The Francis turbine’s guide vanes are the elements
that direct the flow of water [7]. The authors investigated flow parameters, such as flow
angles at the runner’s inlet and outlet, flow velocities, and guide vane angles, to derive
flow characteristics. The goal was to analyze the pressure distribution and flow behavior to
achieve the level of accuracy required for the concept design of a revitalized turbine. The
obtained results are in good agreement with the on-site experiments, particularly for the
characteristic curve [8].

For three different specific speed turbines, the authors predicted the accuracy and
compared it to the model test results. It was demonstrated that the numerical model
test presented in this investigation could predict important characteristics of the Francis
turbine with high accuracy not only quantitatively but also qualitatively by comparing
simulation results with model test results for pressure-fluctuation characteristics, efficiency
characteristics, and cavitation characteristics. As a result, it was determined that numerical
model testing would be a more realistic estimation tool for Francis turbine hydraulic
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performance, contributing to cost reduction in the development of the Francis turbine [9].
The authors investigated Francis turbine guide vanes with pivoted support and an external
control mechanism for converting pressure to kinetic energy and directing it to runner
vanes. It has been discovered that increasing the clearance gap of the guide vane opening
increases leakage, lowering energy conversion and turbine efficiency and resulting in a
larger secondary vortex [10].

Many simulated results on hydroturbines have been conducted using various tur-
bulence models to identify their performance parameters [11]. Three distinct turbulence
models were explored in this work to measure the sensitivity of the model for the derivation
of Francis hydroturbine performance characteristics. To evaluate the performance of the
turbine, three different operating circumstances were chosen: part load, overload, and best
efficiency point. The highest velocity fluctuation inside the Francis runner was anticipated
by the model. The turbulence model can be used to capture the vortex rope that appears at
the runner’s output [12]. The influence of blade thickness on hydraulic performance was
investigated numerically using six types of impellers with varied blade thicknesses that
were integrated into the same pump to compare head and efficiency under design point [13].
The effect of clearance on the performance of a Francis turbine was investigated, and it was
discovered that as transverse flow and loss increased, efficiency decreased significantly.
When considering a specific degree of erosion, the pressure on both sides of the blade and
at the outflow of the blade was precisely proportional to the erosion state [14–16]. The
flow conditions in the runner inlet of a low-speed-number Francis turbine are found to be
identical when a cascade with one guide vane between two flow channels is optimized [17].

Guide vane (GV) clearance gaps grow larger due to abrasive wear, which worsens
the flow and reduces efficiency. In order to reduce potential consequences of an eroded
guide vane on the performance of the turbine, this research evaluates several guide vane
profiles. It is discovered that the pressure differential between the neighboring sides causes
the clearance gap to create a leakage flow. A vortex filament is created when the leaky
flow combines with the main flow and is forced within the runner [18]. The authors offer a
methodology for the design, optimization, and additive manufacture of turbine blade rows
and other components of highly stressed turbomachinery. The technique subsequently
produces final geometries that have been suitably represented for additive manufacturing.
A few aluminum prototypes of the newly improved turbine blade have been produced
in order to undergo mechanical and fatigue testing [19]. The mechanical power turbine’s
torque varies with its size. With a peak value of 3249.7 Nm at pitch angle 17◦, significant
torque was obtained in the pitch angle range of 15–20◦. As turbines grow in size and
their pitch angle range increases, they will produce more power, reaching a maximum
of 124,987.1 W or 125 kW [20]. The findings demonstrated that in operating conditions
involving substantial flow rates, severe sand abrasion might be seen close to the blade head
and outlet. In working conditions with low flow rates, there may be very minor abrasion
found close to the blade flange. The runner is severely abraded and its effectiveness is
lowered in proportion to the sediment concentration and sand diameter [21]. While the
flow separation on the suction side close to the blade tip merges, the flow characteristics
on the blade pressure side are often stable. The flow-separation phenomenon manifests
itself more visibly with larger tip clearance. The tip leakage vortex, which is also a spatial
three-dimensional spiral structure created by the entrainment effect of the tip leakage flow
and main flow, becomes more pronounced as the tip clearance rises [22].

After detailed review of the literature, it was apparent that lots of research has been
carried out on hydroturbines, but few studies have made an attempt at different guide
vane openings and no literature was found on best operating point based on unit quantities.
As such, the present work focuses the best operating point based on unit quantities by
studying the performance characteristics of the Francis turbine at various input powers
and guide vane openings.
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2. Experimental Setup
2.1. Experimental Setup of Francis Turbine

The model Francis turbine available at Hydro Turbo Machines Lab was designed and
built by Nilavalagan (1973) and was used for these experiments, as shown in Figures 1 and 2.
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Figure 2. Schematic of Francis turbine test setup.

The Francis turbine is a machine that uses the energy of water and converts it into
mechanical energy. Thus, it becomes the prime mover to run the electrical generators to
produce electricity. The head is generated using a pump that draws water from the storage
tank and supplies it to the inlet of the turbine. The torque generated by the turbine is
measured using a brake drum. The water outlet flow of the turbine is sent to the measuring
tank through the draft tube. The excess water from the measuring tank flows to the
storage tank.

Four pressure tapings made near the inlet of the turbine were made to form a piezo-
ring and were connected to a pressure gauge (range 0–2.5 kg/cm2). The tachometer was
used to measure the speed (N) of the turbine. The turbine was loaded with the help of a
brake drum connected to a loading belt. The tension in the belt on both sides of the brake
drum was measured with spring balances. The load on the turbines was altered with the
help of hand wheels connected to balances. The diameter of the brake drum was 225 mm
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and the thickness of the belt 5 mm. At the back of the turbine casing, there is a guiding
vane mechanism. The distance between the two successive guide vanes can be altered by
rotating a hand wheel. The maximum distance between one guide vane’s tip to another
was measured using a vernier caliper. It was found to be 19 mm maximum.

2.2. Specification of the Instruments Required for Measuring

(a) Discharge

The discharge measurement in this experiment was done using a rectangular notch,
shown in Figure 3, fitted in the measuring tank. The discharge formula found by the Indian
Standard (IS: 9108-1979) was used and is discussed below.
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The Kindsvater–Carter rectangular weir formula is

Q = Ce
2
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√
2gbeh3/2
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where,
Q = discharge, m3/sec
Ce = coefficient of discharge,
be = effective width, in mm, and
he = effective head in mm.
The coefficient of discharge was determined by experiment as a function of two

variables from the formula:
Ce = f(

b
B

,
h
p
) (2)

The effective width and head are defined by the equations:

be = b + kb = b + 3.6 (3)

he = h + kh = h + 0.0012 (4)

Which and are experimentally determined quantities, in meters, which compensates
for the combined effects of viscosity and surface tension.

From the value of b/B, formula for Ce can be written as

(b/B = 0.6): = 0.593 + 0.018 (5)

The water-level gauge was used to measure the height of the water level in a rectangu-
lar notch. This water-level gauge was fixed with the scale. This gauge mechanism has a
rotating device for making adjustments.

(b) Speed

The digital tachometer was used to measure the speed of the turbine. Its range is
0–5000 rpm. This tachometer is kept at the back of the brake drum to find the speed of
the turbine.
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(c) Pressure

A Bourdon tube pressure gauge was used to find the pressure at the inlet of the turbine.
The pressure gauge range was 0 to 2.5 kg/cm2.

(d) Load

The spring balance was used to find the loads applied on the brake drum. The
spring-balance range was 10 kg × 50 gm and 20 kg × 100 gm.

2.3. Experimental Methodology

â Connect the supply-pump motor unit to 3 ph, 440 V, 30 A, electrical supply, with
neutral and earth connection and ensure the correct direction of pump motor unit.
Keep the gate closed before the pump is on. Later, press the green button of the
supply-pump starter and then release. The guide vane distance is maintained at
19 mm initially for fully open guide vane position and altered to 16 mm, 13 mm, and
10 mm distance with the help of a hand wheel. For each of the above guide vane
openings, the speed of the turbine is maintained initially at 1000, 1500, 2000, and
2500 rpm by adjusting the pump outlet valve. Later, the load is applied in steps of
250 g till the lowest possible speed at which the turbine can run continuously. For
each corresponding set of readings, the pressure at the inlet of the turbine, speed, load
on the brake drum, and head over notch are noted. Then, the gate valve is closed and
the supply-water pump switched off.

â The performances of the turbine were calculated, i.e., discharge, head, torque, input
power, output, efficiency, and unit quantities. Later, the performance characteristics
of the turbine were plotted.

3. Results and Discussion

The best efficiency point of the Francis laboratory scale was found by operating the
water pump at different guide vane openings. The performance characteristics were plotted
for these conditions. For each water supply, the reading was obtained and respective
characteristics curves plotted for four different guide vane openings. The guide vane
openings were specified based on the width between the vanes at their exit, i.e., 10 mm,
13 mm, 16 mm, and 19 mm. For each water supply and respective guide vane opening, an
experiment was conducted as per the procedure indicated in Section 2.3. Each experiment
was repeated and performance curves for discharge versus speed, head versus speed,
torque versus speed, and efficiency versus speed were plotted.

A polynomial curve fit was done for the two individual sets of readings that were re-
peated for the same experimental condition to check repeatability. Then, the two individual
experimental results were merged as one single set and fitted as a polynomial curve. The
correlation coefficient was found to be not less than 0.98. The respective polynomial equa-
tion for each of torque, discharge, and head with speed were substituted in the efficiency
formula and corresponding efficiency was calculated.

3.1. Performance Characteristics of Francis Turbine

The performance characteristics of discharge versus speed, head versus speed, torque
versus speed, and efficiency versus speed for 10 mm guide vane opening are shown in
Figures 4–11. At lower input power, few points could be obtained. The turbine came to a
halt at higher loads, but starting the turbine at higher power enables taking a large number
of readings. The discharge appears to be less at high speeds compared to low speeds; this
may be because the machine is vibrating and fluctuating while it is functioning.
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Figure 5 shows the plot of the variation of the head concerning the speed for different
power inputs. The head increases with an increase in the power inputs. The head is almost
constant at lower speeds and then increases with speed. There is a slight increase in the
head curves even during the lower speeds for the power input of 2049 (W). In this plot also,
it may be observed that the repeatability of the readings is good.

A study of Figure 6 showing the plot of torque versus speed shows that at no load
conditions, the speed of the turbine is about 2500 rpm for the power input of 2049 (W). This
is the maximum speed that was achieved for the highest possible power input. The speed
at no load came down to 2000 rpm, 1500 rpm, and 1000 rpm, respectively, as the input
power was decreased. In fact, during the experiments, the input valve that changes the
power input to the turbine was fixed based on the speed in the no-load condition. When a
load is applied, the torque rises, increasing the frictional forces acting between the brake
drum and the belt. This causes heat to be released, reducing speed. The repeatability of the
readings can also be seen in the two sets plotted in Figure 6.

Efficiency versus speed for different power inputs is shown in Figure 7. It may be seen
that higher maximum efficiency was obtained for higher inputs and efficiency increased
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to a maximum then decreased as speed increased. This is because the output power is
contributed by the torque and speed. The speed decreases with increases in torque; thereby,
the overall output power increases, reaches a maximum, and then decreases. One can argue
that the effect of input power may also contribute to the variation in efficiency. This is
true, but only at higher speeds. The discharge and the head were almost constant at lower
speeds, so the variation of input power becomes insignificant. That is the reason that the
efficiency curves show the increasing and decreasing trend.

The two sets of points in Figures 4–7 indicate clearly that the results are repeatable
and hence they were considered together and a single curve fitted for every value of
input power.

Figure 8 shows the plot of the variation of the head concerning the speed for different
power inputs. Trial 1 and trial 2 were combined and plotted as a single curve. It can be
seen that head decreases with a decrease in the power inputs.

Figure 9 shows that when the load is applied, the torque increases the frictional forces
acting between the brake drum and the belt increase and dissipate the energy in the form
of heat; therefore, the speed comes down. The torque is increased by decreasing the speed.

The efficiency versus speed for different power inputs is shown in Figure 10. The
higher maximum efficiency was obtained for higher input power. However, there is only a
slight variation of maximum efficiency at 445 W, 1031 W, and 2049 W input power.

The iso-efficiency lines plotted on discharge versus speed curves are shown in Figure 11.
From the efficiency curves, horizontal lines corresponding to efficiencies of 20%, 25%, 30%,
35%, and best efficiency point (BEP) were drawn and the speed and the discharge corre-
sponding to the point where the efficiency curves intersect the horizontal iso-efficiency
lines were noted and plotted, as shown in the above figure. It may be noted that the value
of discharge and speed at maximum efficiency is 32%, 36%, 37%, and 38% at input power
of 77 W, 243 W, 647 W, and 1414 W for guide vane opening of 10 mm.

The head versus speed curve shown in Figure 12 was obtained at a guide vane opening
of 13 mm. The head is decreasing with decreasing the speed. When input power is more,
the head seems to be more.
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From Figure 13, it may be seen that as speed decreases, the torque starts to increase
when the load is applied to the brake drum. There is not much variation in these curves
between guide vane openings of 13 mm and 10 mm, as seen in Figures 9 and 13.
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Figure 13. Torque vs. speed at a guide vane opening of 13 mm.

The maximum efficiency was observed at a power input of 953 W for a guide vane
opening of 13 mm, as seen in Figure 14. At input power of 123 W, 456 W, and 953 W the
maximum efficiency increases gradually, but at power input 2089 W it is decreased slightly
due to the vibration, which leads to cavitations within the turbine.
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Figure 14. Efficiency vs. speed at a guide vane opening of 13 mm.

Figure 15 shows that the discharge is more or less constant at different input power.
The iso-efficiency plot seems not much different between the guide vane openings of 10 mm
and 13 mm. The values at best efficiency points are 33%, 37%, 40%, and 39%.



Energies 2022, 15, 6798 12 of 24
Energies 2022, 15, x FOR PEER REVIEW 13 of 25 
 

 

 
Figure 15. Discharge vs. speed and iso-efficiency line at 13 GVO. 

The plot of the variation between the head and speed for different power input at 16 
mm GVO is shown in Figure 16. The head decreases with decreasing power input. A 
notable variation may be observed at higher speeds. 

 
Figure 16. Head vs. speed at a guide vane opening of 16 mm. 

From Figure 17, it may be concluded that at a GVO of 16 mm, when the torque 
increases the speed starts decreasing when the load is applied on the brake drum. There 
is not much variation from guide vane openings of 16 mm, 13 mm, and 10 mm. 

Figure 15. Discharge vs. speed and iso-efficiency line at 13 GVO.

The plot of the variation between the head and speed for different power input at
16 mm GVO is shown in Figure 16. The head decreases with decreasing power input. A
notable variation may be observed at higher speeds.
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Figure 16. Head vs. speed at a guide vane opening of 16 mm.

From Figure 17, it may be concluded that at a GVO of 16 mm, when the torque
increases the speed starts decreasing when the load is applied on the brake drum. There is
not much variation from guide vane openings of 16 mm, 13 mm, and 10 mm.
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Figure 17. Torque vs. speed at a guide vane opening of 16 mm.

From Figure 18, it is observed that the maximum efficiency at 16 mm GVO was seen at
a power input of 1784 W. The maximum efficiency decreases as input power is decreased.
As there is an increase in guide vane opening, the efficiency improves compared to the low
guide vane opening due to there being no impediment or vibration.
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Figure 18. Efficiency vs. speed at a guide vane opening of 16 mm.

From Figure 19, it is seen that at 113 W power input, the discharge was constant.
At other input power, the discharge was slightly decreased as speed increased at 16 mm
GVO. The iso-efficiency lines plotted seem to be a straight line with different slopes. The
discharge versus speed at BEP is 32%, 38%, 42%, and 46%.
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Figure 19. Discharge vs. speed and iso-efficiency line at 16 GVO.

Figure 20 shows the plot of the variation of head with respect to the speed for different
power input at a GVO of 19 mm. The head increases with increase in the power input.
There is a variation in the head curves at higher speed for all the four power inputs.
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Figure 20. Head vs. speed at a guide vane opening of 19 mm.

According to Figure 21, when the load is applied the torque increases the frictional
forces acting between the brake drum and the belt increases and dissipates the energy in
the form of heat, and thus the speed comes down. The torque is increased with increased
input power. There is a large variation in torque at 1652 W power input compared to other
lower input power.
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Figure 21. Torque vs. speed at a guide vane opening of 19 mm.

From Figure 22, maximum efficiency is observed at 1652 W. Maximum efficiency
observed at 871 W was higher compared to the 96 W and 369 W power inputs. Compared
to all other guide vane openings, the 19 mm guide vane opening showed the best efficiency
due to no obstruction and vibration compared to low guide vane openings. As per the
standard of this turbine, it could not achieve more efficiency at 19 mm guide vane opening
due to some of the drawbacks, such as leakages between the blades and the casing and
vibrations of the turbine.
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Figure 22. Efficiency vs. speed at a guide vane opening of 19 mm.

Discharge was found to be constant as speed was varied at different input powers,
as shown in Figure 23 at a GVO of 19 mm. The iso-efficiency was plotted and seems not
much different between guide vane openings of 10 mm, 13 mm, 16 mm and 19 mm. The bp
values are 41%, 46%, 47% and 50%.



Energies 2022, 15, 6798 16 of 24
Energies 2022, 15, x FOR PEER REVIEW 17 of 25 
 

 

 
Figure 23. Discharge vs. speed and iso-efficiency line at 19 GVO. 

3.2. Best Efficiency Point Curves 
Figure 24 shows that all the best efficiency points with different guide vane openings 

are plotted in 10 mm guide vane opening. The four best efficiency points combined are 
intersecting at 930 speed and 11 discharge. They all split at higher discharge and lower 
discharge. All the discharge curves seem to be constant. As the guide vane opening was 
varied, there was a variation in the line of best efficiency, as shown in Figure 10. This plot 
indicates that all these lines merge at speed of 920 rpm. 

 
Figure 24. Discharge vs. speed for best efficiency point at 10 mm GVO. 

3.3. Unit Curves 
The unit discharge versus unit speed curve is shown in Figure 25. For all trial 1 and 

trial 2 readings at various input power, the points seem to coalesce, so one universal 
trend line was drawn for all the data indicating the variation of the unit discharge with 
respect to unit speed. Compared to characteristic curves of discharge versus speed, the 
unit discharge decreases with increase in unit speed. 

Figure 23. Discharge vs. speed and iso-efficiency line at 19 GVO.

3.2. Best Efficiency Point Curves

Figure 24 shows that all the best efficiency points with different guide vane openings
are plotted in 10 mm guide vane opening. The four best efficiency points combined are
intersecting at 930 speed and 11 discharge. They all split at higher discharge and lower
discharge. All the discharge curves seem to be constant. As the guide vane opening was
varied, there was a variation in the line of best efficiency, as shown in Figure 10. This plot
indicates that all these lines merge at speed of 920 rpm.
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Figure 24. Discharge vs. speed for best efficiency point at 10 mm GVO.

3.3. Unit Curves

The unit discharge versus unit speed curve is shown in Figure 25. For all trial 1 and
trial 2 readings at various input power, the points seem to coalesce, so one universal trend
line was drawn for all the data indicating the variation of the unit discharge with respect to
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unit speed. Compared to characteristic curves of discharge versus speed, the unit discharge
decreases with increase in unit speed.
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Figure 25. Unit discharge vs. unit speed at a guide vane opening of 10 mm.

The variation of output power versus unit speed operating at different power inputs is
shown in Figure 26. These points form a second-order polynomial curve fit with correlation
coefficients near one. The maximum unit output power is found at a unit speed of 396 rpm.

Energies 2022, 15, x FOR PEER REVIEW 18 of 25 
 

 

 
Figure 25. Unit discharge vs. unit speed at a guide vane opening of 10 mm. 

The variation of output power versus unit speed operating at different power inputs 
is shown in Figure 26. These points form a second-order polynomial curve fit with 
correlation coefficients near one. The maximum unit output power is found at a unit 
speed of 396 rpm. 

 
Figure 26. Unit output power vs. unit speed at a guide vane opening of 10 mm. 

For the 10 mm guide vane opening, the maximum efficiency is obtained for unit 
speed of 400, as shown in Figure 27. The highest efficiency is about 38%. 

Figure 26. Unit output power vs. unit speed at a guide vane opening of 10 mm.

For the 10 mm guide vane opening, the maximum efficiency is obtained for unit speed
of 400, as shown in Figure 27. The highest efficiency is about 38%.
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Figure 27. Efficiency vs. unit speed at a guide vane opening of 10 mm.

For a guide vane opening of 13 mm, the unit discharge versus unit speed curve is
shown in Figure 28. The unit discharge decreases with increase in unit speed at this guide
vane opening also. When compared to that for 10 mm, the unit discharge increases and
decreases with increasing speed.
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Figure 28. Unit discharge vs. unit Speed at a guide vane opening of 13 mm.

The variation in unit output power versus unit speed operating at different power
inputs is shown in Figure 29. The maximum output power is found at a unit speed of
396 rpm, the same as that at a GVO of 10 mm.
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Variation in efficiency versus unit speed is shown in Figure 30. The efficiency gradually
increases and decreases. The maximum efficiency is attained at a unit speed of 400 rpm.
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Figure 30. Efficiency vs. unit speed at a guide vane opening of 13 mm.

For a guide vane opening of 16 mm, the unit discharge versus unit speed curve is
shown in Figure 31. The unit discharge decreases with an increase in unit speed.
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The variation in unit output power versus unit speed operating at different power
inputs is shown in Figure 32. The maximum output power is found at a unit speed of
396 rpm, the same as that at a GVO of 10 mm and 13 mm.
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Figure 33 shows that a higher maximum efficiency is obtained at 45% with a guide vane
opening of 16 mm. This curve at a unit speed value of 400 rpm attained maximum efficiency.
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Figure 33. Efficiency vs. unit speed at a guide vane opening of 16 mm.

The unit discharge versus unit speed curve is shown in Figure 34. The unit discharge
decreases with increasing unit speed. The unit discharge decreases with increasing unit
speed. The unit discharge curve looks similar to GVO of 13 mm, 16 mm, and 19 mm.
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The variation in unit output power versus unit speed operating at different power
inputs is shown in Figure 35. The maximum output power is found at a unit speed of
400 rpm, the same as that at a GVO of 10 mm, 13 mm, and 19 mm.
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Figure 36 shows the variation in efficiency with unit speed for GVO of 19 mm. It
shows that the unit speed at BEP is 400 rpm.
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Figure 36. Efficiency vs. unit speed at a guide vane opening of 19 mm.

Using results obtained for other GVOs, as mentioned in Table 1, variations of unit
quantities at the best efficiency point were plotted concerning GVO. The results presented
in Figure 37 show the values to be more or less constant for all guide vane openings.

Table 1. Best efficiency points from characteristics of Francis turbine.

S. No
Guide Vane

Opening
GVO (mm)

Speed
N (rpm)

Discharge
Q (lps)

Head Given
to Turbine

H (m)

Brake Output
Power (W)

Power Input
to the

Turbine (W)

Efficiency
(%)

1

10

600 6.02 1.31 25.08 77.44 32.39
2 700 8.77 2.82 88.15 242.86 36.30
3 1000 11.83 5.58 239.34 647.33 36.97
4 1250 14.89 9.68 537.68 1414.14 38.02

5

13

450 5.86 1.09 20.90 62.89 33.24
6 700 8.92 2.81 92.36 245.79 37.58
7 950 11.06 5.39 236.09 584.55 40.39
8 1300 15.14 9.61 558.15 1427.69 39.09

9

16

450 5.47 1.14 20.57 61.33 33.54
10 650 8.49 2.47 78.64 205.51 38.27
11 950 11.29 4.67 220.64 517.26 42.66
12 1250 13.94 8.29 522.94 1134.04 46.11

13

19

350 5.47 0.91 19.99 48.89 40.88
14 700 8.40 2.25 85.26 185.57 45.94
15 900 11.38 4.19 209.13 468.15 44.67
16 1250 13.55 7.84 524.00 1042.79 50.25
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Figure 37. BEP unit quantities vs. GVO.

4. Conclusions

In the current work on the best operating point based on unit quantities by studying
the performance characteristics of the Francis turbine at various input powers and guide
vane openings, the important conclusions are revealed below.

The performance characteristic curves were plotted within the available range of
variation of guide vane openings (10 mm to 19 mm) and input power (96 W to 2089 W).
From these available data, unit curves were plotted and corresponding best efficiency
points obtained. The highest efficiency of 50.25% was obtained at a guide vane opening
of 19 mm. The values of head, discharge, speed, and output power at BEP were 7.84 m,
13.55 lps, 1250 rpm, and 524 W, respectively. As per the condition of this Francis turbine,
the main reason for not obtaining more than the higher efficiency of 50.25% was leakage
flow that passed through the clearance gap between the guide vanes’ high-pressure and
low-pressure sides. To determine how much leakage flow there is, finding the velocity
vectors inside the gap can be used.
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Abstract
The ever increasing demand for electricity leads to the advancement of distributed generation (DG). Almost all DG sources

are renewable nature. One of the major complications with the high penetration of DG sources is islanding. The islanding

may damage the clients and their equipment. As per the IEEE 1547 DG interconnection standards, the islanding will be

identified in two seconds and the DG must be turned off. In this paper, an advanced islanding detection process stands on a

deep learning technique with continuous wavelet transforms and convolution neural networks implemented. This approach

transforms the time series information into scalogram images, and later, the images are used to train and test the islanding

and non-islanding events. The outcomes are correlated with the artificial neural networks and fuzzy logic methods. The

comparison shows that the proposed deep learning approach efficiently detects the islanding and non-islanding events.

Keywords Distributed generation � Islanding detection � Scalogram � Time series data � CNN

1 Introduction

The high integration of DG systems makes the power

system network further complex. One of the major com-

plications as a result of such DG assimilation is islanding.

It is a situation where DG feeds the regional loads after

disconnecting from the utility grid (Reddy et al. 2022). It

can be intentional or unintentional. The intentional

islanding arises with the maintenance of utility. The

unintentional islanding may cause due to utility grid failure

or uncertainties in the power network (Cui et al. 2018). It

not only damages the customer’s appliances and personal

but also makes the grid cumbersome (Raju et al. 2021).

Considerable islanding detection approaches are recom-

mended by the researchers. They are briefly described here.

The passive methods encounter the situation by regu-

larly auditing the passive parameters at the point of com-

mon coupling (PCC) and comparing it with the predefined

threshold value (Reigosa et al. 2017). The passive param-

eters are voltage, current, frequency, impedance, phase

angle, etc. If the parameter exceeds the specified value, the

method affirms the islanding (Rami et al. 2021). However,

they have been suffering from massive non-detection zone

(NDZ) and complexity in fixing threshold values (Salles

et al. 2015; Rami and Harinadha Reddy 2019a). To over-

come these demerits, active methods are suggested. In

active methods, a low-frequency harmonic signal is con-

tinuously injected and the parameters at PCC are monitored

(Rami and Harinadha Reddy 2019b). In grid-connected

affair, the injected signal will not affect the monitored

parameters, but in the islanding case, it leads to the dis-

crepancy in the observed guidelines. The particular dis-

crepancies have been used to find the islanding (Murugesan

and Murali 2020; Sivadas and Vasudevan 2020). These

recommendations have no NDZ, but they are degrading the

quality of power (Rami and Harinadha Reddy 2018). To

eliminate the drawbacks of active methods, hybrid methods

are proposed. They are the aggregate of active and passive

approaches (Kermany et al. 2017). When the passive

method suspects the islanding case, the active approach
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confirms it (Ch and Harinadha Reddy 2018). These meth-

ods have no NDZ and affect power quality less compared

to active methods (Chen et al. 2019). The remote islanding

approach finds the islanding by collecting data from utility

and DG (Xu et al. 2007). Various signal processing

approaches have been proposed by the researchers which

reduce the NDZ and enhance the performance of the pas-

sive methods by extracting the hidden features from the

passive parameters (Reddy et al. 2020; Reddy and Hari-

nadha Reddy 2019; Do et al. 2016). Artificial intelligence

learning models classify the islanding and non-islanding

events without threshold settings efficiently (Khamis et al.

2018). They do not have NDZ, but large data are required

for training the models (Kermany et al. 2017). It is com-

pulsory to produce an accurate islanding detection tech-

nique due to advancements in smart grid technology and

the complexity of the power system network in the future.

This paper presents a new IDM based on deep learning.

This method uses CWT and CNN. First, the time series

data obtained at PCC are transformed toward the scalogram

illustrations with CWT which contain the data of various

islanding and non-islanding events. Later the scalogram

images will be used to train the proposed CNN model. This

is the second attempt of applying image processing tech-

niques for the classification of islanding cases. The

remaining part of the paper is organized as per the fol-

lowing aspects. Segment 2 describes the practice of

transforming time series input toward scalogram illustra-

tions. Segment 3 describes the test system and data set

preparation. In Sect. 4, the design and training of CNN are

presented. The results and discussions are illustrated in

Sect. 5. Section 6 presents the conclusion.

2 Time series data to Scalogram image
conversion

This section presents the operation of transforming the time

series signal toward the scalogram appearances. The signal

data of (1) are used to prepare the basic scalogram image

(Manikonda and Gaonkar 2019). It is one second duration

composed of two different frequencies 10 Hz and 200 Hz

near amplitudes 15 and 25, respectively. The amplitudes

and frequencies are randomly selected for illustrating the

explanation. This approach uses the wavelet transform of a

signal.

f ðtÞ ¼ 15 sinð2p� 10� tÞ þ 25 sinð2p� 200� tÞ ð1Þ

The wavelet transform of any signal f ðtÞ can be speci-

fied as:

Xðu; sÞ ¼
Zþ1

�1

f ðtÞ 1ffiffi
s

p w� t � u

s

� �
dt ð2Þ

In wavelet transforms, the time frequency energy den-

sity of a signal is a scalogram. In simple words, a scalo-

gram is an observable impersonation of the wavelet

transform, to what end x, y and z axes produce the time,

frequency and magnitude in color gradient, respectively

(Sejdic et al. 2008). The scalogram of time series results

represented in Eq. (1) is depicted in Fig. 1. It is obtained by

applying the CWT with Morse wavelets. Figure 1 shows

two frequencies 10 Hz and 200 Hz and two amplitudes 15

and 25, respectively. In this manner, any time series data

can be converted into scalogram images. It is generally

known that any supervised learning requires data set for

training of the network and testing. In this paper, the data

set is prepared with scalogram images of different time

series events. The next section describes the test system

and data set preparation for the training of CNN in detail.

3 Test system and data set preparation

Large training information is needed for testing any

supervised learning methods. For problems related to

image classifications, standard data sets are available. No

such standard data sets are available for islanding detection

methods. Hence, a standard test system is appropriate for

developing a sufficient data set. A 100 KW grid integrated

PV source shown in Fig. 2 is considered to create such a

data set. This model has been adopted in such a way as to

satisfy the proposed work. The simulations are born in the

MATLAB/Simulink platform. At t = 0.4 s, by opening the

Fig. 1 Scalogram image of Eq. (1)
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CB (circuit breaker), the islanding event is created. The

phase angle between the positive sequence component of

voltage and current at PCC is acquired for 6 cycles at 1000

samples per second. A PC with an i5 processor, 8 GB

RAM and Windows 10 operating system is used to get

these simulations. For producing the image data set, dif-

ferent islanding and non-islanding events are validated and

their results are recorded as time series plots.

CWT is applied to each time series data, for the gen-

eration of scalogram images. The scalogram of the phase

angle between the positive sequence component of voltage

and current at PCC for grid integrated and disconnected

operations are shown in Fig. 3. It is observed against the

scalogram illustrations that there is a good variation among

the islanding and non-islanding images. The image clas-

sification technique is applied to these images for the

detection of events. Most of the passive approaches are

failed to detect the islanding cases when there is a zero or

small power variation among the DG and the load in the

islanding situation. This situation is taken into account, and

different islanding capsules at nearly worst power mis-

matches are studied and included in the data set. The data

set also includes several islanding cases and non-islanding

cases such as switching of loads, capacitor banks, short-

circuit faults and motor switching events. A total of 300

islanding and non-islanding are generated for data set

creation, which include 150 islanding and 150 non-is-

landing events that are listed in Table 2.

4 Methodology and CNN design

This segment presents the methodology, architecture and

training particulars of CNN. Figure 4 represents the steps

in the proposed islanding detection process. The phase

angle between the positive sequence component of voltage

and current is acquired at PCC in time series form. This

knowledge is transformed into scalogram pictures.

The scalogram pictures are given as input to the already

experienced CNN for the classification of events. For any

supervised learning method, feature extraction is crucial for

workouts and examinations. The accuracy of the approach

depends on these features. In deep learning, CNN naturally

extracts these features from the input pictures. It has

multiple layers, most of the layers are used for feature

extraction and only the concluding minority layers are used

for analysis. The general structure of CNN is depicted in

Solar DG DC/DC
Boost converter

3 phase
Inverter

CB

Local
Load

Step up
Transformer

PCC GRID

Scalogram
Computation
with CWT

CNN
Classifier

Islanding

Non Islanding

Proposed Method

Fig. 2 Test system for

implementation of the proposed

method

Fig. 3 Scalogram image variation for grid-connected and islanded

data
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Fig. 5, and various slabs of CNN are shortly described here

(Guo et al. 2018; Ker et al. 2018).

4.1 Convolution layer

In deep learning, convolution is a mathematical operation

on two functions. Among the two functions, one function is

an image in the form of pixels at the point on the picture

and the other function is the kernel. Both are characterized

as a cluster of numbers. The multiplication of these two

arrays accords to the outcome. The filter is now moved to

another position on the image which is decided through the

stride duration. The convolution is continued as far as the

total picture has been covered. The output of these com-

putations is an activation map. Unlike the artificial neural

networks where all input neurons are connected to all the

output neurons, CNN has sparse connections, which means

only the input neurons have only a few connections with

the next layer neurons. The convolution activity is repre-

sented by the � operator. Output f ðxÞ is characterized when

the input IðxÞ is convoluted with the kernel KðxÞ as (3):
f ðxÞ ¼ ðI � KÞðxÞ ð3Þ

If x takes only integer attitudes, the discretized convo-

lution can be defined as (4), which assumes the one-di-

mensional convolution

f ðxÞ ¼
X
a

IðaÞ � Kðx� aÞ ð4Þ

The two-dimensional convolution with input Iða; bÞ and
filter Kðm; nÞ is illustrated as (5):

f ðxÞ ¼
X
m

X
n

Iðm; nÞ � Kða� m; b� nÞ ð5Þ

By commutative law, filter is flipped and Eq. (5) is

corresponding to (6):

f ðxÞ ¼
X
m

X
n

Iða� m; b� nÞ � Kðm; nÞ ð6Þ

Neural networks appliance the cross-correlation opera-

tion, it is the same as the convolution operation without

flipping the filter and the Eq. (6) changes to (7). Figure 6

shows the convolution operation in detail

f ðxÞ ¼
X
m

X
n

Iðaþ m; bþ nÞ � Kðm; nÞ ð7Þ

4.2 Rectified liner unit (ReLu) layer

The activation function at the yield of the convolution

lamination is linear naturally. The activations commonly

happen through the ReLu unit, for getting the nonlinear

transformation. There are different types of activation

functions; a few among the familiar functions are tanh,

sigmoid and rectified linear unit (ReLu). In this CNN

architecture, ReLu activation function is used at the output

of previous layers. It can be represented in Fig. 7.
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Fig. 4 Flowchart of the proposed method
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Here, x is the input to the neuron. It gives the output as

zero if the input is negative and it gives the same output if

the input is a positive value. This layer simplifies the cal-

culations and accelerates the design, and it advises escap-

ing the fading gradient problems.

4.3 Pooling layer

The pooling sheet lowers the resolution of the extractions.

This layer produces the extractions strong counter to dis-

tortion and noise. Here are four types of pooling: They are

max pooling, average pooling, L2 normalization and sum

pooling. In these classifications, the input is separated into

non-overlapping two-dimensional zones. For max pooling,

the maximum value of zone values is considered as output.

For average pooling, the average of zone values is con-

sidered as output, and for sum pooling, the sum of all

values in the zone is considered. The proposed approach

uses the max pooling layer (Fig. 8).

4.4 Softmax layer

Softmax layer provides the probabilities of all classes for n-

dimensional input real numbers vector. These probabilities

are used for classification. Mathematically, it can be rep-

resented as in Eq. (8):

xi ¼
eziPn
j¼1 e

zj
ð8Þ

All the determined contingencies are in the dimension of

zero and one. The importance of this function is that it can

add the entire probabilities up to one.

4.5 Fully connected layer

These are the output layers of the CNN. This layer pro-

duces the output classification. Every neuron in a fully

connected layer has a connection with all neurons in the

last layers. All the features received from the previous

layers are weighted together to produce the specific

Fig. 7 ReLu activation function

1 3 0 4
13 11 7 2 6 1 3 2
18 16 9 4 0 2 4 4

0 5 8 6

7 6
9 8

Mean
pooling

Sum
pooling

Max
pooling

Fig. 8 Different pooling operations with 2 9 2 filter and stride 2

Table 1 CNN design parameters

Training parameters Design value

Optimizer Stochastic gradient descent with momentum

Momentum 0.2

Learning rate 0.001

Maximum epochs 15

Mini batch size 10

Loss function Cross entropy

Weight initialization Random

Convolution layers 5

Kernals 3*3, 5*5, 11*11

Drop out 0.5

Stride 2

ReLu 5

Max pooling layers 5

Fully connected layer 3

Table 2 Different scalograms simulated for data set preparation

Events Number of cases

Islanding 110

Near zero power loading 40

Large and medium loading 70

Non islanding 148

Capacitor switching (ON) 10

Capacitor switching (OFF) 10

Induction motor switching (ON) 10

Induction motor switching (OFF) 10

Load switching (ON) 10

Load switching (OFF) 10

Various types of fault switching 8

Grid connected (Out of islanding area) 80

A deep CNN approach for islanding detection of integrated DG with time series data and scalogram
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classification output in this layer. The combination of these

layers varies for different applications.

4.6 Design of CNN for islanding detection
approach

In this paper, the CNN is constructed for the classification

of different islanding and non-islanding events. Several

aspects are taken into account while constructing the CNN.

The subsequent steps are initially supported. During the

training process, all the hyperparameters are uninterrupted

initially. This will help in identifying the number of layers

required for good efficiency. Once the statistics of slabs are

identified, the variation of hyper parameters is identified for

optimal values and they are fixed while designing CNN. It

is initially started with a single layer. Every layer of CNN

implements three operations such as convolution, ReLu

activation and max pool operation. Once the CNN is

designed and executed successfully for a single layer, the

other layer is added and the same operations are repeated

until it gets high accuracy. The response for the number of

layers on accuracy found that eight layers architecture has

good accuracy compared to five and seven layers. Hence,

Table 3 Customized CNN

model generic details
Layer name Type Kernel Size Output Parameters

Input-1 Input Layer – 256 9 256 9 3 0

conv2d-1 Convolution ? ReLU 5 9 5 256 9 256 9 64 321

batch_norm-1 Batch normalization – 256 9 256 9 64 256

max_pooling2d-1 Max Pooling 2 9 2 128, 128, 64 0

conv2d-2 Convolution ? ReLU 5 9 5 128 9 128 9 128 9930

batch_norm-2 Batch normalization – 128 9 128 9 128 512

max_pooling2d-2 Max Pooling 2 9 2 64 9 64 9 128 0

conv2d-3 Convolution ? ReLU 5 9 5 64 9 64 9 256 36,234

batch_norm-3 Batch normalization – 64 9 64 9 256 1024

max_pooling2d-3 Max Pooling 2 9 2 32 9 32 9 256 0

glob_ave_pool2d-1 Global Average pooling – 256 0

Dropout-1 Dropout 256 0

Dense-1 Fully connected layer ? softmax 2 524

Total params: 47,891

Trainable params: 46,905

Non-trainable params: 986

Fig. 9 Islanding case for 100% of load
Fig. 10 Islanding case for 80% of load
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eight layers architecture is fixed for the CNN design for the

classification of islanding and other events. Once it is fixed,

the next step is the investigation of the size of the filters. It

is found that 3 9 3 kernel has good output compared to

5 9 5 and 11 9 11 kernels. The variation of learning rate

and momentum with stochastic gradient descent with the

momentum method is verified. The learning rate of 0.001

accords good outputs in terms of accuracy and loss. The

CNN design parameters and data set information and

customized CNN parameters are listed in Tables 1, 2, 3,

respectively.

5 Results and discussion

The constructed structure is experienced with 75% of data

and tested with 25% of data. 25% of data are completely

unseen by the designed network. The data set contains the

islanding events and various non-islanding events. The

non-islanding events include load switching, capacitor

switching, feeder switching, and fault switching for ON/

OFF cases. In all these cases, the time series data are

transformed into scalogram pictures. The voltage variations

for islanding and non-islanding events are reflected as color

gradients in the scalogram images. The few testing scalo-

grams are depicted in Figs. 9, 10, 11, 12, 13. A total of 65

(25 islanding? 40 non-islanding) cases are tested. Out of

all the testing cases, only 3 cases are wrongly predicted.

The accuracy and loss plots for training and validation are

depicted in Fig. 14.

6 Conclusion

This paper presents a novel islanding detection method

with CWT and CNN. The time series data of phase angle

between positive sequence component of voltage and cur-

rent obtained from Simulink are transformed into scalo-

gram images. The data set is prepared with 258 events of

islanding and non-islanding cases. 75% of the data set has

been used for training the CNN, and the remaining 25% (65

cases) is used for testing. Out of tested 25 islanding and 40

non-islanding cases, only three non-islanding cases are

wrongly predicted. This method has an accuracy 95.4%. It

has been found that the deep learning-based CNN can

Fig. 11 Islanding case for 50% of load

Fig. 12 Non-islanding case of capacitor switching

Fig. 13 Non-islanding case of induction motor switching
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detect the islanding classifications effectively compared to

machine learning approaches.
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A B S T R A C T

The concerns about climate change mitigation, decarbonization in critical sectors, and environmental pollution
reduction have instigated a global surge in the use of renewables. As distributed energy resources (DER)
proliferate, the existing power grid may be transformed into a carbon-free power system, ensuring that
everyone has access to affordable, reliable, sustainable, and modern energy. However, there are some practical
impediments and challenges in the transition of the global energy system. Hence, the present study aims to
examine the benefits, technological advancements, problems, and solutions for establishing a global sustainable
green grid. This study also provides a comprehensive literature review of strategic research direction relating to
energy transition in various sectors; identification of major issues and challenges in renewable power network;
investment requirements in clean electricity generation; operational challenges of 100% renewable integration
into the power grids; and power pool interconnection issues for building a renewable energy system on a
global scale. Through reviewing several emerging low-carbon technologies, this article offers insights into
the feasibility and sustainability assessment of transnational clean electricity networks for supplying power
throughout the world. The findings of this study highlight the potential of adopting variable renewable energy
(VRE) systems in the development of a global eco-friendly grid. It also confirms that solar PV systems on
a global scale of 8519 gigawatts would reduce 4.9 Gt of greenhouse gas (GHG) emissions and fulfill 25%
of global electricity demand by 2050. The review affirms that intercontinental solar power infrastructure can
ensure solar power supply to solar power deficient countries, allowing the world to move toward a sustainable
and clean energy future. Finally, this work suggests future research opportunities for the global clean energy
system.

1. Introduction

Sustainable, practical, and efficient forms of energy are required to
accelerate the green transition. Renewables are the only form of low
carbon energy and play a big role in the energy future. Solar and wind
energy technologies compete with the traditional sources of electricity.
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These facts are pushing the whole world to shift into a sustainable and
clean energy revolution to mitigate climate change [1]. Theoretically,
all of humanity’s power needs can be met by solar power. Every
88 min, the sun emits 470 exajoules of energy to the earth’s surface,
enough to power the entire planet for one year. In a couple of hours,
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the earth receives more energy from the sun than all of the energy
used by mankind in a year [2]. However, in practice, the conversion
rate of the energy capture and distribution is extremely inefficient.
So the conversion rate could improve the efficiency of solar panels
using advanced materials [3]. Although identifying solar resource-rich
countries is a big challenge, historical solar data will help to identify
ideal locations to set up solar projects. Due to the intermittent nature
of solar energy, energy storage is employed to store the energy for
future use. However, long-term storage batteries are not affordable.
As a result, multi-season storage is required to store hydro, wind, and
solar energy for later consumption during a peak time [4]. Another
technical challenge is to reduce transmission and distribution losses for
a sustainable energy future [5].

The green energy revolution provides abundant, reliable, and low-
cost electricity, allowing for the transit of economies and saving lives
from climate change. Clean energy from solar and wind has become
decisively cheaper than fossil fuels. By 2050, renewable energy will
supply nearly half of the world’s electricity, as the costs of wind,
solar, and battery storage continue to plummet. However, creating
and transporting clean energy is a challenge. Besides, a global clean
electricity network is yet to be implemented [6,7].

Regarding the energy transition, rapid development and deploy-
ment of clean energy technologies are essential in achieving net-zero
emissions [8]. A clean energy disruption by 2030 will herald the end
of the current energy mix and the birth of cleaner power in every corner
of the world. Solar energy, energy storage, and electric vehicles (EVs)
are critical technologies that will disrupt all energy and transportation
systems. However, the development of technology capable of captur-
ing, storing, and exporting massive amounts of renewable energy has
been difficult until now. The capacity to maintain a sufficient energy
reserve over the long term when there is no wind or sunlight has
historically been a concern for variable renewable energy sources, but
the economics are changing in this sector [9].

In contrast to centralized power infrastructure, the proliferation
of renewables allows end-users to generate their electricity, and in
certain situations, surplus electricity may be transferred back to the
grid. These areas are known as ‘microgrids’ [10]. A major concern is the
regulation of this bidirectional power flow over massive transmission
networks [11]. The patchwork technique is no more appropriate as
more small generators join the network. One key aspect is to optimize
the renewable sources, which are often located far from the final
customer. Another difficult challenge is relocating the produced power
onshore at a reasonable cost. Some electricity is lost during transmis-
sion as heat accumulates over long distances [12]. An additional benefit
would be that renewables, if given transmission capacity, could power
the dark side of the earth while the flipside is not sunshine. However,
the cost of building this massive infrastructure would be enormous, and
regulating it may require the involvement of several other international
corporations [13].

From a technological perspective, it is completely feasible to power
the entire world with renewable energy. The installation of long-
distance transmission lines using HVDC submarine cables can help to
transfer electricity over thousands of kilometers with minimal loss to
the link between energy consumers and locations where renewable
energy is most abundant [14]. In terms of technology advancement
with HVDC in practice, global energy interconnection is feasible [15].
However, the electricity flow needs to be controlled precisely [16]. A
crucial challenge is how to switch it from whenever it is most abundant
and cheapest to wherever it is most needed with millisecond preci-
sion. The solution is ‘‘smart grids’’ that can control energy flows very
precisely. So the combination of ultra-high voltage lines with smart
grids and clean energy results in global energy interconnection [17].
If this vision is realized, it will be feasible to provide electricity across
the world at any time of day or night. Electricity from solar hybrid
mini-grids is still extremely expensive for many rural customers, and
sectors suffer from a lack of investment [18]. A flexible, secure energy

future should be a cost-effective, sustainable, and decarbonized energy
system. Countries share their clean energy resources so that everyone
gets a reliable supply of unlimited, cost-effective clean energy [19].

Considering global energy interconnection, each continent connects
to a regional grid to trade renewable energy across borders [20].
Leaders in renewable energy can profit from interconnections and are
frequently exporters [21]. This concept can provide greater energy
security since it can import energy whether it is cloudy or windy.
Although governments can only harness the massive potential, they re-
quire sufficient long-distance transmission lines to connect all the major
consumption areas, cities, and factories with the greatest renewable
energy locations. As a result, potential connections are being inves-
tigated all over the world [22]. Developing countries could quickly
adopt the green grid concept, transforming the continent into a cutting-
edge hub for renewable energy sharing and trade [23]. A mathematical
model-based analysis for a 100% renewable power system is necessary
for building the continental-scale grids and inter-regional grid connec-
tions [24–26]. This cross-border connectivity ensures universal access
to modern energy and resolves the high cost of energy storage [27].

Due to a scarcity of critical reviews addressing knowledge gaps
in research advancements pertaining to global clean energy systems,
this review aims to present a comprehensive perspective on the sus-
tainability and feasibility of global-scale renewable systems on the
transcontinental grid while taking into consideration the nascent stages
of contemporary technological breakthroughs. The following problems,
issues, opportunities and developments for global renewable energy
integration are addressed in this review paper:

• Policy framing, infrastructure, restructuring power systems, en-
ergy supply, energy efficiency, and energy security are all chal-
lenges in the energy transition.

• The integration of 100% renewable energy encounters issues such
as power balance, inverter, stability, protection, unintentional
islanding, and black start.

• Technological, market and economic, policy, regulatory, political,
and social impediments hamper solar PV implementation.

• Net load change, the effect of high renewable energy penetration,
curtailment of renewable energy, and managing power system
forecasting errors are major operational concerns in large-scale
renewable integration.

• The prospects of global renewable energy integration include en-
abling technologies, business models, market design, and system
operation.

• Deployment policies, integrating policies, and enabling policies
are essential to achieve a sustainable energy transition.

The number of documents identified from SCOPUS database dealing
with SDG 7 has varied greatly in recent years. However, the period from
2015 to 2022 has been the most fruitful, as seen in Fig. 1. According to
the data in Fig. 2, the majority of publications were in environmental
science (24%), energy (16%), and social sciences (15%), accounting
for more than half of total production. The extreme conditions impact
the analysis and statistics is presented in Fig. 3. More than two-thirds
(70%) of all published studies focused on extreme heat (33%), rainfall
or flooding (20%), and drought (17%). According to the WMO Atlas
of Mortality and Economic Losses from Weather, Climate, and Water
Extremes, tropical cyclones accounted for 38%, while various types of
floods accounted for 31% [28].

This study will primarily focus on green and low-carbon transcon-
tinental grid connectivity as a solution to future energy demands,
dependable and affordable energy access, energy security and self-
sufficiency, energy decarbonization, and climate change. Moreover,
challenges and opportunities in greening the grid on a global scale
are the key focus of the study. Furthermore, this article highlights the
energy transformation to a future of low carbon electricity at a reduced
cost, with the greatest benefit of building a global clean energy network
by 2050. High RE penetration in an interconnected electricity network
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Table 1
Characteristics of this review based on Cooper’s taxonomy.

Characteristic Cooper’s definition Authors’ selection

Focus The material that is of central interest of the reviewer Research methods, outcomes, and applications
Goal What the author hopes the review will reveal Integration and identification of central issues
Perspective Reviewer point of view Neutral
Coverage The extent to which the reviewer includes the relevant works Representative
Organization Paper organization Conceptual
Audience Intended paper audience Specialized researchers/policy maker

Fig. 1. Number of documents about SDG 7.

will eventually contribute to building a global clean energy system
capable of meeting the estimated peak electricity demand by 2050.
Table 1 summarizes this review using Cooper’s taxonomy 1.

The rest of this study is organized as follows: Section 2 analyzes
the importance of a global energy transition and highlights some key
hurdles in various sectors from scenario analysis. Section 3 examines
the necessity of a global energy transformation and highlights the chal-
lenges that have hindered achieving a 100% clean grid. The existing
hindrances to accelerating solar PV deployment in the presence of con-
temporary technological solutions are investigated in Section 4. Then,
the operational implications of RE integration for attaining a global
green grid are analyzed in Section 5. Section 6 highlights the benefits,
challenges, and roadmap of global renewable power grid connectivity.
Finally, several unresolved scientific issues are addressed for future
research to enable extensive solar PV deployment in various sectors,
followed by some closing observations. Fig. 4 depicts the research
flowchart of this investigation.

2. Global energy scenario and energy transformation rationale

Due to unprecedented uncertainties in the energy sector, energy
consumption will continue to increase. Meeting future energy demand
and supply will be a significant problem. The evolution and moderniza-
tion of the energy sector are incredibly complicated. The World Energy
Council (WEC) has estimated the energy scenario for the year 2050 as
shown in Table 2. This energy scenario focuses on achieving energy
access, affordability, and supply quality by utilizing the greatest avail-
able energy sources, environmental sustainability, and energy security.
Moreover, population, GDP growth, technology support, climate policy,
resources, and efficiency are all quantified in these scenarios.
Energy supply: Global primary energy consumption (equal to supply)
will rise by 27%–61%, and it will be difficult to satisfy global de-
mands [29]. The energy supply problem does not have a global so-
lution. Instead, each part of the problem must be solved separately
to achieve the global goal of a sustainable, affordable, and secure
energy supply for all consumers. Besides, global electricity production
is expected to increase by 47.9–53.6 billion TWh by 2050 [30].
Energy efficiency: Energy efficiency and conservation are critical in
balancing demand and supply. Both involve a shift in client preferences

and have cost implications across industries. As a result, capital is
necessary to support energy-efficiency measures before they can pay
off in terms of the initial investment [31].
The energy-mix: Although fossil fuels will dominate the energy mix in
2050, renewable energy sources will increase at the fastest rate. The
energy generation, including installed capacity and investment require-
ments, is presented in the Table 3. The rapid decline in renewable
energy costs supports the energy transition. Based on auction outcomes
and continued technological improvements, renewable energy costs
are expected to be reduced more in the future. By 2030, the cost of
solar PV is projected to have dropped by half again. Surprisingly, VRE
accounted for more than half of the electricity generated in Germany’s
eastern area. In addition, innovative solutions and life cycle thinking
are required to meet the high energy needs of some power sectors,
the excessive carbon emissions of some processes, and the high carbon
content of certain products. In 2050, renewable energy will account for
between 31% and 48% of total electricity generation [30].

2.1. Energy transition in critical sectors:

Integrating terawatts of clean energy resources into electric power
systems can help to achieve decarbonization targets and combat global
climate change. The reliability of integrating variable renewable gen-
eration will require electrification that will result in decarbonization
in transportation, building, industry, and end-use sectors. Therefore,
renewable energy should be expanded to fulfill the demands for elec-
tricity, heat, and transportation [32]. The energy transition analysis
and insights from important sectors are presented in Table 4.
Transport: The transportation industry is currently dominated by fos-
sil fuels, necessitating a significant shift. Although this industry con-
tributes considerably to the electrification of passenger transportation,
a cornerstone of the net-zero emission goal achievement of the trans-
port sector is a hundred percent electrification. The net-zero goals hinge
on solar deployment. By 2050, global liquid biofuel production will
have surpassed 900 billion liters [33]. Another alternative is to use
hydrogen as a transportation fuel for fuel cell cars. The transporta-
tion sector will require almost 14 trillion USD in total investment by
2050. The whole transportation sector is evolving as a result of mod-
ern energy resources combined with information and communication
technology (ICT) [34].
Buildings: The consumption of electricity in the buildings is anticipated
to rise by 70% by 2050 requiring a cumulative investment of 38 trillion
USD [35]. Energy-efficient buildings can be made with renewables
to meet the electricity demand. Bioenergy will continue to be the
most common renewable fuel in buildings. Due to the high share of
renewable power in the electricity supply, the transition in cooking
technologies and energy-efficient heat pumps will promote renewables
in green buildings. According to IRENA’s report, the implementation of
renewables in buildings would cost around USD 1.6 trillion and could
meet over 56% of the sector’s energy consumption [36].
Industry: The industrial sector is the second-largest emitter of green-
house gases. It accounts for one-third of the global carbon emissions.
Throughout the energy transition, biomass and renewable electricity
will play an essential role in industries. By 2050, the industry must
raise the renewable energy share in indirect applications and fuels
to 48% [37]. Besides, hydrogen usage generated from renewables
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Fig. 2. Subject area distribution of papers on SDG 7.

Fig. 3. Extreme condition impact on SDG 7.

Table 2
Global energy scenario: Creating an energy future in 2050 [29].

Parameters Estimated value

Population (billion) 8.7–9.4
GDP per capita (USD) 18320–23140
Total primary energy supply (PWh) 193–244
Share of net imports in primary energy supply (%) 19.2–20.5
Share of renewable energy sources (%) 20–30
Global electricity generation (billion MWh) 47.9–53.6
Investment needed to meet globalelectricity demand (trillion USD) 19310–25720
Share of investment needed in renewable energy (%) 46–70
Degree of electrification (%) 30
Electricity consumption per capita increases globally (%) 78–111
People without access to electricity (billion) 0.319–0.530
Primary energy consumption (%) 45–48
CO2 emissions (billion tones per annum) 19.1–44.1
Renewable electricity production (TWh/year) 16590–22800

will increase to 7 EJ by 2050. Furthermore, the industrial sector has
significant potential to increase its efficiency. According to the IRENA
analysis, using the best available technology could reduce industrial
energy consumption by nearly a quarter.
Power: End-use sector consumption will rise to approximately 42,000
TWh over the next three decades [30]. However, the power sector’s
carbon intensity would be reduced by 85%. There should be no building
of new coal-fired power plants and 95 percent of existing power plants
should be decommissioned. In the power sector, the annual investment
in green power production capacity is expected to rise to over USD 500
billion [30]. Moreover, decarbonizing the electrical grid will require an

average of USD 1 trillion and renewable energy will provide over 85%
of total power generation by 2050 [38].

2.2. Investment needs in electricity generation:

Although the energy revolution is certainly feasible and econom-
ically advantageous, it will need a significant increase in low-carbon
technology investment over existing and planned policy. Table 5 shows
the region-wise global energy generation, including investment require-
ments for the next three decades. A further 27 trillion USD investment
will be required during the term. Between 2021 and 2050, a total
investment of nearly USD 120 trillion in low-carbon technology is
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Fig. 4. Framework of this study.

Table 3
Global electricity production, generation capacity, and investment requirements in 2050 by fuel type [31].

Primary Energy Global Electricity
Production
(TWh/y)

Global Installation
in Electricity
Generation Capacity
(GW)

Investment
Requirements in
Electricity Generation
(billion USD)

Coal (with CCS) 1007–7100 141–1006 200–1620
Coal 19272–1383 300–484 1660–6950
Oil 0 41 90
Gas (with CCS) 558–2505 178–603 140–490
Gas 12869–7012 2353–2036 1980–2050
Nuclear 3279–6950 421–884 1010–2020
Hydrogen 69–155 15–39 30–100
Hydro 5789–7701 1575–2161 1950–3520
Biomass 1913–1923 256–292 260–340
Biomass (with CCS) 441–800 78–141 240–440
Wind 4003–4513 1824–1654 2720–3280
Solar 2979–7741 1654–4439 2950–9660
Geothermal 654–949 102–141 520–720
Total 47917–53648 11680–13881 19310–25720

needed averaging about 2.0 percent of global GDP every year [33].
However, the cost reductions far exceed the rise in energy system
expenses. Reduction in air pollution and carbon-related environmental
harm will result less spending on healthcare. Massive investments
in power generation between 19 trillion and 26 trillion dollars are
required globally to meet future electricity demand [39]. Solar PV,
hydro-power, and wind power capacities are all huge investment needs.
Solar PV, in particular, is expected to grow by 230 times in 2050
and generate power of approximately 2980 and 7740 TWh/y. As a
result, solar PV generates a significant amount of electricity around the
world [40].
Low-carbon electricity generation: As a result of low-carbon energy gen-
eration, the global level of electrification will increase by more than
30% by 2050. Globally, electric power consumption per capita is

anticipated to rise from 78% to 111%. However, the global economy
would struggle to meet the 450 ppm target without a realistic carbon
tax [41].
Energy-related CO2 emissions: WEC’s scenario show that CO2 emissions
will be between 19 and 44 billion tonnes per annum in 2050 [29].
Energy efficiency, together with renewable energy, is the main factor
in lowering carbon emissions in the energy transformation. According
to the government’s goals and policies, total emissions will surpass
the carbon budget to keep global warming below 2 degrees Celsius.
By 2050, 470 Gt of emissions reductions will be necessary to keep
global temperatures below 2 ◦C. Carbon emissions will increase each
year until 2040, then decline somewhat by 2050 to nearly match
the present levels. According to the IRENA study, widespread end-
user electrification along with renewable energy and energy efficiency
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Table 4
Energy transition analysis and insights from key sectors [32].

Indicators for energy use
in Transport sector

Indicators for energy use
in Industry sector

Indicators for energy use
in Building sector

(a) Cars
(b) 2/3 wheelers,
Buses, & Rail
(c) Aviation
(billion passenger
km/yr)
(d) Freight
(billion tone km/yr)

43076

27493
21666

216500

(a) Iron & steel
(b) Cement
(c) Chemical
(d) Aluminum
(e) Pulp & paper
(Mt/yr)

3608
8889
1079
269
822

(a) Total building
stock floor area
(million m2)
(b) Number of
households
(billion)

269

3.2

Renewable share 58% Renewable share 63% Renewable share 77%

Electricity share 33% Electricity share 42% Electricity share 56%

(a) Passenger
vehicles
(b) Buses & light
duty vehicles
(c) 2/3 wheelers
(million)

965

57
2160

(a) Biomass heat
(b) Biomass
feedstocks
(EJ/yr)

20.2

10.5

(a) Traditional
cookstoves
(b) Modern
cookstoves
(million units)
(c) Heat (EJ/yr)

0

867

7.6

(a) Battery storage
(GWh)

12380 (a) Solar thermal
(GWh)
(b) Collector area
(million m2)

134

3450

(a) Solar thermal
collector area
(million m2)

6299

(a) Liquid biofuels
(billion liters)
(b) Biomethane
(billion m3)

902

23

(a) Geothermal
(EJ/yr)
(b) Heat pumps
(million units)

4.11

80

(a) Geothermal
(EJ/yr)
(b) Heat pumps
(million units)

1.76

253

Energy related
CO2 emissions
(Gt CO2/yr)

3.1 Energy related
CO2 emissions
(Gt CO2/yr)

5.1 Energy related
CO2 emissions
(Gt CO2/yr)

2.3

Investment for
decarbonization
(trillion USD)

14.2 Investment for
decarbonization
(trillion USD)

5.0 Investment for
decarbonization
(trillion USD)

39.6

Stranded assets – Stranded assets
(trillion USD)

0.75 Stranded assets 10.8

Table 5
Global electricity production and investment requirements in 2050 [29].

Region Global Electricity
Production (TWh/y)

Investment
Requirements in
Electricity Generation
(billion USD)

North America 8024–8057 2770–4450

Latin America &
The Caribbean

3221–3701 1330–1360

Europe 7961–8439 3260–4390

Sub-Saharan
Africa

2836–3087 1260–1380

Middle East &
North Africa

3314–3644 670–1410

South & Central
Asia

6560–8429 3080–3460

Southeast Asia,
Pacific

3398–4024 1820–1870

East Asia 12571–14298 5100–7400

Total 47918–53646 19310–25720

can account for more than 90% of emission reduction [35]. A low-
carbon future requires renewable energy, carbon capture utilization
and storage (CCUS), and behavioral changes in consumers to mitigate
the uncertainties in climate change [42].

The practical energy transformation solutions are summarized in
Table 6.

Thus, compromises and worldwide initiatives can help to balance
energy security, energy equity, and environmental sustainability. In-
vestments and regional integration are required for functioning energy
markets. As a result, energy policy should ensure that the energy and

carbon markets attract investment, foster regional integration, and sup-
ply electricity to all users. CC(U)S, solar, and wind, along with energy
efficiency, will be the primary technologies driving change forward.

3. Challenges in global energy system transformation

Global energy development would be more advantageous in terms
of economic, social, and environmental benefits than the existing en-
ergy plans and policies of nations. At present, carbon emissions are not
on track to fulfill Paris Agreement goals. The CO2 emissions need to be
reduced by 70%. Low-carbon technologies must be scaled up rapidly
to keep global warming below 2 ◦C. In particular, development of re-
newables in the energy sector would be more advantageous in terms of
economic, social, and environmental benefits than the existing energy
plans and policies of nations. As a consequence, a decarbonized energy
sector dominated by renewables is critical to achieving a greener and
more sustainable energy future [43].

Climate goals and the energy transition are built on two main
pillars: renewable energy and energy efficiency. These should be ex-
panded considerably across all sectors. The power sector has advanced
significantly in recent years. However, development in industry, trans-
port, and the building sectors has to be accelerated with renewables.
Besides, significant energy efficiency improvements in energy intensity
are needed with renewable energy accounting for two-thirds of total
energy consumption. According to IRENA, end-use sectors would ac-
count for 40% of the increase in power demand by 2050 and hence all
nations will have to significantly increase the renewable energy share
in their total energy needs. [29,33,35]. The main drivers of energy
transformation are depicted in Fig. 5.

Economically, the global energy transition makes sense. The fi-
nancial system must be synchronized with sustainable development
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Table 6
Summary of key issues and practical solutions for energy transition.

Elements Challenges Practical Solutions

Policy framing [29] ∙ Create and implement policy and
regulatory framework.
∙ Increase private-sector investment in long
and short-term renewable energy projects.
∙ Balancing short-term needs with long-term
impacts in an uncertain global economic
environment.

∙ Identify current and planned energy targets.
∙ Reinforcing integration, enabling, structural, and deployment
policies with market-pull and technology push mechanisms.
∙ Deployment of modern decentralized and variable energy
resources.
∙ labor and social-protection policies must be tailored

Infrastructure
including power
systems and
integration [42]

∙ Robust transmission and distribution
system needed to ensure supply–demand
balance ∙ Network planning and operation.
∙ Build the reliable, stable, and most
efficient energy systems

∙ Substantial investment needs to flow into energy infrastructure to
ensure a sustainable, climate-safe, and more resilient future.
∙ Cross-border grid integration provide reliable and economic
energy supplies throughout the year.
∙ Digitalization and energy storage solutions manage demand, sector
coupling, and ensure a stable electricity supply.
∙ Effective and continuous planning based on robust data and
stakeholder engagement.
∙ Long-term plan to build the most resilient economic systems at
regional and global levels.

Supply, finance and
restructuring power
system [33,39–41]

∙ International financial and technical
support is required to develop flexible
(interconnected and integrated markets)
energy system.
∙ Ensure energy supply meets growing
demand.
∙ Forecast and plan for secure supplies ∙
Demand for energy efficiency is growing.
∙ Balancing energy security, economic
development, and climate concerns.

∙ Helping countries to develop and optimize low-carbon
technologies. and specify their energy targets.
∙ Analyzing the cost, benefit, and investment need in low-carbon
technologies.
∙ advanced biofuels, green hydrogen, and renewable energy supplies
need to be considered in aviation, shipping, and heavy-duty
transportation.
∙ Government needs to accelerate deployment options to achieve
sustainable development goals, disincentivize new investment in
outdated technology, increase renewable procurement, support
innovation and emerging technologies, and green taxation to enable
the supply of clean energy.
∙ These strategies must be accompanied by enabling national clean
energy policies, and regulations, to scale-up private investments,
supporting infrastructure

Demand, energy
efficiency and
energy security
[31,36]

∙ Increase the renewables share in the
growing demand for energy efficiency.
∙ Increase energy efficiency in all sectors.
∙ Inadequate energy infrastructure, demand
management, regulatory systems, behavioral
norms, and poor financial incentive
structures for energy efficiency.
∙ Building energy-efficient buildings

∙ Acceleration of energy efficiency needs to be
implemented through cross-cutting, action-oriented efforts.
∙ Increase renewable-based power capacity and emerging
technology can deliver significant energy-efficiency benefits.
∙ Use high efficient building materials, heating, cooling, and
lighting systems, and smart energy management system.
∙ Increase recycling of building materials will reduce emissions in
the building sector.
∙ Action to be taken in policies, regulation, information, incentives,
aggregating demands, and investment in energy efficiency as part of
energy sector transformation.
∙ Develop international standards for energy-efficient buildings.
∙ Lower the demand for primary resources by increasing circularity.

Transport [32–34] ∙ Concerns about global
CO2 emissions results in air pollution from
aviation, shipping, and road transport.
∙ Develop strategies to align sustainable
development targets and carbon neutrality
by 2050.

∙ Use of sustainable biofuels, clean hydrogen, efficiency
improvements, and electrification in the transport sector can reduce
carbon-related emissions.
∙ Growth in EV charging stations and expansion of renewable
energy can underpin the electrification of transport needs.
∙ Government should adopt the ‘avoid-shift-improve’ approach and
establish a plan of action in the transport sector.

Industry [37,38,42] ∙ Hard to impose national climate policy in
the industry sector.

∙ Carbon capture utilization and storage (CCUS) may influence the
direct emissions from energy use.
∙ Long-term joint plan of hard-to-abate industries for
decarbonization of their operations with government support.
∙ With the support of cost-effective technology can accelerate
decarbonization efforts.

goals. Compared to present policies and planned ones, a massive invest-
ment in low-carbon technologies will be necessary to mitigate climate
change. By 2050, the energy transformation would have resulted in 11
million new jobs in the energy market. The global average Levelized
cost of electricity (LCOE) from renewables has also dropped by 77%.
A reduction in net energy subsidies might help to reduce healthcare
expenses with the growing usage of renewables. As a consequence,
there is a payback of at least 3 USD for every dollar invested in
restructuring the global energy system between now and 2050 [45].

With the surge in usage of renewables, carbon emissions might be
reduced by 70% compared to present levels, resulting in a decline in
the public health crisis caused by air pollution. The global renewable

energy infrastructure will not only improve air quality but also increase
energy security and energy access for all. The transformation of the
global energy system would also result in enormous socioeconomic
gains, which are critical in influencing any political decisions [46].

3.1. Challenges in achieving a 100% clean grid

The term ‘100% renewable energy system’ encompasses both vari-
able and non-variable renewable energy sources. Hydro-power plants
have been used for decades as non-variable renewable energy (NVRE).
This power plant utilizes a synchronous machine to generate low-cost
renewable energy. However, NVRE technologies are geographically
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Fig. 5. The key drivers of energy transition to achieve sustainable development goals
and net-zero emissions [44].

limited. Operating power transmission networks with extremely high
levels of variable renewable energy (solar and wind) is an alternative
cost-effective solution [47]. The existing electricity network is domi-
nated by synchronous generators with high rotational inertia and fewer
inverter-interfaced VRE sources. However, VRE systems have been
vigorously installed recently in countries like Denmark, Germany, and
Ireland, with annual penetrations of over 20%. When large-scale VRE
with many more inverter-based generators are integrated into power
networks, the future grid will be more distributed. As the number of
inverter-based devices increases, conventional synchronous generators
will be replaced with power semiconductor-based generating stations,
energy storage, and controllable loads. If the future grid had a signifi-
cant VRE penetration (more than 50%) of the rated power at any point
in time, the system would be an inverter-dominated grid, as depicted
in Fig. 6 [48].

3.1.1. The power balance challenge
In the 100% RE system, multiple timescales are involved in balanc-

ing demand and supply, including the shortest timescales (seconds to
minutes), the diurnal cycle (minutes-to-hours-to-days), and the seasonal
time frame.
The short-term variability problem: The main challenges in solar
PV systems are the late-afternoon net load ramps and the short-term
fluctuations. More accurate predictions, shorter scheduling intervals,
and wider balancing regions in system operations can all aid in the
resolution of resource uncertainty issues [49].
The diurnal mismatch problem: Power demand spikes 4 to 6 h after
solar peaks, and wind tends to generate more power at night in many
regions resulting in a diurnal mismatch. Due to the diurnal mismatch
between demand patterns and VRE resources, the VRE capacity credit is
limited and declining. The capacity credit is a measurement of a plant’s
contribution to ensuring reliable service [50]. The mix of higher VRE
penetration and limited capacity credit has prompted the reliability

of power system operation during low net demand. The integration,
power flow, scenario, and stability studies have been conducted to ex-
plore cost-effective solutions for the diurnal demand/supply imbalance
problem, which include the following:

(i) Shiftable load through responsive demand: Many electric ve-
hicles are underutilized and unavailable during peak renewable pro-
duction periods. Moreover, shifting new and current loads through
responsive demand can alleviate the supply and demand mismatches.
As a result, they may charge using low-value renewable energy or avoid
charging during peak hours [51].

(ii) Transmission Network: Transmission improves access to poten-
tially cost-effective renewable energy sources and minimizes net vari-
ability. However, installing a transmission network may be politically
complicated in some countries.

(iii) Diurnal storage: Cost-effective multiple energy storage devices
with 4–8-hour capacity are becoming available. However, rising pene-
trations diminish the capacity’s marginal value. Despite Li-ion batteries
having been widely deployed in recent years, other energy storage
technologies typically have low marginal cost per unit. The electricity
consumption from storage devices is often limited to specific locations.
The diurnal storage could potentially be expensive for applications
beyond 8–12 h [52].

(iv) Non-VRE: Regions with adequate resource quality and seasonal
fluctuation are technically and economically viable for biomass, CSP
with thermal storage, hydro, and geothermal technologies.

(v) VRE overbuild: Cost-effective deployment of VRE generators can
result in lowering the price of energy even with higher curtailment
rates. For instance, with a curtailment rate of 33%, delivered energy
from PV and wind resources would be competitive by 2050 at $10 and
$8/MWh, respectively.

According to studies, it is theoretically feasible to maintain sup-
ply/demand balance and appropriate operational reserves while dra-
matically increasing VRE deployment beyond 50% [53]. Thus, the
diurnal mismatch issue might be solved cost-efficiently by prevailing
technologies, providing yearly contributions of around 80% RE.
The seasonal balance problem: Wind, solar, and demand patterns
have an enormous seasonal mismatch. Therefore, plant maintenance
and outages are scheduled to ensure that electricity is available during
high-demand periods. The seasonal mismatch in demand and supply is
perhaps the most critical unresolved issue in addressing the balancing
challenge at 100% RE. These issues include (1) An increase in the
costs of RE deployment as a result of seasonal mismatches, (2) Seasonal
balancing may need the use of technologies that have yet to be widely
implemented, with uncertain costs and requirements, and (3) Reforms
in the market design and policy are necessary to incentivize the proper
resources [54]. Identifying renewables that can be accessible during
extended periods of low solar production, biomass-fueled generators
operating primarily as a capacity resource, and expanding the capacity
of geothermal and hydropower generation during peak demand are all
possible functions of peaking RE resources. Besides, Compressed air
and hydro, power-to-gas technologies, and fuel cells are among the
solutions for extremely long-term storage for solving the seasonal issue
at 100% RE [55]. Although the challenges associated with the high
renewable penetration in the power grid have been addressed, several
solutions can provide the reliability needed to alleviate these issues.

(i) Geographic diversity: When locating VRE generators, adequate
geographic diversity is used to smooth total VRE power production.

(ii) Expansion of transmission system: An expansion of the trans-
mission infrastructure to transfer massive amounts of electricity more
effectively from VRE power plants to load centers. Increased geo-
graphic variability of VRE generators and usage of transmission re-
sources can be achieved by improved coordination across balancing
authority regions and shorter interchange intervals.

(iii) Shifting of VRE: Energy storage technology permits for the
temporal shifting of VRE. This intra- and inter-daily power shifting
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Fig. 6. Communication enabled future power system [48].

may be accomplished using several storage technologies, including bat-
tery technologies, compressed air energy storage systems, and pumped
hydropower fleet.

(iv) Shifting of load demand: Demand-response technology can
adjust load demand to match with VRE generation or reduce the
remaining generating fleet’s ramping requirements.

(v) Advanced RE and load forecasting: Advanced renewable energy
and load forecasting are two other technologies that can help with the
efficient utilization of flexible resources. As a result, minimizing the
uncertainty in VRE output or load allows for more efficient use of the
overall power system [56,57].

3.1.2. The inverter challenge
VRE systems that connect to the grid using power electronics con-

verters are known as inverters. Inverters can control energy flow by
manipulating semiconductor switching components in a shorter time-
frame. Although wind energy systems employ several conversion stages
before connecting to the grid, the inverter circuit is the focus since it
interacts directly with the ac power system. Battery storage will play
an essential role in controlling energy balance in high VRE systems.
The inverter’s response is entirely dependent on the particular control
approach. Hence, inverters are referred to as ‘‘zero inertia systems’’.
A closed-loop controller is necessary to govern power flow from the
DC input, through the inverter, and finally to the AC grid, regardless
of the VRE type. The combination of closed-loop controllers’ instant
responsiveness at each VRE system and slower-action centralized con-
trollers can precisely regulate the system frequency and bus voltages.
The inverter-based generators in power networks may exceed 50% of

the rated power at any instant, thereby forming an inverter-dominated
grid [58].

Grid following and grid forming converters are included in inverter
controllers. The most common grid-connected PV and wind inverter
control method is grid-following controllers. Grid-following inverters
act like a voltage-following current source in that it follows the grid
voltage. Grid-forming inverters are capable of managing v/f through
local decentralized control to overcome the limitation of grid-following
inverters [59]. Grid-forming inverter controllers have the following
characteristics:

(i) Grid-forming units can function in the complete absence of
synchronous machines to ensure that the infrastructure remains stable
and reliable for the foreseeable future.

(ii) Large collections of geographically distributed units necessitate
decentralized techniques that do not rely on communications [60].

(iii) Inverter controllers must be interoperable with existing systems
and allow for a smooth transition between designs as the system grows.
They use advanced control methods in addition to power controls to
ensure the quality of power supply to loads [61].

Droop-controlled inverters achieve these objectives by establishing
a linear relationship between real as well as reactive power and fre-
quency as well as voltage. Nevertheless, they are prone to a sluggish
response during transients. Alternatively, researchers have investigated
techniques of emulating certain physical phenomena with inverters
to create virtual inertia. The inertial response of the machine is pro-
grammed on the inverter controller in this type of application [62].
Furthermore, nonlinear oscillator dynamics have recently garnered
attention in grid-forming inverters. These novel virtual oscillator con-
trollers have been proven to have fast reaction times and are capable
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of producing zero-inertia. According to the published road maps, ex-
tensive research and assessment will be required to verify that the
100% inverter-based grids may achieve the same degree of reliability
as the present synchronous generators [63]. The following are some
outstanding research topics:
Grid-forming inverters: Inverter controls with stored energy can emu-
late inertial response and provide rotor angle stability. However, this is
not a concern in modern systems. More research is needed into inverter
responsiveness to monitor and respond to frequency changes while
preventing unintended tripping. To maximize their grid benefits, more
study is needed to optimize the provision of services from inverter-
based resources (IBRs), especially considering the many types of control
used in grid-forming inverter variations. Grid-forming inverters have
restricted overcurrent capabilities, resulting in lower system robustness.
This may require the development of new inverter designs with over-
current capabilities as well as new mechanisms to protect the system
under fault circumstances. [64]
Modeling tools and capabilities: Existing power-flow tools must be
modified to measure and interpret grid conditions based on the physics-
based response of inverters. Improving electromagnetic transient mod-
els for inverters and testing their responsiveness to grid disruptions are
primary concerns.
Understanding scale impacts: As IBRs become more prevalent in
the electricity system, each inverter uses a unique control strategy,
resulting in unknown stability issues under various grid configurations.
Therefore, more research into coordinated responses and potential
interactions in IBR-based systems, such as harmonics, oscillations, and
resonances, is required.
Beyond frequency control: The frequency control mechanism is in-
compatible with grids that are entirely based on IBRs. Therefore, the
coordinated control method must be developed for 100% IBR-based
systems, that not only to monitors and regulates power-sharing among
multiple generators but also maintains supply–demand balance and
grid stability during transitions.

3.1.3. The stability challenge
Uncertain generation and fluctuating power demand levels are un-

predictable in many power system conditions. Hence, an additional
capacity known as ‘‘operational reserves’’ is made available throughout
the dispatch process to maintain the frequency stability of the system
during abrupt imbalances. Although wind and solar PV can provide
any form of operational reserve, detailed resource forecasting across
various periods is required to assure the availability of such reserves
from VRE production. Furthermore, energy storage might be utilized to
provide additional reserves and rectify imbalances caused by forecast
inaccuracies [65].
Transient and small-signal stability: The absence of synchronous
generators in 100% renewable power systems reduces system inertia
and has an impact on transient and small-signal stability. Inverter-based
generators with suitable controller designs are essential to provide
both active and reactive power regulation. They offer a synthetic
inertia-like response and fault ride-through performance like traditional
synchronous generators. As a result, the overall power system reliability
has improved.
Frequency stability: At all times, the electrical frequency of an in-
terconnected power system must be kept near its nominal value. Fre-
quency fluctuations can cause instability, load shedding, equipment
damage, and blackouts. In recent years, there has been rising concern
in the electricity sector about the falling inertia and primary frequency
response in interconnected networks. Because of the rising penetration
of inverter-coupled generation, this reduction is expected to persist.
Well-designed prediction-based hierarchical converter controllers for
VRE can outperform traditional generators with primary, secondary,
and tertiary control levels due to the fast response time of the power
electronics interfaces.

Voltage stability: Maintaining nominal voltages on all buses in a
power network is crucial for guaranteeing reliable energy supply across
the transmission network. Volt/VAR management and resource opti-
mization are thus critical for providing required voltage support while
minimizing the impact on renewable generators’ capacity to produce
active power.

3.1.4. Power system protection challenge
With the absence of synchronous generators from the grid, ad-

ditional issues arise relating to protection systems and coordination.
During a fault scenario, inverter-dominated systems typically provide
additional output current. One potential option is to employ inverters
with pre-programmed fault current. They can detect malfunction and
stop generating current within one-fourth of a cycle and can respond to
grid disruptions incredibly fast and may be able to detach from the grid.
Another method for eliminating overcurrent is to employ synchronous
condensers to provide the grid with both fault current and inertia. More
advanced overcurrent protection solutions for detecting and clearing
faults should also be developed and deployed. Besides, the controllers
in frequency relays can assess the frequency deviation and identify the
fault on the grid [66].

3.1.5. Unintentional islanding and black start
As grids become more distributed in the future, some parts of the

grid may become weaker and form electrical islands during faults.
Communication-based active anti-islanding solutions will be required
to achieve overall grid stability at low penetrations.

Restarting a grid (black start) is critical to inverter-dominated sys-
tem reliability. When the load is appropriately sized for its capabilities,
synchronous generators will provide enough power to start electri-
cal equipment with significant in-rush currents. Inverter-dominated
systems must be capable of providing sufficient starting current [67].

In future, attaining 100% renewable electricity requires addressing
supply–demand balance and inverter challenges, as summarized in
Table 7.

Thus, the research is desired to ensure that the RE supply matches
demand patterns at all time scales. As the electricity network shifts from
synchronous generated dominated to inverter dominated, new inverter
designs are essential to enhance grid stability under contingencies.
Besides, additional grid services are necessary to improve operational
stability. Thus, maintaining supply–demand balance economically and
designing inverter-dominated reliable grids in light of technological
advancements can result in cost-optimal decarbonized energy systems.

4. Solar PV’s contribution to the global electricity system

Solar power will play a crucial role in facilitating the transition to a
carbon-free future. However, solar panel installation may be expensive
upfront, and the permitting process might take some time. This is
a practical barrier that the solar industry must overcome to succeed
on a global scale. As solar panel technology advances, the price of
photovoltaics falls dramatically resulting in a surge in solar installations
for both residential and utility-scale use. As a consequence, the price
of solar energy has dropped from one of the most expensive to one
of the most affordable. Although solar panels often generate excess
electricity on most days, storing that energy for later use is not always a
cost-effective solution. Thus, consumers typically rely on nonrenewable
energy sources at night [68].
Utility-scale: Large-scale solar power plants that generate hundreds of
megawatts of electricity and feed it into the grid are becoming the
most cost-effective size for utility-scale operations [45]. However, it
may be hard to find suitable land and transmission capacity. Several
mid-size utility-scale installations are located closer to the load. As a
result, utility-scale projects are essential for creating a diverse range of
solar power options for different consumers.
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Table 7
Summary of 100% renewable grid: challenges and solutions.

Challenge Problem Solutions

Power balance
[49–57]

∙ Short-term resource variability and the
late-afternoon netload ramps.
∙ Diurnal mismatch
∙ Seasonal mismatch

∙ Accurate forecasts of renewables and
loads in shorter scheduling intervals can resolve uncertainty issues.
∙ Shiftable load, demand response, and installing transmission
network, diurnal storage, and non-VRE to match the diurnal
supply/demand imbalance, ∙ Shifting of VRE and load demand,
advanced RE and load forecasting, expansion of the transmission
system and geographic diversity are solving the seasonal issue.

Inverter
[58–60,63,64]

∙ Low inertia
∙ Power quality

∙ Inverter control with storage energy emulates virtual inertia to
maintain frequency stability.
∙ Droop-controlled inverter control active and reactive power.

Stability [65] ∙ Frequency instability
∙ Transient and small-signal instability
∙ Voltage instability

∙ Operational reserves such as solar, wind, and storage for the
dispatch process. The prediction-based hierarchical converter
controller designed for VRE to maintain the long-term frequency
stability of the system.
∙ Voltage source inverter with the suitable controller to provide
both active and reactive power regulation
∙ Volt/VAR management and resource optimization provides the
required voltage.

Protection
[66]

∙ Fault current/
over current

∙ Inverters with pre-programmed fault
current, synchronous condensers and controllers in frequency, relays
are more advanced protection schemes.

Unintentional
Islanding and Black
start [67]

∙ Intentional islanding during faults.
∙ Restarting a grid

∙ Communication-based active anti-islanding solutions to achieve
overall grid stability.
∙ Voltage source inverter with the in-rush current.

Energy storage: However, these utility-scale plants cannot achieve
their full potential without energy storage. Solar farms are capable of
providing electricity on demand, not only when the sun is shining but
also to compete with the reliability of fossil fuels. Lithium-ion batteries
have traditionally been used for storage. Fortunately, the price of this
technology is plummeting alongside the cost of solar panels. Both solar
energy and battery storage systems are less expensive than a natural
gas contract. However, lithium-ion batteries may not be considerably
cheaper. Many experts predict that costs will eventually fall to ap-
proximately $70-$100 per kilowatt-hour. At current prices, Batteries
will continue to be an affordable alternative for smoothing out hours-
long gaps in solar production. However, they will not be a suitable
choice for storing energy for weeks or months at a time, as this would
massively increase consumers’ electricity prices. Even though lithium-
ion has made significant advances in technology, the way forward is
to strive for even greater improvements. Researchers have recently
been investigating flow batteries, which are liquid nickel-metal hydride
batteries [69]. It is possible to operate a renewable-only system when
roughly 20% of peak demand is available in storage devices. As prices
drop and solar installation continues to rise, incentives and regulations
encourage solar plant expansion.

4.1. Global solar power grid

Diverse geopolitical, market integration, and techno-economic con-
siderations promote the need for higher voltage systems to be net-
worked across nations and continents. Potential areas for renewable en-
ergy generation are scattered unevenly across the continent or around
the world. Remote places have a high concentration of renewable
energy potential. Local weather patterns also have a significant impact
on renewable energy output. To efficiently utilize these resources, the
existing power infrastructure must be improved to allow electricity
to be transported to critical demand and storage centers. A more
robust and flexible transmission system may be desirable for connecting
distant power markets and leveraging the geographical and temporal
complementary of low-carbon resources [70].

4.1.1. Global solar grid model
In general, if a power outage happens in one nation, the abrupt

change in bus voltage and electric network frequency in the global grid
could trigger a solar power generator in another country to compensate
for the electricity shortfall. In this way, the global electricity grid
concept ensures that all generated power must be consumed [22].
On the contrary, storing surplus energy would also prevent this issue.
However, large-scale cost-effective energy storage is presently scarce.
To optimize the utilization of available solar power generation capacity
to meet global power demand, satellites are employed as a backup
platform for data and communication exchange across electrical grids
all over the world, as shown in Fig. 7. Satellite-based global grid power
management can help with operations and maintenance while ensuring
global grid stability.

4.1.2. HVDC link
All of the above factors may contribute to the development of a

transcontinental high-capacity transmission system capable of trans-
porting massive amounts of electricity over thousands of kilometers
[71]. High voltage direct current (HVDC) technologies have the poten-
tial to be the foundations of such a global power system due to their
lower losses and environmental effects. Bulk electricity export needs
substantial reactive power support and a reliable link to the local grid.
These criteria create a significant technological challenge in nations
lacking a strong domestic power support infrastructure. Amid chal-
lenges in connectivity between power grids, HVDC technology allows
energy operators to transfer power between grids and balance gener-
ation and consumption throughout the globe. A total of 100,000 km
of HVDC power cable and 115 converter stations are required to build
the global solar power grid. Therefore, high-capacity transmission lines
need to be built to ease the exchange of more power across continents,
as shown in Fig. 7 [72]. Due to the proliferation of carbon-free grids and
the transfer of enormous amounts of power over great distances without
substantial losses, high-rated 330MW HVDC converters with 1% con-
version losses are installed at either end of the cable. SiC and GaN-based
switching devices have recently been introduced for HVDC converters
to reduce costs while increasing functionality [62]. Large-capacity cir-
cuit breakers with a short-circuit current of more than 60 kA should be
developed for the HVDC transmission system to respond in milliseconds
to detect faults. According to recent research, the superconducting
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Fig. 7. The proposed interconnected transcontinental grid includes submarine HVDC power cable, and communication infrastructure. The sunny nations are highlighted in yellow.

cable can handle significantly higher voltage and power ratings with
virtually no transmission losses, effectively replacing traditional copper
or aluminum cable [73]. However, compared to conventional materials,
these cables are more expensive. The feasibility and sustainability of
an intercontinental green energy corridor that aims to synchronize the
electricity produced by solar panels with conventional power stations
on neighboring continents are being examined. An Ultra HVDC link in
the voltage range of 800-1100-kV with a capacity of 3000–6400 MW
is further required as a standardized system for the construction and
integration of power transmission grids throughout the world. The
techno-economic challenges for electricity trading through a submarine
power cable should be investigated for the transcontinental electricity
networks.

4.1.3. Satellite communication
An essential requirement for optimizing power flow between conti-

nents and successful power trading in energy markets is a high-speed
communication service. Satellite communication is capable of manag-
ing solar grid operations in a dynamic environment and interactions
with the world’s main transcontinental grids with minimal latency.
Using satellite time synchronization, the energy management system
(EMS) at an electric utility control center manages the operations of the
high voltage DC transmission grid to ensure that electricity is supplied
to all continents at all times [74]. Grid conditions are monitored every
few seconds at the EMS, and undesired circumstances are detected
and communicated. Grid measurements must be visualized in real-
time for successful grid operations. These real-time measurements have
intelligently transformed into actionable information.

4.2. The future of solar photovoltaic system

A global solar electricity network is an ecosystem of interconnected
renewable energy resources that are shared smoothly for global sustain-
ability. This initiative aims to connect 200 countries through a common
grid that will be used to transfer solar power. The sun is always
present in some geographical regions, notwithstanding the motto ‘‘the
sun never sets’’. The International Solar Alliance (ISA) was initiated in

Table 8
Projected solar PV deployment to achieve Paris Climate targets [45].

Parameters 2030 2050

Total capacity to be installed (GW) 2480 8519
Total installation cost (USD/kW) 340–834 165–481
Levelized cost of electricity (USD/kWh) 0.02–0.08 0.01–0.05
Total power generation share (%) 13 25
Annual deployment (GW/yr) 270 372
Annual investment (USD billion/yr) 165 192
Employment 11.7 18.7
Energy related CO2 emissions (Gt CO2/yr) 24.9 9.8

2015 to meet climate change mitigation goals through ‘‘solarisation of
the world’’. This launch aims to interconnect different regions, such as
South-East Asia, the Middle East, Africa, South Asia, and other grids
in the world to ensure steady and uninterrupted energy generation
and transmission. ISA envisaged 121 sunny countries situated either
completely or partly between the tropics of Cancer and Capricorn as
its members as shown in Fig. 7. For this initiative, ISA is trying to
help some member nations to install solar power. One of its initiatives
is to deliver 1,000 GW of solar electricity to 1,000 million people by
2030 with a $1 billion investment [75]. In recent years, the solar PV
industry has seen substantial growth with major milestones in cost
reductions, off-grid installations, technology improvements, and the
formation of solar energy organizations. Solar PV capacity expansions
in leading countries have become more cost-effective due to R&D
investment, deployment, and other government policies. As a result,
solar photovoltaics will be one of the most rapidly expanding, mature,
and cost-competitive renewable energy technology in the next decades.
The estimations of solar PV deployment to meet Paris climate goals
are shown in Table 8. Solar PV plants with a capacity of more than
8500 GW would be able to satisfy more than 25% of worldwide energy
consumption by 2050. This power generation would minimize CO2
emissions by 4.9 Gt, accounting for 21% of total emissions reductions in
the energy sector. In 2030 and 2050, solar PV installations are expected
to reach 2840 GW and 8519 GW, with annual solar PV additions of
270 GW and 372 GW, and the solar power share of global electricity
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Fig. 8. Regional solar PV capacity (GW) installations with annual investments (USD billion/yr) [75].

generation to account for 13% and 25%, while installation costs fall
to USD 834-340 per kW and USD 481–165 per kW, respectively. The
dropping cost of technology has a significant impact on solar PV
investment. Total expenditure of around USD 6.4 trillion and an annual
investment of 192 billion per year will require for installing 8519 GW
of solar PV as shown in Fig. 8. In terms of solar PV installations, Asia
is anticipated to outperform the rest of the world, followed by North
America and Europe. For a sustainable energy future, solar energy can
meet a large part of the challenge of climate change, help displaces
fossil fuels, and reduce carbon emissions [76].

4.3. Innovations and technological solutions

As the percentage of solar power approaches high levels in energy
markets at the lowest cost, the fluctuating nature of solar resources
will require significant modifications in the power system’s opera-
tion. Adequate steps will be needed to guarantee the stability and
reliability of the grid. Considering seasonal fluctuations in solar and
wind power generation, changes to grid operation and management
will be necessary on a minute-by-minute basis. According to IRENA,
additional investments in transmission and distribution power systems,
adequate power generation capacity, and flexibility mechanisms (such
as storage) across the whole electrical network, amounting to USD 13
trillion by 2050 will be necessary to incorporate increased shares of
variable renewable resources [39]. Batteries need to be integrated to
ensure adequacy and flexibility in VRE systems. This comprises de-
centralized power generation with extra pumped hydropower capacity
and battery storage, specialized utility-scale batteries, and EV batteries
to support the grid via vehicle-to-grid (V2G) services. An estimated
14 TWh of electric vehicle batteries could be available to provide
grid services [77]. Hydrogen is undoubtedly one of the developing
technologies that have the potential to improve power system flexibility
by functioning as seasonal storage and allowing high shares of variable
renewables to be integrated. In total final energy consumption, there
may be a worldwide economic potential for 19 EJ of hydrogen pro-
duced from clean energy. This would imply that by 2050, hydrogen
production would account for 5% of total electricity consumption and
16% of total power production [78,79]. Incorporating a significant
proportion of VRE into the power network, innovation is essential in
all segments of the power sector. The optimal method for absorbing
more VRE differs by country and environment. Solutions arising from
the synergy between developments in all parts of the system would

enable the creation of reliable and cost-effective power systems based
on renewable energy. These developments offer a better solution that
may be optimized to cut costs while enhancing system benefits. The
innovation landscape for integrating high shares of VRE is presented in
Fig. 9.

Enabling technologies such as battery storage, demand-side man-
agement, and digital technology are revolutionizing the power industry
and paving the way for new applications that effectively improve
flexibility. As a new market for renewables, end-use electrification is
gaining traction. Innovative business models are essential for mone-
tizing the additional value provided by these technologies. Numerous
creative business models at the consumer level and innovative plans
enable renewable energy distribution in off-grid or heavily inhabited
areas. As the globe changes toward low-carbon power systems with
large VRE shares, adapting market strategy to the evolving paradigm
is critical for permitting value creation and suitable revenue streams.
In addition, improvements in system operation are necessary with
emerging technologies and sound market design in place. These de-
velopments include innovations that embrace uncertainty and novel
system methods for incorporating DER [81].

4.3.1. Barriers and solutions to fostering solar PV deployment
The existing barriers at multiple levels, including technological,

policy, economic, regulatory, and sociopolitical, may cause a slump in
solar PV capacity expansion over the next three decades. It is essential
to immediately mitigate these hurdles through several support policies
and implementation approaches for boosting future deployment. To
achieve a sustainable energy transition, deployment policies, integrat-
ing policies, and enabling policies must work together to eliminate the
existing barriers [75,82].
Deployment policies: Long-term capacity mechanisms, support
schemes, and adaptable policies are necessary to drive investment
in solar PV technologies in response to changing market conditions.
Renewable energy auctions are also employed to meet policy goals
such as ensuring project completion on schedule, expanding solar
PV capacity, and enabling a sustainable energy transition. For decar-
bonizing electricity generation, cost-effective PV deployment solutions
are employed. Furthermore, renewable energy regulations help to
overcome the challenges associated with increasing renewable energy
investments. Third-party-owned pricing structures need to be created to
promote residential solar PV growth. Through these models, consumers
can invest in solar PV technology by acquiring or leasing a portion
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Fig. 9. High shares of VRE innovation scenario [80].

of a shared solar system. Companies should be permitted to further
produce corporate renewable electricity for self-consumption and pur-
chase options with energy suppliers so as to encourage corporate direct
investment in solar PV installations [83].
Integrating policies The distributed energy resources at the con-
sumer level should be deployed as roof-mounted solar PV, distributed
energy storage, demand response, plug-in EVs, power-to-hydrogen,
and power-to-heat systems, and should be supported by advanced
digital technologies such as artificial intelligence, Internet of Things,
blockchain, and big data mechanisms, and should be able to partici-
pate in wholesale electricity markets. Despite the unpredictability of
solar PV generation, high voltage networks must be designed with an
advanced weather forecasting system to generate and transmit power.
They also strengthen the grid interconnections between countries, en-
hance energy access rates with renewable sources, and avoid renewable
energy curtailment. To achieve rapid growth in future investment
in solar PV deployment, the adverse social impacts that may occur
during planning, construction, and operation and maintenance must
be identified, examined, and mitigated well in advance. For maintain-
ing the stability of investors and other stakeholders, installer training
programs are needed to ensure the quality of solar PV installations.
Community-based sustainable initiatives must also be incorporated
from the beginning phases of solar PV development, operation, and
equitable distribution. In future, PV systems can be included in the
construction of new buildings to maximize installation space [84].
Enabling policies A transformation in enabling policies should drive
the power industry to the forefront of the economy by promoting
R&D funding in both public and private sectors and consumer aware-
ness. Public investment should be targeted to stimulate the use of
renewables, foster competitive conditions with lower energy prices,
and create new jobs. Budgets should be reallocated and recycled to
support universal healthcare, education, and other areas. Carbon tax
revenue might be utilized for more job opportunities and alleviate
the additional expenses on low-income households and small enter-
prises. Furthermore, technical development and training may equip
the workforce with the essential skills while also assisting workers in
reskilling from the petroleum industry to renewables, hence increasing
local employment prospects [85].

In summary, existing impediments and potential solutions to expe-
dite solar PV deployment are summarized in Table 9

Hence, total solar PV capacity is predicted to reach over 8519 GW
globally by 2050, with capacity additions of 372 GW per year and an
annual average investment of USD 192 billion per year. This would
meet 25% of total power demands, making it a prominent generation
source with an LCOE account of between USD 0.014 and 0.05/kWh.
Among all low-carbon technological options, solar PV has the greatest
potential to cut emissions by 4.9 Gt CO2 in 2050 which accounts for
21% of carbon mitigation in the power sector. Competitive solar PV
prizing and innovative business models are enabling the system price

reductions. With sound policies, the transition can offer socio-economic
benefits. As a result, harnessing the immense potential of solar PV is
critical for meeting climate goals.

5. Greening the grid: Pathways to integrate RE into the electrical
grid

For the transnational power system, VRE is expected to rise dra-
matically. According to the energy scenario, the world should achieve
a global target of 8200 GW in installing renewable energy capacity by
2050 including 4439 GW of solar and 1654 GW of wind. Wind and
solar energy can be incorporated into the grid at low levels successfully.
However, they might pose some challenges to grid operations at higher
levels due to the uncertainty of renewables [86]. The focus of this
section is to assess strategies and operational challenges for high-RE
systems. Furthermore, this section investigates the operational implica-
tions of attaining global RE targets and the steps required to integrate
cost-effective VRE generation.

5.1. The global power system with high levels of RE at least cost

Forecasting strategies have been utilized for controlling demand
variability and allowing the power system to operate efficiently. High-
resolution meteorological data is used to capture the time- and location-
specific characteristics of VRE generation. Using precise grid repre-
sentations and RE inputs, the optimum scheduling and dispatch of
available power reduce the overall production costs subject to physical,
operational, and market constraints [87].

5.1.1. Capacity and location of the wind and solar
As weather determines the patterns and timing of VRE generation,

it is impossible to predict the impacts of weather forecasting on load,
wind, and solar generation at 15-minute time intervals for the whole
year. Therefore, the typical approach is to base the future-year analysis
on historical weather data. RE day-ahead forecasts will be used to make
unit commitment decisions. RE forecasts are intended to be as precise
as day-ahead forecasts in real life. With the knowledge of average wind
speed and worldwide horizontal irradiation of the sun, a geospatial site
suitability study with capacity estimation for utility-scale RE has been
carried out. The best potential project sites have been identified from
an existing RE pooling substation to locate suitable project sites. Several
utility-scale solar, rooftop solar, and wind capacity expansions must be
planned globally to achieve the global RE capacity targets [88].

5.1.2. Accessible transmission network
The Green Energy Corridor Project intends to synchronize VRE-

generated electricity with conventional power plants in the grid. The
power flow limits on transnational networks are estimated for the
global study using total surge impedance loading limits. The linearized
DC optimum power flow technique is used to compute power flows
across continents [89].
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Table 9
Summary of existing impediments and potential solutions to expedite solar PV deployment.

Existing Barriers Solutions

(i) Technological Barriers [45,68]:
∙ Inadequate capacity
∙ Grid-flexibility problems
∙ Grid-connection and integration issues
∙ Architectural and spatial impediments

(ii) Market and Economic Barriers [62,73,75,76]:
∙ Longer payback periods
∙ Carbon-related emissions are not priced
∙ Wholesale electricity is cheap in nations with
limited irradiation

(iii) Policy Barriers [54,75]:
∙ Complex regulatory framework
∙ Dearth of quality control mechanisms
∙ Concerns regarding technological maturity and
performance
∙ Lack of long-term policy goals and a
well-coordinated policy mix

(iv) Regulatory, Political, and Social Barriers
[68,82]:
∙ Scarcity of trained experts and experience
∙ Inadequate standards and quality control methods
∙ Lack of customer data on solar PV performance,
cost competitiveness, and economics.

(i) Deployment Policies [83]:
∙ Promote the expansion of the solar sector and
market by implementing clear and well-designed
incentive mechanisms.
∙ Solar initiatives supported by the community

(ii) Integrating Policies [84]:
(a) System Integration:
∙ Enable DER to participate in established markets
∙ Digital technologies
∙ Advanced weather forecasting techniques
(b) Social Integration:
∙ Community engagement
∙ Quality assurance mechanism
(c) Urban Policies:
∙ Spatial planning
∙ Mandating solar installations in new buildings

(iii) Enabling Policies [85]:
(a) Industrial:
∙ Promote R&D strategies
∙ Strengthen and maximize value creation
(b) Financial:
∙ Generate substantial income sources
(c) Education and Skills:
∙ Enhance support skills and supply chain
development
∙ Provide technical education and training
∙ Promote workforce reskilling

5.1.3. The electricity demand
According to the World Energy Council, global power demand is

expected to reach 193–244 petawatt hours (PWh) by 2050 [29]. The
production cost model entails the simulation of a time series of loads
at 15-minute intervals for the whole year 2050 based on the historical
data for all countries. With an annual RE curtailment of 1.4 percent,
this VRE capacity (4439 GW of solar and 1654 GW of wind) will meet
25% of the global power demand by 2050.

5.2. Operational impacts of 8200 GW RE

The annual energy flow on key corridors does not vary considerably,
even though corridors usually transport electricity in both directions.
Wind and solar energy contribute to overall generation. According to
WES, the 6093 GW of solar and wind can generate 11.74 PWh of
electricity annually resulting in a 25% penetration level of VRE (16.5%
from solar and 8.5% from the wind).

5.2.1. Net load change
Steeper load ramps and lower overall generation levels during a

period of high RE penetration are characterized as ‘Netload’. The gen-
erator delivering the aggregate net load must be more flexible. Netload
analysis can help in identifying periods that may be operationally chal-
lenging due to uncertain renewable profiles. To normalize the hourly
net load ramps, the non-renewable capacity of all units is committed
during the ramping period [90].

5.2.2. The effect of high RE penetrations on thermal power plant operations
The 6093 GW of solar and wind energy will displace 7.3 PWh

of coal, representing an 84% decrease. Because of the reduction in
coal generation, total annual CO2 emissions will reach 19.1 Gt. As a
consequence, CO2 falls by 70% compared to the current level in the
world energy scenario.

5.2.3. Impact of RE on exports and transnational power flows
Interstate energy exchange will decline in line with the trend of

falling international imports and exports. However, with VRE, transna-
tional energy interchange will become more common. The installation
of 6093 GW VRE affects energy trade across continents. When com-
pared to other nations, RE-rich countries have a huge volume of low
variable-cost generation. Furthermore, the unpredictability of netload
on a daily and hourly basis rises, increasing the importance of renew-
able energy interchange for balancing demand and generation across
countries. In many instances, using the transmission system to transmit
electricity to locations with higher-cost energy is the best option [91].

5.2.4. Curtailment of RE due to a variety of factors
RE curtailment can occur for several reasons, depending on the

model objective of serving load at the lowest possible cost while
complying with the system’s physical and economic limits. The major
factors in RE curtailment are transmission congestion, thermal and
hydro inflexibility, start and stop costs, and trade barriers. To overcome
this difficulty, experts employ a modeling technique called hurdle rates.
A country with low-cost electricity generation can export energy to
nearby countries if the difference is greater than the hurdle rate [92].

5.2.5. Managing the power system forecasting errors
When actual VRE generation varies from predicted generation, this

is referred to as a forecasting error. Forecasting errors disrupt dis-
patch operations and force the power system to operate in real-time
with limited resources to optimize electricity supply and demand.
Underforecasting occurs when predicted generation is less than ac-
tual RE generation, whereas over-forecasting occurs when forecasted
generation exceeds actual RE generation. Certain periods may cause
reliability issues in a highly constrained system due to forecast errors.
The planned generation fleet has sufficient capacity to manage RE
forecast errors, fluctuations in net load (ramps), and low RE generation
times of day and year. The reserve needs may benefit from being
different according to the season or time of the day [93].

As a whole, the following strategies will significantly improve RE
integration:
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• The copper plate sensitivity is a representation of the projected
transmission needs for the lowest-cost generator dispatch which
results in peak power transfer and loop flows. It minimizes RE
curtailment and production costs.

• Batteries can aid in the reduction of RE curtailment. However,
due to inefficiencies, they have an insignificant impact on total
generation costs and emissions.

• Operating large thermal plants at minimum generating levels is
a key driver of RE curtailment reduction. Besides, changes in
operational practice can reduce the power system’s operational
costs and minimize RE curtailment.

• If all renewable power plants utilize their inherent ramping capa-
bility, the ramp rate can be fulfilled.

• Hydroelectric generation’s intrinsic flexibility helps to keep the
system balanced.

Thus, power system balancing using VRE is possible with few in-
tegration issues, resulting in lower GHG emissions. Attaining present
regulatory requirements for carbon flexibility, extending geographic
and electrical balancing regions, expanding power transmission in im-
portant locations, and planning for future adaptability can enable the
power system to operate efficiently and reliably in the future.

6. Global grid connectivity: Benefits, strategies, barriers, and chal-
lenges

The requirements for sustainable power provisions are energy tran-
sitions to low-carbon technologies, cost reductions in renewables, ad-
vancements in high-voltage transmission, and smart grid management.
Although grid interconnection with renewable energy enables eco-
nomic, environmental, and technical benefits, cross-border connectiv-
ity is fraught with difficulties in the areas of regulations, policies,
standards, investment, energy security, information sharing, electricity
trade, and technical and political factors [94].

6.1. Benefits in global power grid connectivity

Countries have a variety of energy resources, political systems, and
market frameworks in place to enhance the environmental impacts of
development, economic expansion, and energy security. The advan-
tages of regional interconnected power networks are summarized in
Fig. 10.

6.1.1. Environmental benefits
The Asia-Pacific region has diversified renewable energy resources,

generation mixes, load profiles, and weather patterns. For instance,
750 GW of solar electricity from India, 240 GW of hydropower from
ASEN, 32 GW of geothermal energy from Indonesia, 410 GW of wind
energy, and 1150 GW of hydropower from South and South-West
Asia are expected to satisfy the future power needs. Power export
is enabled through cross-border power connectivity, which requires
significant infrastructure support to increase the renewable energy
share. Optimizing the energy mix and cross-border power trading can
help to improve energy security by alleviating shortages and enhancing
renewable energy access [96].

6.1.2. Technical and economical benefits
VRE cannot be scheduled to match instantaneous power demand

due to its intermittency. Amid the development of renewables, the
integration of non-dispatchable RE into power systems and compen-
sation for stochastic fluctuations are two interrelated issues that need
to be resolved to enhance reliable power supply. The output of VRE
can be controllable to match the supply and demand across different
timescales (minutes, days, and seasons). Transnational grid connectiv-
ity can enhance reliable electricity supply and minimize the economic
value of renewable power curtailment. Robust grid connectivity and

Fig. 10. Benefits of global power grid interconnection [95].

transnational electricity trade enable the least-cost power dispatch from
generating units and ensure overall cost savings. Connected nations
benefit from regional electricity trading and ancillary services. If one
of the distributed generators fails, the spinning reserve refers to the
generation capacity that is maintained in reserve yet prepared to re-
spond immediately. Load diversification via interconnectivity greatly
smoothes the entire network load profile. The reduced imbalances min-
imize the requirement for instant frequency responses and enable the
distribution of spinning reserves among a broader range of customers
lowering the service cost [97].

6.1.3. Energy security
Managing energy security concerns such as energy accessibility,

self-sufficiency, supply dependability, demand and supply diversity,
power continuity, price stability, and environmental effects necessitates
the use of national and regional solutions. Besides, a more diversified
generation mix enhances reliability by limiting supply outages. Higher
diversity from geographic dispersion provides more security for renew-
able energy fluctuations. Sustainable energy development is also made
possible via cross-border connectivity [98].

6.2. Challenges and barriers in global power grid connectivity

With environmental, social, economic, and energy security con-
cerns, cross-border electricity trade necessarily requires infrastructure
development, technical and regulatory standards harmonization, policy
coordination, and information and data exchange, as seen in Fig. 11.

6.2.1. Policy, regulation and standards
Each country has its own set of power transmission regulations,

standards, and grid codes. Diverse frameworks may impede the techni-
cal and financial coordination for cross-border connectivity. Therefore,
gaps in standards, regulations, and policies must be identified and
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Fig. 11. Challenges and barriers to transcontinental grid connectivity [99,100].

rectified through extensive analysis of the interconnected transnational
electricity network [101].
Planning and coordination: Transmission network infrastructure plan-
ning should be coordinated across nations, including technical speci-
fications, financing, and scheduling in months or years.
Trade agreement: An integrated electricity market requires agreements
on transmission service, power purchase, and secured payment mech-
anisms. Moreover, balanced, competitive, and transparent power mar-
kets with fair prizing procedures must be established for the electricity
trade.
Costs, benefits, and risk: Develop methods for allocating costs, benefits,
and risks between member nations.
Consumer protection: To appropriately distribute the benefits, a con-
sumer protection policy must be devised and linked between protected
customers and constituent nations.
Technical regulations and standards harmonization: For effective imple-
mentation of connectivity, energy producers, utilities, and system op-
erators should harmonize international technical regulations and stan-
dards including alignment of metering codes, voltage, frequency, ther-
mal limits, protection schemes, and ICT systems [102].

6.2.2. Technical factors
Technical standards like frequency and voltage, grid codes, and pro-

tective schemes are synchronized. Furthermore, data is shared promptly
across member nations [103].
Alignment of standards and codes: Although the standards of frequencies
may differ in member nations, frequency alignment (50/60 Hz) of the
interconnected transmission system can be achieved to ensure interop-
erability or compatibility through either harmonization or conversion
technique.
Strong electricity grid: Importing and exporting bulk electricity requires
a robust transmission system with reactive power support, fault ride-
through capabilities, contingency reserves, and system inertia.
Data sharing: Although certain countries have successfully adopted the
smart grid, hybrid VRE power, and energy-saving projects, data is not
managed globally. Intergovernmental organizations must maintain the
member countries’ available power sector information and update it
regularly.

6.2.3. Political factors
Political instability, lack of trust and desire to collaborate among

countries, and energy security concerns are major impediments in
implementing regional interconnection initiatives [104].
Energy security: In an interconnected transmission network, technical
faults or disruptions in one nation’s grid cause grid failure in another
country. Controlling the voltage and power flow in high-voltage DC
transmission can alleviate this risk.
Internal disagreements: Low-cost renewable resources can be exported to
countries with fewer renewable sources or retained for future domestic
energy needs. However, large-scale energy storage is currently sparse.
Estimates of the future energy demand and pricing result in varying
weightings of the cost–benefit of energy trading.
Entrenched domestic interests: Regardless of the potential economic ben-
efit of energy trading, politically powerful utilities may perceive an
interconnection proposal as undermining their economic standing. Be-
cause of the risk of losing market share, power revenues, or strategic
position, these organizations are likely to oppose grid interconnections
across borders.
Motivation for transit nation: In many circumstances, electrical con-
nectivity is not always confined to neighboring nations. Third-party
nations may participate as ‘‘transit countries’’, offering right-of-way for
transmission lines but not importing or exporting power. Due to a lack
of political support, these partners do not perceive enough benefits
from the initiative.
Deficits in trust: Because of a lack of trust among nations, there may
be an absence of public and political support for power connectivity
proposals to increase reliance on neighboring countries for substantial
components of energy demands. However, with the successful integra-
tion of power networks in other parts of the globe, connectivity may
be a helpful instrument for establishing trust and relationships among
nations that expand to other regions of cooperation.
Decision-making at the highest levels: High-level decision-making on
cross-border power connections is more challenging than many other
difficulties, resulting in extended deadlines and project stalling.
Curbs in investment: Several nations have relaxed restrictions on foreign
direct investment in electricity generation. However, investment in the
transmission network is restricted to state-owned firms for expanding
domestic transmission line. The overall economic situation of some
countries makes obtaining competitive funding even more difficult
because of uncertain payback mechanisms, contract law, resolving
disputes, delays in financial closure, currency volatility, unfair taxes,
and government interventions.

6.2.4. Project development
Beyond the technical, political, and investment considerations men-

tioned above, the green energy corridor project poses implementa-
tion challenges related to land acquisition and environmental clear-
ance [105].
Land acquisition: With the influence on development timeframes, the
framework, procedures, and expenses for acquiring land in nations may
need to be accounted for in the project’s cost–benefit analysis.
Environmental clearances, resettlement, and rehabilitation: In some na-
tions, obtaining environmental permission, rehabilitation, and reset-
tlement may be challenging. Before acquiring land for large-scale re-
newable deployment, social impact analyses may be required to de-
termine the type of interest. Rehabilitation and resettlement might be
significant in terms of the overall project budget.

6.3. Strategies of global grid connectivity

The roadmap for regional power system interconnection is pre-
sented in Fig. 12 for attaining the aim of SDG 7 to ensure reliable,
affordable, and sustainable energy supply.
Trust and political consensus: Geopolitical problems and a lack of trust
among many nations are critical impediments in strengthening cross-
border connectivity and creating power trade. As a result, multinational
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Fig. 12. Strategies of transnational grid interconnection [106].

corporations must make concerted action plans for integrated electric-
ity networks on a global scale. Rebuilding trust for transcontinental
power infrastructure should be sought by all nations, regardless of
energy trade. This strategy is essential to raise awareness of the benefits
across all segments of society and obtain support for the cross-border
connectivity process [107].
Regional masterplan: Grid interconnection in some locations functions
on a bilateral basis and is restricted in scope. To improve the connection
for all locations throughout the world, it is essential to design and
agree on a power network masterplan for the region’s grid connectivity.
The grid master plan should be created by the inclusion principle,
considering stakeholders’ concerns and demands [108].
Intergovernmental agreements: Multinational experiences of successful
power pools exemplify the need for contracts among member nations
to demonstrate each country’s political commitment to fostering energy
cooperation and integration within a defined time frame. If agreements
are already in existence, member nations must ratify them and hasten
their implementation [109].
Regulatory frameworks and harmonize policy: Policies, grid codes, stan-
dards, and regulations for electrical grids vary from country to coun-
try. It is critical to identify such gaps in each subregion through
in-depth research and studies. Transparent and seamless electricity
transactions necessitate a well-integrated market. Regulators in each
subregion should create forums to facilitate regulatory harmonization,
capacity-building, and information exchange. The electricity industry is
to be tightly regulated to achieve grid stability. Synchronizing policies,
regulations, and standards for intercontinental electricity trading are
crucial [110].
Multilateral trade and competitive market: Shifting from bilateral to mul-
tilateral electricity trading is difficult in both countries. Moving this to
a multilateral approach will assist nations in optimizing total regional
power supplies, boosting economic growth, expanding renewable elec-
tricity generation, strengthening reliability, lowering prices, and con-
tributing to the environmental sustainability of the power market.
Furthermore, establishing attractive and transparent power purchase
mechanisms with security procedures for a transit charge system for
member nations will assist in accelerating cross-border connectivity
and trade [111].
Transmission planning and operation: Transmission lines must be phys-
ically interconnected to allow electricity to be sent between several
national grid networks. Grid codes such as metering codes, frequency
and voltage standards, protection schemes, and thermal limitations
must be harmonized to link two separate national power systems.
To ensure a safe and reliable power flow, member nations and the
technical institutions in each subregion must coordinate transmission
planning, scheduling, metering connection, and protection schemes.
Utility companies should design and build suitable power lines for

energy transmission to support the cross-border connectivity projects,
allowing developers unrestricted access to electricity [112].
Mobilize investment: Mobilizing investment is a challenge in the electric-
ity sector since it is capital intensive with high risks and extended ges-
tation periods. Most of the funding for cross-border electricity projects
comes from IFIs, multinational banks, and state contributions. There-
fore, it is critical to have investment-friendly regulations, standards,
and frameworks to attract investment. These include removing impedi-
ments in the private sector and international investment, facilitating the
land acquisition, relocation and resettlement processes, and obtaining
planning permission [110].
Capacity building: Some nations have successfully implemented green
power projects, smart grid initiatives, and energy efficiency projects.
However, they have only limited capability for exchanging informa-
tion and best practices through capacity-building. Intergovernmen-
tal organizations, multilateral financial institutions, and power util-
ities should develop capacity-building plans and share information.
Leveraging expertise in new technologies, EV charging infrastructure,
smart grid activities, massive solar power production, energy effi-
ciency, and competitive bidding will enable to implement in all member
countries [113].

6.4. Affordable and clean energy

Aspects of achieving SDG 7 from the perspective of energy access,
including photovoltaic systems, wind farms, hydropower, lithium-ion
batteries, electric vehicles, biodiesel, hydrogen fuel, microgrid, smart
grid, energy efficiency, and internet of things, are taken into con-
sideration [114–126]. The smart concepts of a planning tool, brown
box, inertia controller, storage manager, and signaling framework can
help power system operators in upgrading their traditional grids [127].
Forecasting, scheduling, and integrating renewables with Supervisory
Control and Data Acquisition (SCADA) should be the focus of future
interconnected intelligent electricity networks. Another promising area
of study is to build a game-theoretic smart planning tool and a data-
driven analysis for capacity planning, sizing, addition, and expansion
of the network. Furthermore, several instances and case studies of
mixed-energy systems should be investigated, with an emphasis being
placed on the interaction between planning, operations, and cost of the
cross-border electricity network [126].

Overall, the benefits, strategies, barriers, and challenges of global
power grid connectivity are as follows:

• Despite the regional power trade (economic, environmental, and
technical benefits), cross-border connectivity is plagued by issues
such as regulations, policies, standards, investment, and energy
security.

• Apart from the technical, political, and financial considerations,
cross-border trade has implementation obstacles involving land
acquisition and environmental clearance.

• Transnational grid interconnection ensures reliable, affordable,
and sustainable energy supply.

Advancements in transnational electricity networks will provide
more comprehensive advantages if they are connected with the sus-
tainable development goals during the planning, implementation, and
operational phases. Thus, the globally interconnected grid provides a
reliable, affordable, and long-term electricity supply.

7. Discussion on future trends

In continuation of the above mentioned facts, it is evident that the
development of renewables on a continental-scale will provide more
than half of the world’s power by 2050, because the costs of solar, wind,
and energy storage will continue to decline [106,128,129]. Future
research on the global clean energy system could focus on the following
potential areas:
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End-Use sector: Solar PV can help in the decarbonization of the
building, transportation, and industrial sectors. Although temporary
energy storage enables an extreme level of emission reduction, massive
clean storage capacity is required to achieve global decarbonization in
the power sector. Demand flexibility is crucial because it provides solid
capacity while lowering the cost of decarbonization. More research is
needed to breakthrough the barriers in optimizing solar PV, batteries,
and load flexibility to achieve the corresponding private and grid
advantages [130].
Building sector: Solar shingles, walls, windows, and rooftop-mounted
PV continue to be a small niche market. More study is needed to
increase the long-term sustainability of PV-integrated buildings and
allied products such as PV coatings and glass. There is a need for
research to identify techniques for dividing incentives to revitalize
global PV markets. Further study on the pilot rate implementation of
optimum retail tariffs for specific consumers, distributed resources, and
rooftop solar PV technologies is needed [131].
Transportation sector: Coordination and control of an electric vehicle
charging station with a photovoltaic power generation unit necessitate
technological, business, and legislative solutions. One of the main
topics in future research is to enable solar-to-EV-to-grid applications
by withstanding more frequent charging and discharging cycles of
batteries. Another prominent trend has been the combination of rapid
charging technologies with solar power and storage. Thus, advanced
technologies in the integration of electrolyzers with solar generation is
one of the important directions in future research. The cost-competitive
production of clean hydrogen will decrease the electrolysis invest-
ment costs, enhance efficiency, and reduce the solar electricity prices.
One of the potential research areas to enable solar-to-FCEV-to-grid
applications is the use of improved membrane and corrosion-resistant
bipolar plate materials, reduction of platinum group metal catalysts,
and improvement of control system schemes [132,133].
Industry sector: Industries must investigate several decarbonization
strategies such as electrification, solar-powered fuels, and usage of
carbon-free thermal energy. More studies might look at near-term cost
reductions in a photoelectrochemical and thermochemical generation
to develop innovative zero-carbon solar fuels. Furthermore, alternative
energy sources such as ammonia for shipping, hydrogen, and synthetic
hydrocarbons for aviation, as well as their distinct near- and long-term
responsibilities, are mainstream developments. Further research into
solar PV technology is required to solve social and political issues in
polluting industries as well as tradeoffs in equity and environmental
justice [134].
Utility-scale: One of the research trends is to realize terawatt-scale
solar PV deployment on existing power infrastructure. Because of tech-
nology advancements, much of the deployment will take the form of
large utility-scale power plants, as well as residential and business
rooftop systems. Solar technology will enable the cost-effective de-
ployment of buildings, water bodies, and agriculture. Further study
should be conducted on the regional distribution of solar’s resilience
benefits, public benefits such as enhanced air quality and climate
change mitigation, and electricity consumer benefits [135].
Technology advancements: Building continental-scale clean energy
generation capacity and cross-border grid connections are critical chal-
lenges. Moreover, regulation of bidirectional power flow over power
transmission networks is an important control challenge. Another tech-
nical challenge is optimizing the power flow from the most abundant
and cheapest renewable energy to high energy consumption in real-
time [136]. Therefore, the combination of clean energy interconnec-
tion, ultra-high voltage lines with protection devices, and advanced
smart grid control is a future research area. One of the research
trends is to identify the most cost-effective solution to operate the
power system with more than 50% of VRE [137]. Uncertain power
generation from VRE resources, low system inertia in inverter-based
systems, and fluctuating load demand affect the stability of the power
system. Therefore, the power balance between demand and supply,

suitable control concepts in inverter-dominated systems, and power
system stability should be the key focus of future research in clean
energy networks. In addition, fault current and intentional islanding
during a fault are major issues in renewable-dominated grid. Intelligent
overcurrent protection schemes for detecting, as well as clearing faults
and communication-based active anti-islanding methods, are potential
areas for research [138,139].
Technical Development: Commercial crystalline silicon (c-si) wafer
technology research aims to produce 400–550 W from 2.1–2.5 square
meters with an efficiency of 19%–22%, to lower the cost of PV modules
to around USD 0.17/W. The major tendency is to enhance efficiency
in non-silicon-based thin-film technologies such as Perovskites, Copper
Indium Gallium Selenide Cells, and Cadmium Telluride. To improve
system output levels, further research should be focused on advanced
cell architectures such as tandem, bifacial solar cells, half cells, multi-
busbars, and solar shingles. Furthermore, Concentrating Solar Power
(CSP) technology is another promising study option for meeting the
aim of 50% net thermal-to-electrical efficiency and an LCOE of USD
50/MWh by 2030 [129,140].

8. Conclusion

The present review outlines the role of low-carbon technologies
in the transformation of the global energy system to combat climate
change. Developments in solar and other clean energy technologies
have enabled a significant increase in deployment in the energy sector
to decarbonize the global electricity system. Despite these advance-
ments, many challenges have been addressed in this study for reaching
100% renewable electricity future. Conclusions and possible research
directions can be formulated as follows:

• A global investment of up to 18 trillion USD in VRE technologies
with a generating capacity of 6093 gigawatts is required to fulfill
25% of the total estimated electricity demand of 244 petawatt
hours in 2050. This has been enabled through global renew-
able grid connections and breakthroughs in HVDC transmission
technologies.

• Of all the low-carbon technology alternatives, solar PV has the
highest potential to reduce emissions by 4.9 Gt CO2, accounting
for 21% of the emission mitigation in the energy sector by 2050.
From the findings of this study, cumulative solar deployment of
8519 GW would serve 25% of global electricity demand.

• Although the proposed global power grid connectivity has several
impediments to solar PV development, innovations and techno-
logical solutions will foster the deployment of solar PV systems.
Continued technological progress in solar is critical to achieving
cost-effective and economy-wide grid decarbonization.

• Transcontinental grid connectivity would allow countries to not
only trade electricity but also optimize the energy surpluses and
deficits across the region based on future forecasts.

• For a sustainable energy future, unleashing the massive potential
of solar PV can facilitate extensive decarbonization of the global
electric grid to achieve sustainable development goals (affordable
and clean energy) and climate targets by 2050 without raising
expected electricity prices.

• Future studies should extend the precise approaches to accom-
plishing 100% emission reduction. SDG 7 achievement will cat-
alyze measures to realize the Paris Climate Agreement.

• Future research directions include the interconnection of renew-
ables with data centers, internet services, transportation, and
cellular networks. Other essential aspects of a future renewable-
supported intelligent electricity network include information se-
curity and user privacy.

• Maintaining resource adequacy, shifting net demand peaks, solar
power curtailment, abatement costs and CO2 emission implica-
tions, electricity pricing, energy storage, flexible demand, trans-
mission, renewable capacity enhancement, extreme event anal-
ysis, and grid-integration issues are major future solar research
directions.
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a b s t r a c t

The emissions of polluting gases due to the consumption of fossil fuels in power plants have caused
that in addition to operating costs, minimizing the amount of pollution in power plants is also given
special attention. In this study, the hybrid firefly algorithm (FA) and genetic algorithm are used to
solve the problem of environmental economic dispatch (EED) of power between thermal power plants
in order to reduce operating costs and environmental pollution while accounting for the nonlinear
constraints of power plants such as the effect of a steam valve, prohibited zones of generation,
and generation change rate of plants (GA). Basing on the advantageous of these two optimization
algorithms, the proposed application have make a combination between these algorithms and have
concluded to have a hybrid FA-GA multi-objective algorithm, which can resolve this complicate
optimization problem. The algorithm starts with a set of fireflies that are randomly distributed in
the problem space, and these particles converge to the optimal solution of the problem during the
evolutionary stages. Then a local search plan is presented and implemented as a way to search the
neighborhood to improve the quality of the answers. This part of the algorithm is used to search
for sparsely populated areas to find the dominant answers. To improve the algorithm, changes have
been made in the criteria for determining the best global optimum for each firefly, as well as the
best local optimum. The use of this method has increased the uniformity of the Pareto curve Finally,
the suggested algorithm is applied on the 39-bus IEEE system by specifying the indices of losses,
voltage stability, and emission of pollutants in the multi-objective problem and its results show its
proper performance in comparison with other methods. Actually, the proposed control application
have conducted to observe the minimum cost and gaz emission face five other conventional used
algorithms.

© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The economic dispatch (ED) of power is one of the most im-
portant issues in the operation of the power system. The purpose
of this issue is to minimize the cost of fuel by optimally allocating
the generation of each power plant in addition to providing the
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load required by the system. Fossil power plants, on the other
hand, are one of the most important sources of environmental
pollution and emit a wide range of pollutants from fossil fuels.
The main gases produced in power plants include sulfur dioxide
(SO2), nitrogen oxides and their compounds (NOx), carbon dioxide
(CO2), carbon monoxide (CO), suspended particles, and ozone.
The first four are directly related to the consumption of fuel and
ozone as chemical pollutants that are later formed in the air. Each
of these gases is not only harmful to humans but also plants,
animals, and the environment, causing adverse changes in the
Earth’s climate pattern. Given the limitations of the widespread
use of clean energy sources for electricity generation, the use of
fossil fuels, and the emission of pollutant gases from it, it seems
inevitable. For this reason, it is necessary to reduce the emissions

https://doi.org/10.1016/j.egyr.2022.10.054
2352-4847/© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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of these gases in fossil power plants, given the harms of these
pollutants and the sensitivity of public opinion to their increase.
The influence of gaz emission on the environment is remarquable
and many scientific reports have given the related challenges
for this decade (Thalassinos et al., 2022; Zhang et al., 2022; Li
et al., 2022). There are various strategies to reduce the pollution
of these power plants that can be divided into the following four
categories (Li et al., 2022; Mutlaq, 2019; Dashtdar et al., 2020b;
Ziane et al., 2017; Najafi et al., 2019; Bhattacharyya and Anusuya,
2022; Tian et al., 2017):

• Installation of equipment for cleaning or filtering pollutants
at the site of power plants.

• Replacing old equipment with new and up-to-date equip-
ment.

• Use of renewable sources including wind turbines and solar
cells.

• Operation of power plants taking into account environmen-
tal pollutants.

The first three options require the installation of new equip-
ment or the modification of the existing structure of power
plants, which requires a high investment, so it is considered in
long-term planning (Beigvand et al., 2017; Feng et al., 2021).
However, introducing environmental considerations in the oper-
ation of power plants, which is presented in the form of ED of
power taking into account environmental pollutants, is a short-
term planning method in which, in addition to generation costs,
the amount of pollutant emissions is also minimized (Benalcazar
et al., 2019; Dashtdar et al., 2022; Espinosa-Juárez et al., 2019).
There are various solutions to consider the pollution of power
plants in the process of ED. This kind of environmental economic
dispatch (EED) is called nonlinear multi-objective optimization.

In the past, most ED problems were solved in such a way
that the main function was the cost of generators and the is-
sue of pollutant emissions was considered a constraint. Today,
attempts are made to solve such problems with the help of multi-
objective problems, and various multi-objective methods have
been proposed to solve these problems.

1.1. State of art

The EED solution method can be divided into classical and evo-
lutionary categories. Analytical methods (Krishnamurthy et al.,
2017; Liang et al., 2017), Lagrange (Chen et al., 2016; Wu et al.,
2020; Marwan et al., 2021; Hosseinimoghadam et al., 2020; Nar-
vaez et al., 2018), and Newton Raphson (Khan et al., 2016; Li et al.,
2017; Xu et al., 2017) were among the first proposed methods
to solve this problem that falls into the classical category. By
more realistic modeling, the problem and taking into account
the practical constraints of power plants increase the complexity
of the problem so that it is not possible to achieve the desired
answer using these methods. For this reason, in recent years,
evolutionary methods have been used to solve this problem. Evo-
lutionary methods such as genetic algorithm (Bora et al., 2019;
Dashtdar et al., 2020a, 2021; Pattanaik et al., 2018; Ponciroli et al.,
2020), particle swarm optimization (PSO) (Abbas et al., 2017a;
Al Bahrani and Patra, 2017; Abbas et al., 2017b), artificial bee
colony (ABC) (Sen and Mathur, 2016; Aydin et al., 2017), and
differential evolution (Zou and Gong, 2022; Neto et al., 2017;
Jena et al., 2016) have been proposed to solve the ED problem
by considering pollution in terms of performance speed and the
accuracy is different.

In traditional multi-objective methods based on analysis, they
tried to find a set of insurmountable solutions using mathemat-
ical programming and turning the problem into a one-objective
problem using nonlinear optimization to solve the problem. The

disadvantage of these methods is that if all weights are positive,
insurmountable solutions are obtained, but not all optimal solu-
tions of the Pareto can be found unless all the objective functions,
such as the acceptable region, are convex. In addition, many
different sets of weights may produce the same solution and
reduce efficiency. In methods based on metaheuristic algorithms,
the goal is to improve the Pareto answer set. The most important
difference between these algorithms is the modeling method and
achieving the optimal solution set. Pareto answers here are the
optimal combinations of power plants and their generation rate
to achieve the minimum simultaneous objectives of the problem.
The advantage of getting a Pareto answer set is that it does not
focus on the optimization of a combination, because in practice
it may not be possible to access a particular combination, but the
Pareto answer set allows the central operator or decision-maker
to use other options as well. Traditional methods, on the other
hand, generally focus on single-objective economic modeling or
tend to find the optimal point by using multi-objective optimiza-
tion. One of the most common and widely used algorithms in
solving nonlinear problems is the PSO algorithm, the main feature
of which is the particle-free cooperation in which particles in a
population exchange information among themselves.

1.2. Problematic and proposed solution

Since PSO cannot be used directly for multi-objective opti-
mization, two issues need to be considered when using PSO in
a multi-objective problem. The first issue is how to select the
best local and global particles to guide the search for particles,
and the second issue is how to maintain the appropriate points
that have been found so far. A new way to solve this problem
is to use the FA algorithm. This algorithm has two differences
and advantages over the PSO algorithm: 1. Local attractions,
2. Automatic grouping. As the intensity of light decreases with
distance, depending on the coefficient of gravity, the attraction
among fireflies can be local or global, and thus all local, as well
as global states, are examined.

By taking into account the criteria of the index of loss, voltage
stability, and pollution in the transmission network, the issue
of EED is given in this study as a combining cost and pollu-
tion functions of power plants. A novel combination approach
employing the FA algorithm, GA algorithm, and local search is
given and its implementation procedures are discussed in order
to solve the associated multi-objective mathematical model using
the advantageous of this combination for solving the knowed
problems in relation to the PSO or FA unique.

1.3. Methodology

In the proposed method, in addition to the changes made to
the FA algorithm, a new method is proposed to perform a local
search around potential answers. In this method, we start with a
potential answer, search around it based on a creative heuristic,
and then move on to another potential answer. We do this until
either the time limit for the local search is violated or get the
answer is considered. To demonstrate and evaluate the efficiency
of the proposed algorithm, the 39-bus IEEE system has been used
and the results of solving the EED problem in different cases have
been analyzed. The framework of the article is as follows: in the
second part, the problem formulation and constraints are defined,
in the third part the structure of the proposed hybrid algorithm
for solving the problem is described, and in the fourth part the
simulation results are presented and finally in the fifth part the
conclusion the plan is expressed.

13767



M. Dashtdar, A. Flah, S.M.S. Hosseinimoghadam et al. Energy Reports 8 (2022) 13766–13779

2. Formulation of the eed problem

In the problem of EED, the goal is to control the cost of fuel
and pollution from power plants at the same time. This issue
is presented as an optimization problem in which the objective
function is obtained by combining the functions of fuel cost and
pollution of power plants and various constraints are considered
to solve it. In addition, to improve the problem, indexes such
as losses, voltage stability, and pollution removal can be added
to the problem. In the ED problem, the operating cost of each
power plant is expressed in terms of its output power. Given
that the cost of fuel is the most basic factor in the cost of power
plants, usually, the operation cost function of power plants units
is expressed based on the cost of fuel input, which in most cases
is a quadratic function in terms of the active output power of
the power plant unit; Therefore, the generation cost function of
power plants is defined by Eq. (1):

FC =

M∑
i=1

(
aiP2

i + biPi + ci
)

(1)

Where M is the number of power plants in the system circuit, ai,
bi, and ci are the coefficients of the generation cost of the ith unit,
Pi is the generation power of the ith unit and FC is the generation
cost ($). Considering the effect of steam valve position in power
plant units causes the cost function to become a non-convex
function. This effect is usually modeled as Eq. (2) by adding a sine
sentence to the cost function.

FC =

M∑
i=1

(
aiP2

i + biPi + ci +
⏐⏐ei sin (

fi
(
Pmin
i − Pi

))⏐⏐) (2)

Where ei, fi is the recursive coefficient of the cost function for
modeling the effect of the steam valve and Pmin

i is the lower limit
of ith unit generation. Fig. 1 shows the effect of the steam valve
on the power plant generation curve. Because the main pollution
of power plants is due to the production of NOx and SO2 gases,
for this reason, it is necessary to reduce the pollution of power
plants to minimize the emission of these gases. Studies show that
the most important factor influencing the number of pollutant
gases emitted from power plants is their active output power. The
relationship between the pollution of a power plant and its active
output power is a nonlinear relationship that can be modeled as
a quadratic function of output power in Eq. (3).

FE =

M∑
i=1

(
AiP2

i + BiPi + Ci
)

(3)

Where Ai, Bi, and Ci are the pollution function coefficients ith unit
and FE is the total system pollution (kg). Finally, the objective
function that should be minimized in the EED problem is obtained
by combining the fuel cost function and the pollution function
as Eq. (4):

FT = w ×

M∑
i=1

(
aiP2

i + biPi + ci +
⏐⏐ei sin (

fi
(
Pmin
i − Pi

))⏐⏐)
+ (1 − w) ×

M∑
i=1

hi
(
AiP2

i + BiPi + Ci
)

(4)

Here, w is the reduction weight coefficient of the fuel cost,
and hi is the pollution penalty coefficient ith unit. The pollution
penalty coefficient can have different values according to the
operator’s point of view and the value of pollution. In research,
various methods have been proposed to define this coefficient,
the most common of which is the pollution penalty coefficient for
each generation unit is defined as the amount of fuel cost divided

Fig. 1. Power plant generation curve.

by the amount of pollution in the maximum output power of that
unit as Eq. (5).

hi =
aiPmax2i + biPmax

i + ci
AiPmax2i + BiPmax

i + Ci
, for i = 1, . . . ,M (5)

To improve the accuracy of the defined model and achieve
better performance of the proposed method, indicators can be
added to the problem. These indicators will include power losses,
voltage stability, and pollution costs. After calculating the net-
work power flow and obtaining the final values of voltages and
currents, the active losses are calculated from Eq. (6):

PLoss =

NB∑
i=1

NB∑
j=1

Yij
[
V 2
i + V 2

i,j − 2ViVi,j cos
(
δi − δj

)]
=

M∑
i=1

M∑
j=1

PiBijPj +
M∑
i=1

B0iPi + B00 (6)

Where NB is the number of buses, Vi is the value of the bus voltage
i, Yij is the value of ijth of the element of the admittance matrix,
δi is the value of the angle of the phase voltage and δj is the angle
value of the element ijth of the admittance matrix. Bij, Boi, and B00
are the coefficients of the network loss function that are obtained
directly using the network impedance matrix.

The voltage stability index (VSI) is the ability of the system
to maintain the voltage of the buses at an acceptable level. This
feature controls the voltage and power when the normal load of
the system increases and as a result, the active power injected
into the network also increases. The voltage stability index is a
numerical voltage between [0,1], which the closer this index is
to one, indicates the stability of the network. To calculate the
network voltage stability index, first using Eq. (7) this index is
calculated for each bus, and finally, the minimum value of the
index in the buses is considered as the system voltage stability
index.

VSIm2 = |Vm1|
4
−

{
4 [Pm2Xi − Qm2Ri]2

}
−

{
4 |Vm1|

2 [Pm2Ri + Qm2Xi]
}

(7)

Where i is the network line number, Ri and Xi are the resistance
and reactance of line i, and Vm1 is the bus voltage m1, respec-
tively. In a two-bus system, as shown in Fig. 2, Pm2 and Qm2 are
the total active and reactive loads fed by the bus m2, respectively.
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Fig. 2. Two-bus sample system.

To extend this relationship to wide area networks and calculate
VSIm2, which is the voltage stability index for bus m2 (m2 = 2,3,. . . ,
N), the active and reactive power of bus m2 will be changed so
that: Pm2 is equal to the sum of the total active load passing
through the bus m2 (the sum of the active loads consumed in
the bus after the bus m2 to the end of the line or lateral branch)
and the active load consumed in the same bus. Qm2 is equal to
the sum of the total reactive load passing through the bus m2
(the sum of the reactive loads consumed in the bus after the bus
m2 to the end of the line or lateral branch) and the reactive load
consumed in the same bus.

In addition, the cost of pollutant treatment (CE) can be calcu-
lated through Equation (8).

CE =

M∑
i=1

∑
k

CkγkPi (8)

Here k is the type of pollutant emitted by the power plant
(NOx, SO2), Ck is the cost of treatment of the type k pollutant per
kg, and γk is the emission coefficient of type k pollutant. Now, the
losses (PLoss) and voltage stability (VSI) indices can be added to
the problem with the coefficient w according to the dependence
on the FC function and the pollutant treatment cost (CE) according
to the dependence on the FE function with the coefficient 1-w. In
the following, the problem constraints, which are often the same
constraints governing the power flow problem, are defined.

2.1. Problem constraints

To consider the real conditions in the power system, the bal-
ance of power in the systemmust be considered as a constraint. In
this case, the total generation power of units is obtained through
Equation (9). Where PD is the system load demand.
M∑
i=1

Pi = PD + PLoss (9)

Restrictions on the generation of power plants include the
limitation on the generation of the active power of generators,
which is expressed in Eq. (10). Where Pmin

i and Pmax
i show the

minimum and maximum active power output of each power
plant unit, respectively.

Pmin
i ≤ Pi ≤ Pmax

i (10)

The unequal constraint on the rate of increase or decrease in a
generation is raised in more advanced models of the ED problem,
but because classical methods are still applicable by applying this
constraint, they can also be considered in the classical form of
the problem. The power output of power plants cannot change
abruptly for any value and cannot be increased or decreased
immediately to another value. For this reason, for power plants,

Fig. 3. The effect of prohibited zones on the fuel cost function of the power
plant.

the amount of allowable changes in output power per time is
determined and expressed as the generation rate. The rate of
change in power output of units depends on their mechanical
and thermodynamic characteristics. These constraints are given
in Eq. (11) and Eq. (12) for the cases of increasing and decreasing
generation, respectively.

Pi − P0
i ≤ URi (11)

P0
i − Pi ≤ DRi (12)

Where P0
i is the initial value of generation or its current state and

URi and DRi are the rate of increase and decrease of generation of
unit ith, respectively. This constraint affects Eq. (10) and converts
it to Eq. (13).

max
(
Pmin
i , P0

i − DRi
)

≤ Pi ≤ min
(
Pmax
i , P0

i + URi
)

(13)

Another practical limitation of power plants is the prohibited
zones. This performance is due to the technical operation of
power plants (problems in accessories such as pumps and boilers)
during generation. As a result, power plant units cannot generate
power in all the ranges introduced in Eq. (10). Therefore, a
generator has a non-continuous fuel cost curve for prohibited
zones. This constraint is modeled by applying Eq. (14) to Eq. (16).

Pmin
i ≤ Pi ≤ PLB

i,1, i = 2, 3, . . . ,NPZi (14)

PUB
i,k−1 ≤ Pi ≤ PLB

i,k, i = 2, 3, . . . ,NPZi (15)

PUB
i,k ≤ Pi ≤ Pmax

i , i = 1, 2, . . . ,NGPZ (16)

Where PLB
i,k, and PUB

i,k are the upper and lower bounds of the
prohibited zone kth of the generator ith, respectively, and NPZi is
the number of prohibited zones of generator ith and NGPZ is the
number of electric power generators within the prohibited oper-
ating zones. The non-continuous fuel cost curve of the generator
to the prohibited operating zones is shown in Fig. 3.

Voltage limit in buses and power flow limit in network trans-
mission lines are considered as network security constraints and
are expressed as Eq. (17) and Eq. (18).

Vmin
i ≤ Vi ≤ Vmax

i , i = 1, 2, . . . ,NB (17)

LFk ≤ LFmax
k , k = 1, 2, . . . ,NL (18)

Where Vi, Vmin
i , Vmax

i , and NB are the bus voltage, the minimum
and maximum voltage of each bus, and the number of network
buses, respectively. LF is the power flow rate per transmission
line, LFmax

k is the maximum transmission power per kth line and
NL is the number of transmission lines in the network.
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Fig. 4. The general space of the problem.

2.2. Multi-objective problem definition

In an optimization problem with objective O, the objective
function of the problem can be defined as Eq. (19). In the case of
the EED problem, these goals include reducing generation costs,
pollution, and losses, and improving the voltage stability of the
network.{
min F⃗

(
x⃗
)

=
[
Fi

(
x⃗
)
, i = 1, 2, . . . ,O

]
Problem constraints : gj

(
x⃗
)

≤ 0, j = 1, 2, . . . , J
(19)

Here, F(x) vector is the same as the functions defined in
Section 2 of the article, and gj is the same as the constraints pre-
sented in Section 2.1. Finally, the problem of multi-objective opti-
mization leads to finding the vector x in such a way as to optimize
F(x). Since the concept of optimal response in multi-objective
optimization is different from single-objective optimization, the
concept of Pareto dominance should be used to evaluate solu-
tions, for which there are two definitions.

In the first definition, the concept of Pareto dominance is such
that to optimize Eq. (19), the Ui vector overcomes the Vi vector,
if and only if Eq. (20) holds.

∀i ∈ {i, . . . ,N} , ui ≤ viΛ∃i ∈ {i, . . . ,N} : ui ≪ vi (20)

In the second definition, the concept of Pareto Optimality is
that the solution u ∈ U is the Pareto optimal if and only if there
is no other solution such as v ∈ U that the vector u is dominated
by the vector v. In this case, the solution u is called the non-
dominated solution. In this case, the non-dominated solution is
said that improve the values produced by one or more objective
functions of this problem to reduce the quality of the values pro-
duced by other objective functions of the same problem. The set
of all non-dominated solutions obtains the optimal set of Pareto.
Without additional information, all Pareto optimal solutions are
equally good and considered equal.

According to the complete description of the dimensions of
the defined problem, according to Fig. 4, we are faced with a
multi-objective problem. In this paper, a combination of FA and
GA algorithms is used to solve the problem, which the third part
of the paper, the structure of the proposed algorithm will be
presented.

3. The proposed algorithm to solve the multi-objective eed
problem

Meta-heuristic algorithms are one the effective methods for
solving complex problems that do not require the calculation of
the gradient of the objective function and do not consider special
assumptions such as linearity or continuity, and in most cases,
provide acceptable answers. The firefly algorithm is one of the
meta-heuristic algorithms with the group and collective approach
that uses the lighting behavior of fireflies to solve optimization
problems. The firefly algorithm like PSO is a population-based
random search algorithm. If we put Xi = (xi1, xi2,. . . , xiD), where
Xi is the ith firefly in the population, i = 1,2, .., N where N is the
population and D is the dimension size. For both fireflies, i ̸= j,
their attractiveness is calculated by Eq. (21).

β
(
rij

)
= β0e

−γ r2ij (21)

Here β0 is the attractiveness for r = 0 and γ is the coefficient
for light absorption and rij is the distance between xi and xj and
is calculated as Eq. (22).

rij =
Xi − Xj

 =

√ D∑
d=1

(
Xid − Xjd

)2 (22)

For two different brightness fireflies, the lower brightness
firefly moves to the brighter firefly. In standard FA this motion
is defined as Eq. (23).

Xid (t + 1) = Xid (t) + β0e
−γ r2ij

(
Xjd (t) − Xid (t)

)
+ α

(
rand −

1
2

)
(23)

Rand is a random number between 0 and 1 and α is between
0 and 1 and is called the randomization parameter. Firefly algo-
rithm is a new method of optimizing collective intelligence that
the efficiency of this method depends on its control parameter.
There are different strategies for modulating the randomization
parameter α, which are mentioned herein in four ways.

• In the standard FA algorithm, the values of α and β0 are
considered 0.5 and 1, respectively.

• In the Memetic Firefly Algorithm, the randomization param-
eter is automatically adjusted with increasing generation.
In this algorithm, the parameters (0), γ , β0, and βmin have
values of 0.5, 1, 1, and 0.2, respectively. In this method,
the α and β parameter values are obtained using Eq. (24)
and Eq. (25).

α (t + 1) =

(
1

9000

) 1
t

α (t) (24)

β = βmin + (β0 − βmin) e
−γ r2ij (25)

• In the variable Step Size Firefly Algorithm, it was pointed
out that a large α can create a new spatial search, and a
small α can be useful for a limited search of a location.
In this method, a dynamic model is designed to adjust the
randomization parameter. In this algorithm, both values β0
and γ are 1. The value of the α parameter is calculated
from Eq. (26).

α (t) =
0.4

1 + e
t−Gmax

200

(26)

• In the Adaptive control Parameters Firefly Algorithm, a con-
sistent distance was defined based on the coefficient of
attraction for perpetuating γ . In this method, (0) and β0
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Fig. 5. Position of a firefly in search space.. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)

are 0.5 and 1, respectively. Also, the α and β0 values are
obtained using Eq. (27) and Eq. (28):

α (t + 1) =

(
1 −

t
Gmax

)
α (t) (27)

β0 (t + 1) =

{
rand1 if rand2 < 0.5
β0 else

(28)

One of the disadvantages of Eq. (27) and Eq. (28) is that
fireflies may leave the main search space of the problem and
produce unacceptable answers. To solve this defect, a modified
coefficient can be defined according to Eq. (29), and thus Eq. (23)
can be converted to Eq. (30).

L =
2⏐⏐⏐−2 − τ −
√

τ 2 + τ

⏐⏐⏐ (29)

Xid (t + 1) = Xid (t) + Lβ0e
−γ r2ij

(
Xjd (t) − Xid (t)

)
+ α

(
rand −

1
2

)
(30)

Eq. (30) can be used to calculate the new position of the firefly.
Here τ represents the unacceptable longevity of the firefly. That
is, for τ the new position of the firefly is calculated, and if the
position of the firefly is out of the search space, the position is
updated again. This process is repeated until the position of the
firefly is corrected. To better understand the method, Fig. 5 shows
the change in position of the firefly. Here the blue lines indicate
the position of the firefly without the controller and the red lines
indicate the position of the firefly with the modifier coefficient
in the search space. As you can see, the modifier coefficient can
prevent the production of unacceptable answers.

To improve the performance of fireflies in crossing the local
minimum points, the features of the GA algorithm in the FA al-
gorithm can be used. Two important features of the GA algorithm
are mutation and crossover operators, which in standard GA
algorithms usually consider mutation and crossover probabilities
of constant, which means that even if the algorithm is repeated
over and over again, better solutions (due to being in the local
minimum points) are not obtained. In this paper, the feature of
an adaptive genetic algorithm that can adjust the probability of
mutations and crossovers adaptively and nonlinearly is used. In
adaptive genetic algorithms, mutation and crossover probability
regulation curves change slowly with favg (the average fitness),
and the probability of mutation and crossover of genes whose
fitness is largely close to the average fitness of the population
increases. Usually, the increased range in the nonlinear adaptive
genetic algorithm is more than linear adaptive genetic algorithm

and other algorithms. Therefore, the probability of mutation (pm)
and crossover (pc) based on the sigmoid function in Eq. (31) can
be defined as Eq. (32) and Eq. (33):

f (x) =
1

1+exp(−ax)a ≥ 0 (31)

pc =

⎧⎨⎩pc1 −
pc1−pc2

1+exp
(
−a

( f−favg
fmax−favg

)) f ≥ favg

pc1 f < favg
(32)

pm =

⎧⎨⎩pm1 −
pm1−pm2

1+exp
(
−a

( f−favg
fmax−favg

)) f ≥ favg

pm1 f < favg
(33)

To better understand the proposed technique, Fig. 6 shows the
position of genes at different minimum points of the problem. The
goal here is to take the genes out of the local minimum and to
the minimum point of the problem, that is, to move the genes
from position X1 to position X3. In this technique, the sigmoid
transfer function is used to transfer genes from position X1 to
position X2 and finally reach position X3. The probability of pm
and pc based on the sigmoid function is designed to improve the
performance of genes and get them out of the local minimum
point. Therefore, in this design, after correcting the position of
fireflies through Equation (30), at this stage, members of the
FA algorithm population are considered as the initial population
for the GA algorithm and by applying mutation and crossover
operators on genes through Eq. (32) and Eq. (33) implement the
process of the GA algorithm.

In Fig. 6, position X3 is a local minimum that is lower than
all its neighbors, but higher than the global minimum, that is
position XL. Therefore, in this scheme, a local search is applied
to the algorithm so that it tends to search for sparsely populated
areas in the optimal Pareto archive so that it can find more dom-
inant answers. To understand local search, we consider the state
space perspective, which has both location and height. Location
is defined by state and height is defined by the value of the
innovative cost function or the objective function. If the height
corresponds to the cost, the goal is to reach the lowest global
peak. So local search behaves using the current point (instead
of multiple paths) and is passed only to the neighbors of that
point, and instead of systematically examining paths from the
starting state, evaluates and corrects one or more current states.
In this algorithm, we first start with a point like Xm and a specific
step length like ∆Xi in different dimensions like i. Then k is the
number of times this process must be repeated to get a better Xm
answer. In the next step, the position of a point like Xi changes
around the current point Xm to get point X’m with the conditions
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Fig. 6. The position of genes at different minimum points of the problem.

of Eq. (34):

X ′

m =

⎧⎨⎩
Xm + ∆Xi if f + (0) > f
Xm − ∆Xi if f − (0) >

(
f (0) Λf + (0)

)
Xm if f (0) >

(
f + (0) Λf − (0)

)
∀i = 1, 2, . . . , n (34)

After performing multi-objective optimization and forming
Pareto pages, fuzzy logic is used to select the best firefly as
the optimal answer to the EED problem. In the fuzzy method,
using the analysis of each of the objective functions and the
results obtained by each firefly, the best result obtained from
multi-objective optimization is selected. In this method, a lin-
ear membership function is formed for each of the objective
functions. The membership function can be defined as Eq. (35).
While µk

i = 0 is the most undesirable and µk
i = 1 is the

most desirable result. Finally, for each non-dominated firefly, the
normalized membership value is calculated using Eq. (36). Where
NO is the number of objective functions and NK is the number of
non-dominated fireflies. After calculating the normalized value
of the membership function, the fireflies that have the highest
value of the membership function are selected as the best firefly
equivalent to the best answer to the EED problem.

µk
i =

⎧⎪⎨⎪⎩
1 f ki ≤ f min

i
fmax
i −f ki

fmax
i −fmin

i
f min
i < f ki < f max

i

0 f max
i ≤ f ki

(35)

µk
=

∑NO
i=1 µk

i∑Nk
k=1

∑NO
i=1 µk

i

(36)

Finally, in this research, three techniques have been used to
improve the performance of the FA algorithm. In the first tech-
nique, the modifier coefficient is used to prevent the fireflies from
leaving the problem space, in the second technique, the sigmoid
transfer function in the structure of the GA algorithm is used to
prevent fireflies from being located at local minimum points, and
in third technique uses local search to find the global minimum
point. Finally, the flowchart of the proposed method is shown in
Fig. 7.

4. Simulation results

The test system used for the simulation is the 39-bus IEEE
system with 10 generators shown in Fig. 8. Information related
to the coefficients of a fuel cost function, pollution function,
and practical limitations of power plants, including limitations
in power generation, slope rate, and limitation of prohibited

Table 1
Results of solving the EED problem in case 1.
Case 1 FA-GA MOPSO (Dhifaoui

et al., 2014)
NSGA-III (Bhesdadiya
et al., 2016)

G1 (MW) 406.3746 380 395.1008
G2 (MW) 321.8524 341.8766 365.3285

G3 (MW) 320.1662 341.9057 315.7248

G4 (MW) 199.9304 203.5602 198.3176

G5 (MW) 235.6069 216.4019 219.5965

G6 (MW) 150 150 146.5141

G7 (MW) 125 124.1964 121.8342

G8 (MW) 90 90 87.7567

G9 (MW) 79.7180 80 79.0374

G10 (MW) 79.9336 79.6287 78.7628

Total losses (MW) 7.5266 7.5507 7.5823

Cost ($) 162600 162910 163200

Emission (kg) 32053 32373 33198

zones for the system are presented in the Zou and Gong (2022),
Neto et al. (2017) and power demand for the sample system is
2000 MW. The minimum and maximum limits for the voltage
of the buses connected to the network load are 0.95 and 1.05,
respectively, and the maximum limit for the transmission power
of the lines is 3.5 p.u. The simulation is done in two modes. In
the first case, network stability indicators are not applied and the
results of economic dispatch as well as bus voltage and line power
that have exceeded their range are calculated in the test system.
In the next case, the system stability indicators are applied to the
objective function of the problem through the penalty function
and the values exceeding the range for the bus voltage and line
power are correct.

In this section, the simulation results of multi-objective prob-
lem solving with the proposed FA-GA hybrid algorithm are com-
pared with algorithms of NSGA-III (Bhesdadiya et al., 2016) and
MOPSO (Dhifaoui et al., 2014). Table 1 shows the results of case 1
of the simulation. As observed, the proposed FA-GA algorithm has
a better fuel cost than other algorithms and at the same time has
a lower pollution rate than other methods. According to Table 2,
in case 2, after applying the network security constraints and
defined indicators, the above multi-objective algorithm provides
better results than in case 1. Fuel cost and pollution values
obtained by the FA-GA algorithm have more optimal values than
NSGA-III and MOPSO algorithms.

After simulation and according to Table 3, it was found that
in case 1, lines 2, 15, and 38 have overload and power passing
exceeding the allowable limit. In case 2, after applying the con-
straints and indicators, the mentioned lines are in normal loading,
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Fig. 7. Steps to implement the proposed method.

Table 2
Results of solving the EED problem in case 2.
Case 1 FA-GA MOPSO (Dhifaoui

et al., 2014)
NSGA-III (Bhesdadiya
et al., 2016)

G1 (MW) 454.3521 455.1628 456.6693
G2 (MW) 284.7451 307.7589 305

G3 (MW) 290.8955 271.6853 279.1267

G4 (MW) 228.5 234.0171 229.8830

G5 (MW) 226.4588 223.5552 230

G6 (MW) 149.2502 146.6112 148.7274

G7 (MW) 124.6905 123.6045 117.5051

G8 (MW) 89.6450 89.2163 89.9525

G9 (MW) 80 78.3122 78.5703

G10 (MW) 79.929 78.1205 76.9762

Total losses (MW) 7.4806 7.4982 7.5137

Cost ($) 171820 173350 174820

Emission (kg) 32415 32723 33055

and their power is reduced, which is presented in Table 4. In both
cases, the bus voltage is within the allowable range. The cost of
fuel and the amount of pollution in the second case has increased
compared to the previous case, which is due to the consideration
of network security constraints.

Fig. 9 shows the performance curves of the two objective
functions in case 2, which show the vertical axis of the pollution
function values and the horizontal axis of the fuel cost function
values. Where the performance of the proposed algorithm is
compared with the two algorithms MOPSO and NSGA-III. As you

Table 3
Values exceeding the range for line power in case 1.
Line Value (p.u.)

LF2 4.0961
LF15 3.7364
LF38 3.5546

Table 4
Modified values of line power in case 2.
Line Value (p.u.)

LF2 3.4674
LF15 3.1065
LF38 3.4231

can see from the results in Tables 1 to 4 and Fig. 9, the proposed
algorithm performed better. Fig. 10 shows the Pareto page or non-
dominant particles after applying the proposed algorithm for the
EED problem in case 2. After applying the multi-objective algo-
rithm and optimizing the objective functions, the best particle is
selected as the most optimal response using the fuzzy method.
In this network, the results of applying the proposed algorithm
are compared with the results of MOPSO and NSGA-III algorithms,
and the performance percentage of each method is compared.

Fig. 11 shows the performance of different algorithms in im-
proving the indicators. The proposed algorithm for the loss index
and voltage stability could improve by 66% compared to the initial
conditions and the pollution index could improve by 69.95%.
It also performed 31% better than the NSGA-III algorithm and
15% better than the MOPSO algorithm. Finally, Fig. 12 shows the
output of the FAGA algorithm related to the introduced indicators.
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Fig. 8. 39-Bus IEEE system.

Fig. 9. The change curve of the objective functions in case 2.

In the following, under case 3, the performance of the pro-
posed algorithm is implemented on the IEEE 118-bus network,
which is a larger network, and its results are compared with
other algorithms. This network has 11 generation units, the infor-
mation of which is presented in Balamurugan and Subramanian
(2007), Uur and venccedil (2010). In case 3, the results of the
best solution for the optimal generation of units at different load
levels are obtained for 100 iterations of the algorithm. Fig. 13 and
Fig. 14 respectively show the results of the implementation of

Fig. 10. Position of non-dominant answers on the Pareto page in case 2.

the standard FA algorithm and the proposed algorithm on the
function of Eq. (4). As you can see in Fig. 13, in the standard
FA algorithm, the fireflies are still scattered after 100 iterations
and do not fully match the Pareto curve. Also, these fireflies are
not uniformly placed on Pareto optimal. While in the proposed
algorithm according to the curve in Fig. 14, although the final
firefly population has dispersion, this dispersion is relatively less
and smoother and the fireflies are spread more evenly along the
curve. As it is clear, the distance between the fireflies in Fig. 14 is
less and the fireflies in this method are placed smoothly along the
Pareto curve; which is a criterion for the optimality of the algo-
rithm. Therefore, two criteria have been considered to calculate
the error: 1. Pareto–Pareto distance, 2. Firefly–Pareto distance.
In the first method, the error is calculated based on the average
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Fig. 11. Comparison of the improvement in the value of indicators for each algorithm.

Fig. 12. Output of FA-GA algorithm, (a) Lines losses, (b) VSI index of buses, (c) generator emission rate.

distance between the optimal Pareto points (resulting from the
applied algorithms) and the original Pareto of the function. In
the second method, the error is calculated based on the average
distance between the fireflies of the population (resulting from
the applied algorithms) and the original Pareto of the function.
The results related to the error of the standard FA algorithm and
the proposed algorithm are shown in Table 5. Note that these
errors are reported as averages. Table 6 shows the best solution
of the proposed algorithm for the optimal generation of power
plants at different load levels.

4.1. Discussion of the results

The important feature of the firefly algorithm, which dis-
tinguishes it from some similar optimization algorithms, is its
very good performance in searching for optimal solutions related
to ‘‘multimodality’’ problems and functions. Such an important
feature in the firefly algorithm has made this algorithm an ideal
choice for multimodal optimization applications. Another advan-
tage of the firefly algorithm that distinguishes it from other
conventional optimization algorithms is that different fireflies
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Fig. 13. The distribution pattern of 300 fireflies resulting from the implementation of the standard FA algorithm.

Fig. 14. The distribution pattern of 300 fireflies resulting from the implementation of the proposed algorithm.

Table 5
Comparison of average error of algorithms.
Error calculation
method

Algorithms Number of
fireflies

Number of
iterations

Average error

Method 1

Standard FA
100 100 0.0575
200 100 0.06
300 100 0.0573

Proposed FA-GA
100 100 0.0565
200 100 0.0559
300 100 0.0558

Method 2

Standard FA
100 100 0.0604
200 100 0.063
300 100 0.0615

Proposed FA-GA
100 100 0.0590
200 100 0.0576
300 100 0.0570

operate almost independently of each other. Such an important
feature makes the firefly algorithm an ideal choice for ‘‘parallel
implementations’’ of evolutionary algorithms. Also, since fire-
flies gather in a more compact form around the optimums in
the problem search space, they perform better than the genetic

algorithm and the particle swarm optimization algorithm. In the
parallel implementation of the firefly algorithm, the interaction
between ‘‘subregions’’ is minimized. One of the disadvantages of
the standard firefly algorithm is the large changes in the solutions
produced by the algorithm even as the fireflies approach the
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Fig. 15. Comparison of EED problem-solving results for different methods (1980 MW system load).

Table 6
Results of solving the EED problem in case 3.
Case 3 Different load levels (MW)

980 1230 1480 1730 1980

G1 (MW) 86.1521 93.8225 106.6611 113.09514 119.9993

G2 (MW) 77.1102 83.1432 86.7694 94.3871 101.0007

G3 (MW) 85.2329 96.1462 105.6188 114.2231 127.8091

G4 (MW) 73.8925 99.1742 128.8809 149.6791 173.6077

G5 (MW) 49.2009 64.7937 84.7151 95.05177 106.7558

G6 (MW) 81.0174 101.3011 124.1206 145.0959 171.1069

G7 (MW) 55.9083 63.0113 77.3169 98.7126 110.4231

G8 (MW) 131.6859 167.9122 215.5329 235.8803 276.0201

G9 (MW) 118.9132 160.6515 190.3161 223.3106 259.8412

G10 (MW) 120.5575 160.8216 192.7780 243.3792 284.7328

G11 (MW) 120.4319 159.3257 187.4007 237.2941 268.8139

Total losses
(MW)

20.1028 20.1032 20.1076 20.1089 20.1106

Cost ($) 8498.53 9103.47 9729.93 10372.19 11031.72

Emission
(kg)

205.101 340.006 539.997 805.919 1137.521

region containing the optimal solution. In the proposed algo-
rithm, this problem is tried to be solved. Finally, in Fig. 15, the
performance of the proposed algorithm in optimizing the fuel
cost and the amount of emission from power plants is compared
with the results of other algorithms. As you can see, using the
proposed method has made a significant improvement in solving
the problem.

The results obtained for the systems studied in the previous
section were obtained by considering the equal weight coefficient
for the problem. This is while the importance of the objectives
of the problem may not be the same from the point of view of
the system operator. In this section, to examine and analyze the
sensitivity of the obtained results to the change of weight coef-
ficient, the results of the generation cost and emission of power
plants in the IEEE 118-bus network were calculated according to
different coefficients and the obtained results are presented in
Fig. 16. The obtained results show that by increasing the weight
coefficient, the effect of cost in the objective function increases,
and the generation costs decrease. This is while the importance
of the production of emission in the objective function is reduced
and the amount of emission increases.

Finally, a comparison between some methods presented so
far to solve the EED problem is shown in Table 7. In this table,
a series of criteria are defined and the performance percentage

of each method in reducing the cost of the objective function is
shown. Here, the innovation of each method is introduced under
the feature factor and the indicators of each method are stated.
One of the important factors in solving the EED problem is how
to formulate the problem in the form of linear or non-linear
problems, which are introduced here under DC-OPF and AC-OPF.
The next factor is the type of network, it has a great impact on
the performance percentage of the algorithm. Now, with these
interpretations, you can see that the proposed algorithm has a
better performance percentage.

5. Conclusions

In this paper, the problem of economic dispatch of power
plants along with environmental dispatch by considering the
indicators of losses, voltage stability, and emission of pollution
was investigated. To be closer to reality and increase accuracy,
the fuel cost function of power plants was considered as the third
degree and all practical constraints of power plants. The above
complicates the problem and necessitates the use of effective
optimization algorithms. Here, a combination of multi-objective
firefly algorithms and genetic algorithms are used to optimize the
objective functions. Three techniques have been used to improve
the firefly algorithm so that it does not locate in the local mini-
mum points, and then the fuzzy method is used to select the best
particle from the Pareto page. Finally, the proposed method is
compared with two other advanced optimization methods, which
show that the proposed algorithm offers better answers com-
pared to the other two algorithms. These answers further reduce
fuel costs and emissions of pollution compared to the answers
of other algorithms. Even these positive results which show the
benefit of the proposed control loop, the weaknesses cannot be
hided, especially if we concentrate on the enorm parameters of
algorithms that must be fixed and adjusted to find the best com-
bination. But from the other side, the robustness of the proposed
approach must be tested on a more complicate Bus system. It is
important to test if the good results will appear even hundred
of buses come online. Therefore, some of the future endeavors
of this work is to test if the proposed approach performances
decrease if the buses number increase more. Even, a practical
application seems important to test the real efficiency of this
approach as the calculators performances can make a negative
effect on the global yield and on the system stability. Also it is
possible to extend this work and give more comparison between
multiobectives algorithms and try to make a serious discussion
between challenges of each method.
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Fig. 16. The effect of changing the weight coefficient on the EED problem.

Table 7
Comparison of different methods for solving the EED problem.
Method
provider

Methods Features Objective function Indexes OPF
type

Network
type

Reduction
percentage

Zaman et al.
(2015)

GA Algorithm Non-uniform mutation Dynamic economic
dispatch (DED)

PLoss AC 59-bus IEEE
system

36.90%

Wang et al.
(2016)

ADMM
approach

Smart grid with a new
communication strategy

Economic dispatch
(ED)

Demand
response

DC 118-bus
IEEE system

43.75%

Jin and Xu
(2017)

MIQP program Using FACTS devices Economic dispatch
(ED)

– DC 118-bus
IEEE system

51.43

Liang et al.
(2017)

Bat algorithm The usage of weighted
sum method

Environmental
economic dispatch
(EED)

– AC 39-bus IEEE
system

25.67%

Benalcazar
et al. (2019)

Fuzzy inference
systems

Energy storage devices,
Plug-in electric vehicles
(PEV)

Short-term
economic dispatch
(ED)

– DC Test feeder
IEEE 13N

35.67%

Bora et al.
(2019)

NSGA-II
algorithm

Incorporating a
parameter-free self-tuning
by reinforcement learning
technique

Environmental
economic dispatch
(EED)

PLoss AC 30-bus IEEE
system

45.89%

Li et al.
(2020)

MOMFO
algorithm

Including Hybrid
Renewable in the problem
with the efficient heuristic
dynamic relaxation
approach

Dynamic
environmental
economic dispatch
(DEED)

PLoss AC 39-bus IEEE
system

49.73%

Presented FA-GA
Algorithm

A new setting of the α

and β parameter values,
mutation (pm) and
crossover (pc) based on
the sigmoid function, local
search

Environmental
economic dispatch
(EED)

PLoss , VSI,
CE

AC 39-118-bus
IEEE system

69.95%
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Dashtdar, Masoud, Najafi, Mojtaba, Esmaeilbeig, Mostafa, 2021. Reducing LMP
and resolving the congestion of the lines based on placement and optimal
size of DG in the power network using the GA-GSF algorithm. Electr. Eng.
103 (2), 1279–1306.

Dhifaoui, Chefai, Guesmi, Tawfik, Abdallah, Hsan Hadj, 2014. Application of
multi-objective PSO algorithm for economic dispatch (ED) through unit
commitment problems (UCP). In: 2014 15th International Conference on
Sciences and Techniques of Automatic Control and Computer Engineering.
STA, IEEE, pp. 704–710.

Espinosa-Juárez, Elisa, Solano-Gallegos, Jorge Luis, Ornelas-Tellez, Fernando,
2019. Economic dispatch for power system with short-term solar power
forecast. In: 2019 International Conference on Computational Science and
Computational Intelligence. CSCI, IEEE, pp. 499–504.

Feng, Chenjia, Shao, Chengcheng, Wang, Xifan, 2021. A fast solution method to
economic dispatch type problem. J. Mod. Power Syst. Clean Energy 9 (5),
1227–1232.

Hosseinimoghadam, Seyed Mohammad Sadegh, Roghanian, Hamzeh, Dasht-
dar, Masoud, Razav, Seyed Mohammad, 2020. Power-sharing control in
an islanded microgrid using virtual impedance. In: 2020 8th International
Conference on Smart Grid. IcSmartGrid, IEEE, pp. 73–77.

Jena, C., Basu, Mousumi, Panigrahi, C.K., 2016. Differential evolution with Gaus-
sian mutation for combined heat and power economic dispatch. Soft Comput.
20 (2), 681–688.

Jin, Jiangliang, Xu, Yunjian, 2017. A flow direction enforcing approach for
economic dispatch with adjustable line impedance. In: 2017 IEEE Power &
Energy Society General Meeting. IEEE, pp. 1–5.

Khan, Naveed Ahmed, Sidhu, Guftaar Ahmad Sardar, Gao, Feifei, 2016. Optimizing
combined emission economic dispatch for solar integrated power systems.
IEEE Access 4, 3340–3348.

Krishnamurthy, Senthil, Tzoneva, Raynitchka, Apostolov, Alexander, 2017.
Method for a parallel solution of a combined economic emission dispatch
problem. Electr. Power Compon. Syst. 45 (4), 393–409.

Li, Xueping, Fang, Liangxing, Lu, Zhigang, Zhang, Jiangfeng, Zhao, Hao, 2017.
A line flow granular computing approach for economic dispatch with line
constraints. IEEE Trans. Power Syst. 32 (6), 4832–4842.

Li, Xiaozhu, Wang, Weiqing, Wang, Haiyun, Wu, Jiahui, Fan, Xiaochao, Xu, Qi-
dan, 2020. Dynamic environmental economic dispatch of hybrid renewable
energy systems based on tradable green certificates. Energy 193, 116699.

Li, K., Xiong, P., Wu, Y., Dong, Y., 2022. Forecasting greenhouse gas emissions
with the new information priority generalized accumulative grey model. Sci.
Total Environ. 807, 150859.

Liang, Huijun, Liu, Yungang, Shen, Yanjun, Li, Fengzhong, 2017. A multiobjective
chaotic bat algorithm for economic and emission dispatch. In: 2017 Chinese
Automation Congress. CAC, IEEE, pp. 4684–4689.

Marwan, Marwan, Marwan, Muhammad Dihyah, Anshar, Muhammad, Jamal, Ja-
mal, Aksan, Aksan, Apollo, Apollo, 2021. Optimal economic dispatch for
power generation under the lagrange method. In: 2021 International Con-
ference on Artificial Intelligence and Mechatronics Systems. AIMS, IEEE, pp.
1–5.

Mutlaq, Mohammed, 2019. Environmental economic dispatch of thermal power
plants in Saudi Arabia: A case study. In: 2019 Industrial & Systems
Engineering Conference. (ISEC), IEEE, pp. 1–5.

Najafi, Mojtaba, Ahmadi, Samaneh, Dashtdar, Masoud, 2019. Simultaneous en-
ergy and reserve market clearing with consideration of interruptible loads
as one of demand response resources and different reliability requirements
of consumers. Int. J. Emerg. Electr. Power Syst. 20 (5).

Narvaez, D.M. Devia, Vélez, Germán Correa, Narvaez, DF Devia, 2018. Application
of the gradient method in the economic dispatch. Contemprary Eng Sci 11
(96), 4761–4768.

Neto, Júlio Xavier Viann, Reynoso-Meza, Gilberto, Ruppel, Thiago Hauer, Mari-
ani, Viviana Cocco, dos Santos Coelho, Leandro, 2017. Solving non-smooth
economic dispatch by a new combination of continuous GRASP algorithm
and differential evolution. Int. J. Electr. Power Energy Syst. 84, 13–24.

Pattanaik, Jagat Kishore, Basu, Mousumi, Dash, Deba Prasad, 2018. Improved
real coded genetic algorithm for dynamic economic dispatch. J. Electr. Syst.
Inform. Technol. 5 (3), 349–362.

Ponciroli, Roberto, Stauff, Nicolas E., Ramsey, Jackson, Ganda, Francesco,
Vilim, Richard B., 2020. An improved genetic algorithm approach to the
unit commitment/economic dispatch problem. IEEE Trans. Power Syst. 35
(5), 4005–4013.

Sen, Tanuj, Mathur, Hitesh Datt, 2016. A new approach to solve economic
dispatch problem using a hybrid ACO–ABC–HS optimization algorithm. Int.
J. Electr. Power Energy Syst. 78, 735–744.

Thalassinos, E., Kadłubek, M., Thong, L.M., Hiep, T.V., Ugurlu, E., 2022. Managerial
issues regarding the role of natural gas in the transition of energy and
the impact of natural gas consumption on the GDP of selected countries.
Resources 11, 42. http://dx.doi.org/10.3390/resources11050042.

Tian, Yuting, Bera, Atri, Benidris, Mohammed, Mitra, Joydeep, 2017. Reliability
and environmental benefits of energy storage systems in firming up wind
generation. In: 2017 North American Power Symposium. NAPS, IEEE, pp. 1–6.

Uur, Guuml, venccedil, 2010. Combined economic emission dispatch solution
using genetic algorithm based on similarity crossover. Sci. Res. Essays 5 (17),
2451–2456.

Wang, Yamin, Wu, Lei, Wang, Shouxiang, 2016. A fully-decentralized consensus-
based ADMM approach for DC-OPF with demand response. IEEE Trans. Smart
Grid 8 (6), 2637–2647.

Wu, Kunming, Li, Qiang, Lin, Jiayang, Yi, Yongli, Chen, Ziyu, Chen, Minyou, 2020.
Fast distributed Lagrange dual method based on accelerated gradients for
economic dispatch of microgrids. Energy Rep. 6, 640–648.

Xu, Tong, Wu, Wenchuan, Zheng, Weiye, Sun, Hongbin, Wang, Liming, 2017.
Fully distributed quasi-Newton multi-area dynamic economic dispatch
method for active distribution networks. IEEE Trans. Power Syst. 33 (4),
4253–4263.

Zaman, M.F., Elsayed, Saber M., Ray, Tapabrata, Sarker, Ruhul A., 2015. Evolution-
ary algorithms for dynamic economic dispatch problems. IEEE Trans. Power
Syst. 31 (2), 1486–1495.

Zhang, X., Qian, H., Hua, K., Chen, H., Deng, A., Song, Z., Zhang, J., Raheem, A.,
Danso, F., Wang, D., et al., 2022. Organic amendments increase crop yield
while mitigating greenhouse gas emissions from the perspective of carbon
fees in a soybean-wheat system. Agric. Ecosyst. Environ. 325, 107736.

Ziane, Ismail, Benhamida, Farid, Graa, Amel, 2017. Simulated annealing algorithm
for combined economic and emission power dispatch using max/max price
penalty factor. Neural Comput. Appl. 28 (1), 197–205.

Zou, Dexuan, Gong, Dunwei, 2022. Differential evolution based on migrating
variables for the combined heat and power dynamic economic dispatch.
Energy 238, 121664.

Further reading

Chowdhury, A.F.M. Kamal, Kern, Jordan, Thanh, Dang Duc, Galelli, Stefano, 2020.
PowNet: A network-constrained unit commitment/economic dispatch model
for large-scale power systems analysis. J. Open Res. Softw. 8 (1).

13779

http://refhub.elsevier.com/S2352-4847(22)01991-6/sb2
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb2
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb2
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb2
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb2
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb2
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb2
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb3
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb3
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb3
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb3
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb3
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb4
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb4
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb4
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb4
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb4
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb4
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb4
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb5
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb5
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb5
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb5
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb5
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb6
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb6
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb6
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb7
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb7
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb7
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb7
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb7
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb8
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb8
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb8
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb8
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb8
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb8
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb8
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb9
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb9
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb9
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb9
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb9
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb10
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb10
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb10
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb10
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb10
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb10
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb10
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb11
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb11
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb11
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb11
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb11
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb12
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb12
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb12
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb12
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb12
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb12
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb12
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb13
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb13
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb13
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb13
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb13
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb13
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb13
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb14
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb14
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb14
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb14
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb14
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb15
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb15
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb15
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb15
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb15
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb15
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb15
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb16
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb16
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb16
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb16
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb16
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb16
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb16
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb16
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb16
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb17
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb17
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb17
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb17
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb17
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb17
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb17
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb18
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb18
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb18
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb18
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb18
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb19
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb19
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb19
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb19
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb19
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb19
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb19
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb20
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb20
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb20
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb20
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb20
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb21
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb21
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb21
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb21
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb21
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb22
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb22
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb22
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb22
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb22
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb23
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb23
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb23
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb23
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb23
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb24
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb24
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb24
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb24
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb24
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb25
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb25
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb25
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb25
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb25
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb26
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb26
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb26
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb26
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb26
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb27
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb27
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb27
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb27
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb27
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb28
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb28
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb28
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb28
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb28
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb28
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb28
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb28
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb28
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb29
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb29
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb29
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb29
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb29
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb30
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb30
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb30
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb30
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb30
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb30
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb30
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb31
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb31
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb31
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb31
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb31
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb32
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb32
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb32
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb32
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb32
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb32
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb32
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb33
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb33
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb33
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb33
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb33
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb34
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb34
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb34
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb34
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb34
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb34
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb34
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb35
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb35
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb35
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb35
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb35
http://dx.doi.org/10.3390/resources11050042
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb37
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb37
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb37
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb37
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb37
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb38
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb38
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb38
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb38
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb38
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb39
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb39
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb39
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb39
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb39
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb40
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb40
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb40
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb40
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb40
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb41
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb41
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb41
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb41
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb41
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb41
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb41
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb42
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb42
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb42
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb42
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb42
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb43
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb43
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb43
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb43
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb43
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb43
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb43
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb44
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb44
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb44
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb44
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb44
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb45
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb45
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb45
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb45
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb45
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb46
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb46
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb46
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb46
http://refhub.elsevier.com/S2352-4847(22)01991-6/sb46


Vol.:(0123456789)1 3

Journal of Ambient Intelligence and Humanized Computing 
https://doi.org/10.1007/s12652-021-03681-0

ORIGINAL RESEARCH

MRI de‑noising using improved unbiased NLM filter

S. Sahu1 · A. Anand2 · A. K. Singh3 · A. K. Agrawal4 · M. P. Singh3

Received: 16 July 2021 / Accepted: 15 December 2021 
© The Author(s), under exclusive licence to Springer-Verlag GmbH Germany, part of Springer Nature 2022

Abstract
The magnetic resonance images focus on soft tissues, and it is often necessary for healthcare professionals to reach the final 
conclusion in clinical diagnosis. However, these images are often affected by random noise, which decreases the visual quality 
and reliability of the images. This paper presents an improved unbiased non-local mean (NLM) filter to solve the de-noising 
issue in the MRI images. Local statistics of the noise is combined with the NLM filter to design an unbiased NLM filter. 
First of all, the Gaussian noise information is extracted from the noisy image by performing the wavelet decomposition, 
statistically modeling the diagonal sub-band wavelet coefficients, and estimating the noise variance by applying the median 
absolute deviation (MAD) estimator. Next, the Rician noise is removed by applying a NLM filter which averages the noisy 
pixels by a Gaussian weight factor. Finally, the NLM filtered output pixels are unbiased by applying the noise bias subtrac-
tion method for recovering the original pixel values. Our experiments on real MRI and synthetic images demonstrate that 
promising results that can be obtained much superior than results estimated using existing non-local mean filtering schemes.

Keywords MRI image · Non-local mean (NLM) filter · MAD estimator · Wavelet decomposition

1 Introduction

Magnetic resonance imaging (MRI) is a medical image 
modality employed in health care system that provides 
images of internal tissues and organs in the subject body for 
demonstrating the physiological or pathological anomalies 

(Heo et al. 2020). Medical image processing plays an impor-
tant role in healthcare sector. Noise may result inaccurate 
diagnosis which leads to loss of human life. This motivates 
to develop a methodology that removes the noise and results 
accurate diagnosis. Now a day the MRI has widespread use 
in healthcare systems for biomedical research and diagnostic 
medicine but it also covers a broad area of applications in 
different sectors such as pharmaceutical applications (Rich-
ardson et al. 2005), forensic imaging, study of internal body 
structure of animal species, study of anatomy of plants and 
structure of fossils etc., as shown in Fig. 1.

MRI can capture 2D and 3D images and is a non-invasive 
and non-destructive in nature. MR imaging method has basi-
cally two functional blocks: acquisition and reconstruction. 
Following Fig. 2 shows the MR imaging process. The acqui-
sition block acquires the RF signals from the subject’s body, 
digitizes and stores the digitized data in K space (a memory 
configuration). The reconstruction block reconstructs the 
MR image from the acquired signal. The number of rows 
and columns (size) of the K space depends upon the image 
details requirements.

An important drawback of MR image is the limited acqui-
sition time, made for patient’s comfort that affects visual 
quality and results decrease in signal-to-noise ratio (SNR) 
(Hanchate and Joshi 2020a). MRI acquisition process results 
high Gaussian density noise and affects the disease diagnosis 
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and management process (Redpath 1998). The main rea-
son of noise in MRI is artifacts during image acquisition 
and reconstruction process and results image degradation. 
One of the factors which degrades the MR images and also 
affect the quantitative measurements extracted from the 
image is the thermal noise (Zhu et al. 2009). During the 
reconstruction process of MR image, the main sources of 
artifacts are: magnetic susceptibility of scanned object, pulse 
sequence design, radio frequency coil and motions (rigid 
and non-rigid) (Macovski 1996). Based on the acquisition 
system, the random noise in MRI may be Rician or Gaussian 
noise. Single coil acquisition technique results Rician noise 
while parallel coil acquisition technique results Gaussian 
noise with zero mean (Sijbers et al. 1998). High SNR is 
highly required for true interpretation of MR image data 

(Kanoun et al. 2020) and this necessitates the de-noising of 
MR images.

An improved de-noising methodology is presented in 
this paper motivated by the work of Manjón et al. (2008) 
that utilizes the non-local features of the NLM method. A 
noise estimation method based on non-local mean was pro-
posed by them for removing Gaussian and Rician noise from 
MRI. In our paper special attention is given for finding the 
accurate noise variance which Manjón et al. (2008) failed 
to explain.

In this paper, we develop a robust de-noising mechanism 
to recover MR images degraded by Gaussian and Rician 
noise. Here, multi-resolution approach is combined with the 
non-local mean (NLM) filter to design an unbiased NLM 
filter. The noise variance is calculated from the complex 

Fig. 1  Applications of MRI in 
different areas



MRI de-noising using improved unbiased NLM filter  

1 3

dataset assuming the noise is distributed in Gaussian 
nature. The simulated results demonstrate that the proposed 
mechanism performed more efficiently than the other tradi-
tional schemes. It indicates a considerable improvement of 
25.32%, 11.26%, 19.93%, 28.31% and 30.81% in Peak Signal 
to Noise Ratio (PSNR), Correlation of coefficient (CoC), 
Pratt’s Figure of Merit (FOM), Mean Structural Similarity 
Index (MSSIM), and Edge Preservation Index (EPI) perfor-
mance parameters, respectively over the existing Unbiased 
NLM filters.

The rest of the paper is arranged like below. Section 2 
includes the relevant works. Section 3 introduces our pro-
posed filter for noisy MR images. Section 4 gives the experi-
mental results and discussion, followed by the conclusions 
along with future scope in the Sect. 5.

2  Related work

To date, a variety of de-noising schemes for MRI images 
have been widely concerned by many scholars and research-
ers. Therefore, we review them separately. During MR 
image acquisition the most common approach to reduce 
the random noise is increasing the count of signal averages 
and speed is the main disadvantage of this method (Sahu 
et al. 2019c). This limitation can be overcome by applying 
algorithmic approached de-noising methods likely; filtering 
approached methods, transform based methods and statisti-
cal approached methods.

Filtering approached methods can be categorized as 
spatial, temporal, frequency-domain (McVeigh et  al. 
1985), NLM (Manjon et al. 2007), Bilateral (Hamarneh 
and Hradsky 2007) and anisotropic diffusion (Krissian and 
Aja-Fernández 2009). An MRI de-noising method was 
proposed by Hong et al. (2020) for Rician noise removal. 

The author developed a network called feature fusion and 
attention network (FFA-DMRI), which consists of three 
blocks namely feature block, fusion block and attention 
block for separating noise from MR data. A hybrid noise 
removal methodology for MRI was developed by Rom-
dhane et al. (2021). Their approach was based on aniso-
tropic diffusion filter and NLM filter. They validated the 
method on In-Vivo data. Xie et al. (2020) developed a 
machine learning based de-noising method for MRI image 
of low SNR. In NLM filtering method the image pixels 
of similar value are averaged based on their intensity dis-
tance. Based on this principle, bilateral filter is designed. 
The difference between these filters and NLM filter is that, 
NLM filter supports the comparison of regions than pixel 
comparison. The original NLM filter utilizes Euclidean 
distance for similarity measurement (Buades et al. 2005). 
Further this approach was improved by Rajan et al. (2014). 
They proposed KS distance for similarity measurement. 
He and Greenshields (2008) proposed a Non Local Maxi-
mum Likelihood Estimation (NLML) algorithm for de-
noising MR image affected by Rician noise. They devel-
oped a non-local maximum likelihood estimator that 
estimates the level of redundancy in an MR image. An 
MRI de-noising technique was presented by Chen et al. 
(2020) which utilized the principle of NLM filter. They 
combined adaptive NLM filter with Fuzzy C-Means algo-
rithm to remove Rician noise. An improved non local cor-
rection patch based de-noising technique was proposed by 
Sarkar et al. (2020), to de-noise brain MRI. Their proposed 
method was based on NLM filtering technique. The input 
image was divided into smooth component and periodic 
component by utilizing a Fast Fourier Transform (FFT) 
algorithm. Further non local based averaging was used 
to de-noise both the components. A de-noising algorithm 
based on Shearlet transform was developed by Sharma and 

Fig. 2  MR imaging process
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Chaurasia (2021). They designed a NLM filter by combin-
ing Shearlet filter and non-sub-sampled pyramid filter.

A non local (NL) based MRI de-noising method was pro-
posed by Leal et al. (2020) for removing noise from MR 
image. Their method was based on sparse representation by 
using NL single value decomposition algorithm.

Transform based methods are preferred than the filter-
ing approached methods commonly Wavelet transform due 
to its multiresolution and multiscale property. In transform 
based methods, the noisy image is converted to transform 
coefficients by applying mathematical based transforms such 
as Wavelet (Kagoiya and Mwangi 2017), contourlet (Anila 
et al. 2017) and Curvelet (Bhadauria and Dewal 2013) trans-
forms. Further the transform coefficients are threshold and 
the image is recovered by applying inverse transformation 
method. A transform based gamma correction methodology 
was developed by Kollem et al. (2020) to de-noise brain 
MRI. In this method the noisy pixels were threshold by a 
generalized cross-validation method. Combining Wavelet 
transform and Laplace transform a de-noising method was 
proposed by Upadhyay et al. (2021) for removing noise from 
MR image. Hanchate and Joshi (2020b) developed a noise 
removal methodology by grouping Wavelet shrinkage and 
3D Discrete Wavelet Transform (DWT) for de-noising MRI. 
The threshold value was decided by implementing a noise 
validation de-noising technique.

The transform based de-noising methods heavily depend 
upon the threshold value selection. A correct estimation of 
the threshold value is required to remove the noise effec-
tively. This problem is solved by applying statistical models 
and estimators which utilizes the local statistics of the data 
distribution to find the threshold value (Sahu et al. 2020a). 
Das et al. (2020) presented de-noising methodology for 
removing noise and preserving edge and details of MR 
image. They utilized an estimator (local variance based) to 
estimate the noise and, statistical edge stopping function for 
image details preservation. A statistical based de-noising 
method was presented by Sahu et al. (2020b) for MR images. 
In this method wavelet coefficient data distribution was fit-
ted to a Normal Inverse Gaussian (NIG) density function 
to extract the noise-free pixels and noise variance was esti-
mated by MAD estimator.

The MR noise reduction algorithm based on NLM filter 
is an excellent methodology to remove noise and enhance 
the diagnostic accuracy due to its non-local self-similarity 
nature (Heo et al. 2020). In other filtering methods there is 
a chance of loss of inherent information which is minimized 
by applying the improved unbiased NLM filter that utilizes 
a MAD estimator for effective noise calculation and so pre-
serves the edge and details information.

3  Proposed algorithm

In this section, we concentrate on the proposed model to 
recover MR images degraded by Gaussian and Rician noise. 
First of all, the Gaussian noise information is extracted from 
the noisy image by performing the wavelet decomposition, 
statistically modeling the diagonal sub-band wavelet coef-
ficients, and estimating the noise variance by applying the 
MAD estimator. Next, the Rician noise is removed by apply-
ing a NLM filter which averages the noisy pixels by a Gauss-
ian weight factor. Finally, the NLM filtered output pixels are 
unbiased by applying the noise bias subtraction method for 
recovering the original pixel values. Figure 3 presents the 
basic process of our de-noising scheme, and the details are 
as follows.

Step 1. Wavelet decomposition of the input image.
The wavelet decomposition of an image of size A × B 

number can be defined mathematically as Gonzalez and 
Woods (2002), Sahu et al. (2018, 2019a, b):

where �(.) and Ψ(.) are scaling and wavelet functions respec-
tively. N � H,V,D represents horizontal, vertical and diagonal 
sub-bands respectively and a, b, p and q are the variables. f A

M

(p,q), �A
M

 (a,b,p,q), f N
m

 (p,q), and ΨN
m

 (a,b,p,q) are M level 
approximation coefficients, 2D scaling coefficients, detailed 
coefficients and 2D wavelet coefficients respectively. The 2D 
scaling and wavelet functions are defined as follows:

Step 2. Noise variance estimation using the MAD Estimator.
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noise. The diagonal detailed sub-band contains most of the 
noise information. The noise variance �2

n
 is given by:

The wavelet transform of the Gaussian noise is also Gauss-
ian in nature. So a Normal PDF is used to model the diago-
nal detailed wavelet coefficients. The density distribution 
of wavelet coefficients of HH1 sub-band is shown in Fig. 4. 
The goodness-of-fit of HH1 sub-band with Normal PDF and 
CDF are shown in Figs. 5 and  6 respectively. It can be seen 
that the Gaussian PDF and CDF fits well with the HH1 sub-
band data.

Step 3. Calculation of weighing coefficients.
Let W(c,d,a,b) be the weighing Coefficient where,

(6)�̂�2

𝜂
=

(
median(|HH1|)

0.6745

)2

A−1∑

a=0

B−1∑

b=0

W(c, d, a, b) = 1.

Fig. 3  Flow chart of proposed 
de-noising scheme

Fig. 4  Distribution of wavelet coefficients in HH1 sub-band for MR 
image
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The weighing coefficient for the image of size A × B can 
be defined as:

where c, d, b, and a are the variables and G� = Gaussian 
weighing function with unity standard deviation and zero 
mean. The parameter h is defined as smoothing parameter, 
set depending on the value of noise standard deviation and 
∥-∥2 is the Euclidean distance (Gaussian weighted). Z(c,d) 
is the normalizing constant defined as:

(7)W(c, d, a, b) =
1

Z(c, d)
e

−G� ||g(Ncd )−g(Nab )||2
h2

(8)Z(c, d) =

A−1∑

a=0

B−1∑

b=0

e
G� ||g(Ncd )−g(Nab)||2

h2

Step 4. Averaging the weighing sum of pixel of intensities 
and generation of noise-free pixels by using NLM filter.

Let g(a,b) is the input noisy image of size A and the NLM 
filtered output of the noisy image is defined as Manjón et al. 
(2008):

Step 5. Removal of noise bias and obtaining noise free 
image.

Noise in MRI follows a Rician distribution which results 
Rayleigh distribution in low intensity region and for higher 
intensity region results Gaussian distribution. This results 
the decrease in image contrast. This problem can be over-
come by subtracting the noise bias from the square of the 
MRI magnitude image (Sharma and Chaurasia 2021). So 
the noise bias can be easily removed from the NLM filtered 
image as it is signal independent. The unbiased non local 
mean filter can be found out by Nowak (1999):

where 2�2
n
 =noise bias and �n is the standard deviation of the 

noise and is calculated by using equation (6).

4  Simulation results

In this section we present experimental results to demon-
strate the validity of the proposed filter. Firstly, dataset infor-
mation along with experimental setting is discussed. Next, 
evaluation metric followed by detail results are also given.

4.1  Dataset and experimental settings

Two kinds of datasets for different noise variances: 0.1, 
0.3 and 0.5, are simulated in MATLAB environment.The 
first kind of dataset is real MR images collected from OSI-
RIX DICOM (Digital Imaging and Communications in 
Medicine) image library (Osirix 2014). A total of 100 MRI 
images were collected and resize to 400 × 400. The second 
dataset are synthetic images: the self-generated image and 
the head phantom Image. The generated image with the size 
(173 × 184), consists of circles and rectangles of various 
intensities. The head phantom image with the size 256 × 256 
was generated in MATLAB environment. Simulation work 
is performed in MATLAB R2019a environment and the 
same is used for comparison with existing methods. Wavelet 
decomposition is performed by using Daubechies 8 (db8), 
Discrete Wavelet Transform (DWT) and it is preferred due 
to its orthogonality property (Sahu et al. 2019a, c).

(9)G(c, d) =

A−1∑

a=0

B−1∑

b=0

W(c, d, a, b)g(a, b)

(10)UNLM[G(c, d)] =

√
G(c, d)2 − 2�2

�

Fig. 5  Goodness-of-fit graph of HH1 sub-band: PDF plot

Fig. 6  Goodness of fit graph of HH1 sub-band: CDF plot
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Quantitative comparison is performed through image 
quality and performance indexes likely Peak Signal to 
Noise Ratio (PSNR), Correlation of coefficient (COC), 
Pratt’s Figure of Merit (FOM), Mean Structural Similarity 
Index (MSSIM) and Edge Preservation Index (EPI) (Kanoun 
et al. 2020; Sahu et al. 2018, 2019a, 2020b). PSNR Meas-
ures the quality of reconstructed image and provides the 
ratio between the original data and the noise introduced. 
COC determines the interdependence between the recon-
structed and original images. FOM measures the dislocated 
or misplaced edge pixels during reconstruction process. EPI 
measures the extent of edge preservation in reconstructed 
image. MSSIM is a quality assessment index that measures 
the similarity between original and reconstructed images.

4.2  Results and discussion

The ability of the proposed method on removing the noise 
and preserving the original image properties is proved 
by comparison with the widely known existing methods, 
are Unbiased NLM filter (Manjón et al. 2008), KS-NLM 
method (Rajan et al. 2014), and NLML method (He and 

Greenshields 2008).The qualitative comparison of the de-
noising schemes is performed through visual inspection. 
Figure 7 shows the visual comparison between the exist-
ing and proposed methods. First row shows the simulation 
results of real Brain MRI. Second row shows the simula-
tion results for real spine MRI. And the third row shows the 
experimental results of real Sagittal T1 Brain MRI. Better 
evaluation of filter performance can be done by selecting a 
small area and applying the filter methods. Figure 8 shows 
the visual image quality comparison for the small selected 
area marked as red box. It is seen that the contrast and visual 
quality of the proposed method is superior to other meth-
ods. Qualitative assessment for filtering methods is shown 
in Fig. 9 for synthetic images. First row shows the simulation 
result for self-generated synthetic image and the second row 
shows for head phantom synthetic image.

Proposed method’s efficiency on noise removal and edge 
and details preservation can be confirmed by the perfor-
mance parameters values. The performance and quality 
parameters comparison for non-local methods for self-gen-
erated synthetic image are discussed in Tables 1, 2, 3, 4 and 
5 and for real brain MR image is discussed in Table 6. In 

Fig. 7  De-noising Performance result of MR Images (a) Real MR images (b) Degraded by White Gaussian Noise (first row, second row and 
third row by standard deviations 0.1, 0.3 and 0.5 respectively ) (c) NLML (d) KS-NLM (e) UNLM (f) Proposed Method
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Table 1, we compare our proposed filter in terms of PSNR 
with compared methods (Manjón et al. 2008; Rajan et al. 
2014) and He and Greenshields (2008) by using synthetic 
image with three different noise variances. If we set value 

of �2
n
 = 0.1, the PSNR (in dB) score is 33.66. If we set value 

of �2
n
 = 0.3, the PSNR (in dB) score is 32.43. If we set value 

of �2
n
 = 0.5, the PSNR(in dB) score is 30.09. This Table 

shows that value of PSNR as obtained by our scheme is 

Fig. 8  De-noising performance result of a Zoomed view of a small selected area, a real MR image, b noisy Image degraded by Gaussian noise 
of �2

n
= 0.3 c NLML d KS-NLM e UNLM f proposed method

Fig. 9  De-noising performance result of synthetic images a original image b noisy synthetic Image (Gaussian Noise of �2
n
= 0.2 ) c NLML d KS-

NLM e UNLM f proposed method
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always greater than 30.09. The best improvements of our 
suggested scheme on PSNR score compared with the scheme 
in Manjón et al. (2008), Rajan et al. (2014) and He and 
Greenshields (2008) are 6.68% (for �2

n
 = 0.1), 15.81% (for 

�2
n
 = 0.5), and 25.32% (for �2

n
 = 0.5), respectively. In Table 2, 

we compare our proposed filter in terms of CoC with com-
pared methods (Manjón et al. 2008; Rajan et al. 2014), and 
He and Greenshields (2008) by using synthetic image with 
three different noise variances. If we set value of �2

n
 = 0.1, 

the CoC score is 0.989. If we set value of �2
n
 = 0.3, the CoC 

score is 0.974. If we set value of �2
n
 = 0.5, the CoC score is 

0.957. This Table shows that value of CoC as obtained by 
our scheme is always greater than 0.957.The best improve-
ments of our suggested scheme on CoC score compared with 
the scheme in Manjón et al. (2008), Rajan et al. (2014) and 
He and Greenshields (2008) are 4.07% (for �2

n
 = 0.5), 6.68% 

(for �2
n
 = 0.5), and 11.26% (for �2

n
 = 0.3) respectively. In 

Table 3, we compare our proposed filter in terms of FOM 
with compared methods (Manjón et al. 2008; Rajan et al. 
2014), and He and Greenshields (2008) by using synthetic 
image with three different noise variances. If we set value 
of �2

n
 = 0.1, the FOM score is 0.968. If we set value of �2

n
 

= 0.3, the FOM score is 0.953. If we set value of �2
n
 = 0.5, 

the FOM score is 0.89. This Table shows that value of FOM 
as obtained by our scheme is always greater than 0.953.The 
best improvements of our suggested scheme on FOM score 
compared with the scheme in Manjón et al. (2008), Rajan 
et al. (2014) and He and Greenshields (2008) are 3.88% (for 
�2

n
 = 0.3), 15.61% (for �2

n
 = 0.5), and 19.93% (for �2

n
 = 0.3), 

respectively. In Table 4, we compare our proposed filter in 
terms of MSSIM with compared methods (Manjón et al. 
2008; Rajan et al. 2014), and He and Greenshields (2008) by 
using synthetic image with three different noise variances. 
If we set value of �2

n
 = 0.1, the MSSIM score is 0.877. If 

we set value of �2
n
 = 0.3, the MSSIM score is 0.851. If we 

set value of �2
n
 = 0.5, the MSSIM score is 0.825. This Table 

shows that value of MSSIM as obtained by our scheme is 
always greater than 0.825. The best improvements of our 
suggested scheme on MSSIM score compared with the 

Table 1  PSNR (dB) values for different techniques

Techniques Noise variances

0.1 0.3 0.5

Noisy 19.26 14.15 12.59
Unbiased NLM (Manjón et al. 2008) 31.41 30.29 28.25
KS-NLM (Rajan et al. 2014) 30.35 27.68 25.33
NLML (He and Greenshields 2008) 27.89 26.29 22.47
Proposed 33.66 32.43 30.09

Fig. 10  Graphical comparison of schemes in terms of PSNR

Table 2  CoC results for different techniques

Techniques Noise variances

0.1 0.3 0.5

Noisy 0.823 0.766 0.635
Unbiased NLM (Manjón et al. 2008) 0.971 0.959 0.918
KS-NLM (Rajan et al. 2014) 0.921 0.915 0.893
NLML (He and Greenshields 2008) 0.895 0.866 0.858
Proposed 0.989 0.974 0.957

Fig. 11  Graphical comparison of schemes in terms of CoC

Table 3  FOM results for different techniques

Techniques Noise variances

0.1 0.3 0.5

Noisy 0.711 0.623 0.605
Unbiased NLM (Manjón et al. 2008) 0.935 0.916 0.863
KS-NLM (Rajan et al. 2014) 0.850 0.831 0.751
NLML (He and Greenshields 2008) 0.832 0.763 0.720
Proposed 0.968 0.953 0.890
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scheme in Manjón et al. (2008), Rajan et al. (2014) and He 
and Greenshields (2008) are 3.71% (for �2

n
 = 0.1),17.09%(for 

�2
n
 = 0.5), and 28.31%(for �2

n
 = 0.3), respectively. In Table 5, 

we compare our proposed filter in terms of MSSIM with 
compared methods (Manjón et al. 2008; Rajan et al. 2014), 
and He and Greenshields (2008) by using synthetic image 
with three different noise variances. If we set value of �2

n
 = 

0.1, the EPI score is 0.788. If we set value of �2
n
 = 0.3, the 

EPI score is 0.685. If we set value of �2
n
 = 0.5, the EPI score 

is 0.675. This Table shows that value of EPI as obtained by 
our scheme is always greater than 0.675. The best improve-
ments of our suggested scheme on EPI score compared with 
the scheme in Manjón et al. (2008), Rajan et al. (2014) and 
He and Greenshields (2008) are 7.24% (for �2

n
 = 0.5), 15.4% 

(for �2
n
 = 0.5), and 30.81% (for �2

n
 = 0.5), respectively.

Table 6 shows the comparison of Non Local filters with 
the proposed filter for real image in terms of the performance 
parameters. The proposed methodology performed well in 
terms of edge and structure preservation and noise reduc-
tion. The proposed methodology improved 6.35%in terms 
of PSNR, 2.22% in terms of CoC, 2.91% in terms of FOM, 
11.9% in terms of MSSIM and 5.76% in terms of EPI over 
Unbiased NLM method (Manjón et al. 2008), the next best 
method. The graphical comparison of performance indexes 
for all Non Local filters and proposed method for self-gen-
erated synthetic image are shown in Figs. 10, 11, 12, 13 and 
14, for noise variances 0.1 (Green color), 0.3 (Red color) 
and 0.5 (Blue color). Performance indexes comparison for 
real Brain MRI is shown in Fig. 15. All the parameter values 
are plotted as a function of noise variance. It is seen that the 
proposed filtering method performs better than the compared 
schemes.

5  Conclusion

In this paper, we have suggested an improved unbiased-
NLM filter to solve the de-noising issue in the MRI images. 
An unbiased NLM filter is designed by combining the fea-
tures of NLM filter and the local statistics of the noise.The 
noise variance is calculated from the complex dataset assum-
ing the noise is distributed in Gaussian nature.Compared 

Fig. 12  Graphical comparison of schemes in terms of FOM

Table 4  MSSIM results for different techniques

Techniques Noise variances

0.1 0.3 0.5

Noisy 0.638 0.599 0.454
Unbiased NLM (Manjón et al. 2008) 0.844 0.827 0.809
KS-NLM (Rajan et al. 2014) 0.755 0.728 0.684
NLML (He and Greenshields 2008) 0.735 0.61 0.592
Proposed 0.877 0.851 0.825

Fig. 13  Graphical comparison of schemes in terms of MSSIM

Fig. 14  Graphical comparison of filters in terms of EPI
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with the traditional existing non-local mean filtering tech-
nology, this proposed filter has the following advantages: 

(1) Through statistically modeling the wavelet coefficients, 
accurate noise variance is computed to remove the Gaussian 
and Rician noise from MR-image (2) By using the accurate 
estimation of noise bias by statistically modeling the diago-
nal detail wavelet coefficients, the strength of our proposed 
de-noising mechanism is further improved.Our experiments 
on OSIRIX DICOM MRI dataset and some self-generated 
synthetic images demonstrate that promising results against 
attacks. Comparison with the non-local mean filtering tech-
nology algorithms, the proposed filter has more excellent 
results.In future the de-noising results may be improved by 
modeling the wavelet coefficient by Rayleigh distribution to 
find the Rician noise information.

Fig. 15  Graphical comparison of filters in terms of Performance Index for Real brain MR Image

Table 5  EPI results for different techniques

Techniques Noise variances

0.1 0.3 0.5

Noisy 0.334 0.287 0.231
Unbiased NLM (Manjón et al. 2008) 0.775 0.673 0.642
KS-NLM (Rajan et al. 2014) 0.75 0.597 0.571
NLML (He and Greenshields 2008) 0.612 0.589 0.467
Proposed 0.788 0.685 0.675

Table 6  Parameter values for 
Different Non Local Methods 
for Real brain MR Image

Techniques Performance parameters

PSNR (dB) CoC FOM MSSIM EPI

Unbiased NLM (Manjón et al. 2008) 32.56 0.921 0.833 0.901 0.703
KS-NLM (Rajan et al. 2014) 29.69 0.854 0.765 0.866 0.696
NLML (He and Greenshields 2008) 27.38 0.812 0.667 0.911 0.636
Proposed 34.77 0.942 0.858 0.946 0.746
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Data availability No data were used to support this study.
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A B S T R A C T   

A Mobile Ad-hoc Network (MANET) is a multi-hop, distributed routing network of dynamic nodes without any 
base structure. Mobile nodes can enter and exit the network at any point, which causes various security threats in 
MANETs. State-of-the-art approaches resolve this issue mainly by distributing keys and designing the models 
based on energy parameters. However, key distribution among the nodes is difficult due to the absence of central 
synchronization and also nodes enter the network with different energies to match the energies of the active 
node. In this paper, an improved multi-level security (or trust) support for MANETs using Equal Weighted Hex 
code Cyclic Division Method and Hamming bit positions is presented. The initial security code is generated using 
the cyclic code division method and the security at each hop is improvised using hamming bits. Our model 
handles various attacks at network, transport, and application layers. We also discuss simulation experiments 
that demonstrate the viability of the proposed security model.   

Respected Sir, 

1. Introduction 

Mobile Ad-hoc Networks (MANETs) are temporarily established, 
self-organized, and maintained networks used for communication from 
source to the destination node. The data transfer may be in a single hop 
from source to destination or in multiple hops by using intermediate 
nodes as routers until the destination node is reached. MANETs are 
widely used in wireless systems as they are simple and cost-effective. 
However, there are certain issues incorporated with MANETs such as 
lack of central authority and association, limited bandwidth, and power, 
which may cause security challenges in the network [1]. 

In the current literature, the research community proposed several 
approaches for improving the security of MANETs by providing keys. 
Key management uses two main algorithms namely symmetric key al-
gorithm and asymmetric key algorithm [2, 3]. In the symmetric key 
algorithm, a common key is used for both encryption and decryption. 
Hence one can know the information that is sent and what is received 
only with a single key. If any of the active nodes have compromised the 
key to the attacker node of which the sender is unaware, it can share the 
information with the attacker node. Moreover, the keys are created 
using complex mathematical calculations. The asymmetric algorithm 

consists of two keys, private and public. The public key is common to all 
the nodes but the private key is unique for each node. Therefore for a 
multi-node network, it has to generate several keys to provide node 
authentication. This may not be efficient as key generation depends on 
complex mathematical problems and once the key is compromised the 
network is exposed to security attacks [4]. The security can also be 
improved by considering node energy [5]. However, this may not be 
valid as the nodes in MANETs have different energies and the network is 
susceptible to malicious attacks. 

In this paper, we improve security by enabling multi-level security 
using hamming bits. Hamming code is widely used in wireless 
communication as it is simple and cost-effective. It has a set of binary 
bits used to detect and correct errors in a communication system. 
Hamming code adds parity bits to the data, which are at powers of 2 
locations in the codeword. Instead of simply considering any digital 
code, the initial codeword in the presented approach is generated by 
using the equal-weighted binary hex code as this code is not a contin-
uous series to be judged. Hex-code has been used in [32] but in this 
paper cyclic division is performed in addition (on the hex-code) to 
improve the authentication of the node and make it difficult for the 
attacker node to crack it. The generation of code is simple and reduces 
mathematical and hardware complexity which in turn increases the 
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efficiency of a system (node). 
To avoid the attacks present at different layers of the network, we 

develop a multi-level security model. The first security level is devel-
oped to overcome the attacks in the network layer (e.g., wormhole 
attack, byzantine attack, black hole attack, etc.). The attack in the 
transport layer (e.g., session hijack attack) can be avoided by the second 
level of security and the attack associated with the application layer 
(repudiation) can be solved at the third security level The term multi- 
level security indicates that the node is trusted multiple times (as 
three checks of security are performed on it) to decide either the node is 
active or attacker node. It is the authentication given to the node at each 
layer (i.e. network, transport, and application layers) to access the data 
being transferred from source to destination depending upon the secu-
rity codes being matched at every layer. 

In this work, we address security to MANETs based on Software- 
Defined Networking (SDN). SDN is gaining importance in the research 
community, as this field of networking minimizes time and gives inno-
vative ideas in the communication field and we use the IPV4 header to 
analyze the security. The introduction of SDN induces the control and 
architectural modifications in the network [6, 7], and hence the SDN in 
combination with the proposed model will improve the performance of 
the network. 

The rest of the paper is organized as follows: In Section 2, we present 
the related work. Background and motivation are described in Section 3, 
and the proposed approach is given in Section 4. Simulation results are 
given in Section 5. Discussion and Conclusion are given in Sections 6 and 
7 respectively. 

2. Related work 

MANETs are exposed to various security threats. Sharma et al [8] 
proposed an approach based on waiting time to get repeat requests from 
intermediate nodes to the source node for black hole attack avoidance. 
Mamatha and Sharma [9] present a highly secured network to detect 
several attacks in MANETs, preventing the drop of packets and 
tampering of a message caused by the malicious node. However, this 
approach increases the complexity of the network, and also may not be 
valid for multi-hop MANETs. The model presented by Hu et al [10] 
prevents routing attacks and various DoS attacks using an on-demand 
source network. However, this technique does not give authorization 
to routing nodes of the networks. So the attacker node may enter the 
network and degrade its performance. 

Lu et al [11] proposed Secure on-demand Distance Vector routing 
(SAODV) by recognizing few security issues in AODV and can hold 
better for black hole attack avoidance. However, it may not give com-
plete security against blackhole attacks. The approach given by Deswal 
and Singh [12] is an improvised version of AODV, by allocating a 
password to each intermediate node acting as a router in the network. 
The main short come of this approach is that it may fail when new nodes 
enter the network. The model proposed by Chandrakant [13] distributes 
specific identification numbers and energy levels to the nodes of the 
network to improve security. However, it may not be valid as the nodes 
enter the network with different energy values. 

Xiong and Gong [14] presented a three-level management technique 
by using cryptography, due to complex mathematics the overhead in-
creases, and the model may not be valid for the miscellaneous networks. 
Celestin et al [15] present an elliptic curve cryptography (ECC) based 
model to enhance security. But, this becomes complex because of 
encryption and decryption of the message. Sun and Yu [16] proposed 
cost-effective three-layer key management architecture and analyze its 
efficiency. Michiardi [17] proposed a generic methodology based on 
reputation and cooperation among the nodes present in the network to 
avoid selfish nodes. But, this causes an impact on the protocols when 
implemented on basic network functionality. In [18], the author im-
proves security to the network based on trust and reputation by which 
the nodes are authorized in the routing process. However, it may be 

difficult to authenticate the mobile node in the network. 
Balakrishnan et al [19] proposed secure MANET routing with trust 

intrigue (SMRTI) which prevents the network from flooding and packet 
drop threats. The approach presented by Jay and Hasbi [20] represents a 
fragmentation scheme to protect the data packets loss by providing 
sequence numbers to the packets. However, it may be difficult to arrange 
the packets in sequence order and causes overhead with more packet 
delivery ratio (PDR). Ahmed et al [21] present trust and energy-aware 
routing protocol (TERP) to detect the malicious node, breaks in the link 
of the networks, and provide a smaller path for data transfer. This 
approach may fail to identify the attacker node by taking energy to 
constrain as nodes with different energies are free to enter and leave the 
network. Deepika et al [22] proposed a scheme to detect the mis-
behaving node in MANETs by considering the power factor. However, 
this approach may not hold well as compromised heterogeneous nodes 
can enter the network. 

Todd and Alec [23] compared various security methods related to 
MANETs based on energy parameters. Li et al [24] proposed a model in 
which the key is shared by a local group of nodes called a distributed 
verifiable key for enhancing security. Tejpreet et al [25] proposed an 
approach based on routing protocol which is energy efficient. Scott et al 
[26] presents security issues in SDN and illustrate approaches for 
improving security in SDN. However, this approach is restricted in the 
extent to face the current innovations in SDN security. In SDN, the 
checker is shoveling instructions in an appropriate time to the system 
fundamentals, to reduce the delay and improves the quality of service. 
As the software is on top of hardware, so software level can be used to 
exploit and organize heterogeneous network resources [27]. Ahmad et 
al [28] presented a survey that exploits the security issues and chal-
lenges in SDN. In [29] the author discussed different security methods to 
authenticate the nodes and prevent security attacks in wireless sensor 
networks. Yang. J et al [30] represented an approach in which security is 
given to the network using a chain of blocks and a reinforcement 
adaptive method that sums the delay of the nodes from source to 
destination. However, this method may be complex practically and 
decrease the efficiency of the network. Syed Jalal Ahmad and P. R. 
Krishna [31] presented an approach to provide security to MANETs 
using binary hex code and residue technique. But this method becomes 
complex as the number of nodes increases in the network. 

In our approach, we use the Equal Weighted Hex code Cyclic Division 
Model and Hamming bits to provide multi-level authentication and 
enhance trust by tackling the attacks present in different network layers. 

3. Background and motivation 

Ad-hoc networks are widely used in wireless communication as they 
are easy to build and don’t require infrastructure. It is an open network 
with mobile nodes and no central synchronization is needed. Security 
attacks in MANETs can be classified as active and passive attacks. Pas-
sive attacks snoop the information exchanged between the nodes 
without changing them. Active attacks degrade the network perfor-
mance. There are two types of active attacks: internal attack – where the 
attacker node is present in the network, external attack – the attacker 
node is present outside the network. Active attacks present in different 
internet protocol layers are given below [32]. 

3.1. Attacks in network layer 

3.1.1. Wormhole attack 
The attacker node takes the packets from the network and passes 

them to another location of the network from where they can be resent. 
The proper mechanism should be developed to detect the wormhole 
attack. 

3.1.2. Blackhole attack 
In this attack, the attacker node exhibits the most favorable 
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characteristics of the router in the route finding process. This may 
degrade the function of the network and interrupt the data transmission 
process. 

3.1.3. Byzantine attack 
The main purpose of this attack is to mislead the routing process and 

cause a drop of packets, non-optimal routing by a single or group of 
attacker nodes working cooperatively in a network. 

3.1.4. Information disclosure 
Here the attacker node discloses the authorized information such as 

network topology, the location of the nodes, and authenticated routing 
of nodes in the network to the unauthorized node. 

3.1.5. Resource consumption attack 
In ad-hoc networks, the nodes have limited computational power, 

battery, and bandwidth. The attacker node tries to degrade the node 
performance by sending unnecessary routing requests, generate warning 
packets, and always keep the network node occupied. 

3.1.6. Routing attacks 
There are various routing attacks such as routing table overflow, 

packet replication, rushing attacks, etc which interrupt the network 
performance. 

3.2. Attack in transport layer 

Session hijacking: the attacker node takes over the session of two 
nodes in this attack. The most authorized operations are performed at 
the beginning of the session. Once the session is established the attacker 
node, disguise as one of the routing nodes and hijack the session. This 
attack can be avoided by the data encryption process. 

3.3. Attack in application layer 

Repudiation: it means the node denies its participation in the entire or 
partial data transfer process. Non-repudiation is one of the important 
parameters of security assurance in any network. 

Most of the existing security models focused either by giving a key or 
by considering the energy factor which may not be appropriate to pro-
vide security to MANETs due to their complexity. In this work, we 
developed a model based on simple binary codes to improve the security 
at different layers in three levels Table 1. represents the three security 
levels at internet protocol layers and respective attacks associated with 
them. Security level 1 is provided to the network layer to overcome the 
attacks such as wormhole attacks, black hole attacks, byzantine attacks, 
information disclosure, resource consumption attack, and routing at-
tacks. These attacks may degrade the network performance. Prevention 
of session hijack attack in transport level can be given by security level 2 
and repudiation can be avoided in security level 3. The authors in 
[33–37] discussed the detection and prevention of various attacks in 
MANETs using piece-wise keys and different routing protocols to secure 
the network. However, these methods may not be efficient as they have 
to produce keys as well as maintain the routing table of the network. 

3.4. Analysis of the proposed model under different attacks 

In the presented approach, the first level of security is given to the 
network layer with the matrix of digital code. A series of mathematical 
operations are performed to generate this matrix (see equation “(7-11)”) 
and this information can be accessed by the active node of the network 
(as the information is already stored in the node header). To take part in 
the routing a node has to match the matrix code and hence the attacks in 
the network layer can be prevented. 

In the transport layer attack can be avoided as such it (attacker node) 
hijacks the session after some time as it assumes that all the authenti-
cation processes will take place at the beginning (i.e. at security level 1 
check). However, in security level 2 check it cannot match with the code 
generated so it can be easily detected as an attacker node. In the 
application layer, the attacker node intrudes into the system and will 
manipulate the information. But for the intrusion, has to match with the 
security level 3 code, and therefore this attack can be avoided. 

At each every hop the security code of level 2 and level 3 changes 
based on mathematical and logical operations which makes the pro-
posed node authentication process even more efficient and reliable. At 
last, the PDR monitoring of the node makes this process even stronger. 
The PDR is directly proportional to the energy of the node and the en-
ergy of the node can be calculated by the formula given in [38]. 
Therefore monitoring of energy and PDR enable this approach to elim-
inate the node with less energy and PDR. If the node is active and has less 
energy and PDR it may not be efficient for the node to take part in 
routing, in the proposed approach such node will be considered as 
attacker node and will not take part in information transfer. 

4. Proposed approach 

4.1. Generation of initial code matrix 

Initially consider equal-weighted Hex code from 0 - 15 (i.e., 3, 5, 6, 9, 
10, and 12) are considered as these codes are orthogonal and can be 
generated using mathematical equations. These decimal numbers are 
converted into their equivalent binary hex codes as 0011, 0101, 0110, 
1001, 1010, and 1100. The decimal numbers which are divisible by 3 as 
dividend ‘Bx’ and can be represented as, 

Bx =
∏M

i=1
Yi1 ≤ M ≤ 4andY = 3 (1) 

The remaining decimal numbers in the concatenation series can be 
considered as divisor ‘Qx’ and are represented in equations "(2)" and 
"(3)" respectively. 

FMDN =
FD + LD

FD
(2)  

Here, ‘FMDN’is the first missing decimal number (i.e. 5) in the concate-
nation series, ‘FD’=3 is the first decimal value of the concatenation series 
of ‘Bx’ and‘LD’=12 is the last decimal value of the concatenation series 
‘Bx’. 

The Second missing decimal number (i.e. 10) in the series can be 
represented as, 

SMDN = 2FMDN (3) 

However, the hex value of the decimal digit 5 starts with zero (0101), 
so we start with hex code of decimal number ‘10’(1010) and append hex 
value of decimal number ‘5’ to it as, 

Qx = SMDNFMDN (4)  

Rx =
Bx

Qx
(5)  

where ‘Rx’ is the remainder.’Rx’ is EX-OR with ‘Bx’ from LSB to MSB 

Table 1. 
Security levels that deal with the attacks at different layers  

Security level Name of the Layer Attacks 

Level 1 Network Layer a) Wormhole attack 
b) Blackhole attack 
c) Byzantine attack 
d) Information disclosure 
e) Resource consumption attack 
f) Routing attacks 

Level 2 Transport layer a) Session hijacking 
Level 3 Application layer a) Repudiation  
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direction of the series to 

ISec = Bx ⊕ Rx (6)  

generate the initial security code: 
By the use of ‘ISec’, we are generating the first row and first column of 

the N x N security matrix (see Table 2) and the remaining bits of the 
matrix can be calculated as 

M22 = M12 ⊕ M21 (7)  

M23 = M21 ⊕ M13 (8) 

••••

••••

M2n=M21 ⊕ M1n (9) 

Generalizing the above, we get, 

Mn(n− 1) = Mn1 ⊕ M1(n− 1) (10)  

and, 

Mnn = Mn1 ⊕ M1n (11) 

Our approach provides security at three levels, and at the same time, 
we continuously monitor the PDR of the receiving node Table 2. rep-
resents the matrix code block that is used to check the first level of se-
curity to the MANET. In this approach at hop 1, the matrix block will 

remain the same as represented in Table 2. 
The steps from the equation “(5)-(11)” are performed to make the 

generation of initial code a difficult task to understand by the attacker 
node, codes of fewer lengths can be easily hacked but if the length is 
increased (256 bits) and the bits are generated performing sequence of 
operations then it may be difficult to decode it. At each layer and hop, 
the code is modified using hamming bits and performing mathematical 
operations to detect the attacker nodes. 

At hop 1, the second level of security is being provided by the use of 
security bits H1, H2, H3, H4, and H5 which are changed at security level 2 
and security level 3 of every hop. Here digital codes which satisfy the 
hamming rule are used to authenticate the nodes as one of the security 
criteria. At security level 2, we are directly taking security bits from the 
equation “(6)” (such as 00100) and complimenting odd terms of the 
security code (i.e., the complement of H1, H3, and H5), so the final se-
curity code word at level two of hop 1 can be represented as ‘10001’. In 
terms of the polynomial, it can be shown as 

P(x) = x4 + 1 (12) 

To show the actual length of the codeword, we represent the codes at 
security level two and three in terms of the polynomial. Instead of 
transmitting the sequence of 0’s and 1’s, to reduce the memory space a 
polynomial can be sent as a security code. At the receiver end i.e. the 
active node can retrieve the digital security code. To convert digital code 
to polynomials the following property has been considered and these 
properties are known to the active nodes. 

Table 2. 
Level 1 Security Matrix of Proposed Approach  

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

H1 H2  H3    H4        H5 

0 0 1 1 0 1 1 0 1 1 1 1 1 0 1 0 
0 M22 M23 M24 - - - - - - - - - - - M2n 

1 M32 S33 M34 - - - - - - - - - - - M3n 

1 - - - - - - - - - - - - - - - 
0 - - - - - - - - - - - - - - - 
1 - - - - - - - - - - - - - - - 
1 - - - - - - - - - - - - - - - 
0 - - - - - - - - - - - - - - - 
1 - - - - - - - - - - - - - - - 
1 - - - - - - - - - - - - - - - 
1 - - - - - - - - - - - - - - - 
1 - - - - - - - - - - - - - - - 
1 - - - - - - - - - - - - - - - 
0 - - - - - - - - - - - - - - - 
1 - - - - - - - - - - - - - - - 
0 Mn2 Mn3 - - - - - - - - - - - Mn(n-1) Mnn  

Fig. 1. Sample Multi-hop MANET with Attacker Nodes  
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4.2. Property 

If LSB and MSB of the code bits are 0 then complement the code, and 
if either of the MSB or LSB is 0, MSB or LSB is EX-OR with 1 as shown in 
“(13)”: 

X =

⎧
⎨

⎩

X∀MSB = LSB = 0
MSB ⊕ 1∀MSB = 0
LSB ⊕ 1∀LSB = 0

(13)  

where 
X is the security codeword at level 2 & 3. 
Hop 1 security level three has been given to the node by proving left 

shift property to the security code obtained at security level two (shift is 
user-defined) as, 

NS =
∑n

k=0
(k+ 1) (14)  

where‘NS’ is the number of shifts. That is, we are giving one shift for hop 
1 and two shifts for hop 2, and this process of shifting continues till the 

destination node. Note that one can also use the right shift method, it 
depends on the user. However, security can be provided by changing the 
operation based on the requirement of the network. 

4.3. Node matching process 

Consider a multi-hop mobile ad-hoc network (MANET) along with 
the attacker nodes as shown in Fig. 1. The source node ‘S’ wants to 
communicate with the destination node ‘D’ through intermediate nodes. 
Initially, the source node transmits the data to all its neighbors. The 
nodes that satisfy the security criteria can access the data otherwise, the 
node will be treated as an attacker node. Fig. 2 represents the security 
protocol of the proposed approach. Here, SCNL is a security check at the 
network layer, SCTL is a security check at the transport layer and SCAL is a 
security check at the application layer. 

Node 1 transmits the information to node 2 if security level 1 is 
matched in the network layer. While transferring the data, simulta-
neously it will check security level 2 at the transport layer and security 
level 3 at the application layer, if security matches at both the levels it 
will transfer the data to node 3 as shown in Fig. 2(a). At level 2 and 3, if 
the security is unmatched then the packets are not transferred further as 
represented in Fig. 2(b) which reduces the delay in this approach. This 
process of node matching continues till the destination node. Here, for 
simplicity, we take four hops to validate the security model of the pro-
posed approach. In this security model, we authenticate each hop by 
three levels of security and investigate the PDR at every intermediate 
node. Though it appears to be step by step process, it is a pipeline process 
such that the security checks are carried out simultaneously. At the first 
node, there may be some delay to initiate the process but after the first 
security check of node 1, a simultaneous check of security level 2 of node 
1 and security level 1 of node 2 is carried out. 

The security check levels for the number of hops can be represented 
as, 

HaSb (15)  

where Ha is the hop count such that, 1 ≤ a ≤ j and Sb is the level of 
security 1 ≤ b ≤ 3. 

4.4. Levels of security at Hop 1 

At this level of security check, the intermediate node, which is one 
hop away from the source node should generate the matrix block is 
represented in Table 2. 

H1S1 = matrixblock 
In the second check of security level at hop 1, the node will check the 

complement of the odd positions such as 1, 3, and 5 of the security bits (i. 
e. H1,H2,H3,H4,H5). Then it will also check the polynomial equation of 
the complimented security code. 

H1H2H3H4H5 = 00100
H1S2 = H1H2H3H4H5 = 10001
P12 = x4 + 1

(16)  

Here,‘Puv’represents the polynomial equation of uth hop and vth security 
level, in "(16)", u=1 and v =2. 

Hop 1, a third security check is a code obtained by giving one shift 
(user-defined) to H1S2 code, 

H1S2(After one shift) =

Therefore, after one shift H1S2= 1 1 0 0 0, but LSB is having value 
zero so by the use of property, the security code at level three will be, 

H1S3 = 11001 

So the security code at level three is represented in terms of the 
polynomial equation as, 

Fig. 2.. Security protocol at various layers  
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P13 = x4 + x3 + 1 (17) 

Hence, at this level of security check, the node should match both 
H1S3 and “(17)”. 

After matching all the levels of security, the PDR of the node is 
checked. If the PDR is below the threshold limit, then the node can ac-
cess the data. The PDR factor is considered to detect the node, which 
enters the network as an active node, and after a certain interval of time, 
it becomes an attacker node. 

The security code and the polynomial at this level three is also the 
same for the third level security of the hops represented in ‘(18)” as, 

hnum =

{
10q + 1 oddterms
10q + 1 eventerms (18)  

i.e. for hops 1, 3, 11, 13, 21, 23……. where p = 0, 1, 2, 3, …, and hnum are 
hop numbers. 

4.5. Levels of security at hop 2 

The first security level of hop 2 checks the matrix developed in the 
similar manner of Table 2 by replacing security bits of “(6)” (i.e., bits H1, 
H2, H3, H4and H5) with the code bits of H1S2.ISec = 0011011011111010 
(from “(6)”) 

ISec after replacing its security bits with code bits 1 0 0 0 1 (H1S2): 

ISec.h2 = 1010011011111011  

where 
ISec.hs represents initial security code at hop s, here s = 2. 
Therefore,H2S1= matrix N × N generated by taking ISec.h2as first row 

and first column as in Table 2 and remaining bits of the matrix are 
generated in the same way of equations"(7)" to "(11)". 

H2S2 code is given by taking security bits of ISec.h2 and com-
plementing its even terms and writing polynomial equation as in “(19)”. 

Security bits of ISec.h2 are H1H2H3H4H5 = 10001 

H2S2 = H1H2H3H4H5 = 11011
P22 = x4 + x3 + x + 1 (19) 

H2S3 is the code and polynomial equation obtained after giving two 
shifts to H2S2 

H2S2 after two shifts =
After giving shifts the LSB value is ‘0’, by use of property, we get H2S3 

and also its polynomial expression as, 

H2S3 = 11111
P23 = x4 + x3 + x2 + x + 1 (20) 

As per the analysis of the code in H2S3 and “(20)” remain same to the 
security level three at hops represented as, 

hnum =

{
10p + 2 oddterms
10q − 2 eventerms (21)  

i.e. for hops 2, 8, 12, 18, 22, 28…… where p = {0, 1, 2, 3, ….} and q =
{1, 2, 3, 4, …...}. 

4.6. Levels of security at hop 3 

At first security level check of hop 3, we substitute the code bits of 
H2S2in the initial security code (i.e.,ISec) at hamming bit positions and 
generating matrix block in similar procedure of Table 2 

ISec = 0011011011111010 

ISec after substituting code bits of H2S2at hamming bit positions, we 
get, 

ISec.h3 = 111001111111101 

By taking ISec.h3 as first row and first column we develop matrix block 

code which will become the first check of hop 3(H3S1). 
H3S2 is calculated by complementing odd terms of security bits in ISec. 

h3and its polynomial equation. 

H1H2H3H4H5of ISec.h3 = 11011 

Complementing odd terms (i.e., H1H2H3H4H5) = 0 1 1 1 0. 
Note that the LSB and MSB are having ‘0’, so we get the polynomial 

equation as 

H3S2 = 10001
P32 = x4 + 1 (22) 

H3S3can be evaluated by shifting three bits of security in H3S2and 
obtaining code along with its polynomial equation. 

H3S2 after three =

As the value of MSB=LSB=0, we obtain the polynomial equation as, 

H3S3 = 11001
P33 = x4 + x3 + 1 (23)  

4.7. Levels of security at hop 4 

For hop 4 security level check 1, consider the initial security code 
after inserting the bits of H3S2, in the parity bit position. A new code is 
generated which is used to develop a matrix code block. 

ISec = 0011011011111010 

After inserting bits of H3S2, the new code is 

ISec.h3 = 1010011011111011 

H4S1 is the Matrix N × N which is developed by taking ISec.h3as the 
first row and first column (similar to Table 2). 

H4S2 is given by complementing even terms of the security code 
obtained at H4S1and its polynomial equation: 

Security bits of ISec.h3 areH1H2H3H4H5 = 10001 

H4S2 =

H1H2H3 H4H5 = 11011
P42 = x4 + x3 + x + 1

(24) 

H4S3 are the code bits obtained after giving four bits shift toH4S2. and 
writing its polynomial equation: 

H4S2. after 4-bit shift =

H4S3 = 10111
P43 = x4 + x2 + x + 1 (25) 

The binary code ofH4S3. and “(25)” validates security and are same 
for the hops, obtained as, 

hnum = 10q − 6 (26)  

where q= {1, 2, 3, ...} . 

4.8. Observations from node analysis process 

From the above evaluations of the four-hop network, we can make 
the following oervations:  

(a) Hop number is equal to the number of shifts given in the third 
level of security check.  

(b) For odd hops, we are complementing odd terms and for even 
hops, we complement even terms at level 2 security (that is, for 
hop 1, hop 3, hop 5 so on, we complement odd terms and for hop 
2, hop 4, and so on, we complement even terms).  

(c) Avel 2 security, we notice that equations “(16)” and “(22)”, and 
equations “(19)” and “(24)” are equal. 
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Trefore, we can generalize the level 2 of security check for multiple 
hops as, 

H1S2 = H3S2 = H5S2 = H2n+1S2 (27)  

where n= {0, 1, 2 …} 

H2S2 = H4S2 = H6S2 = H2mS2 (28)  

where m= {1, 2, 3….}  

(a) In multi hop network assuming n hops from source to destination, 
we get different binary codes and polynomial equations at secu-
rity level three. Various cases are noticed at this security level as 
represented below: 

Case 1: 

binary code 1 0 0 0 1 and polynomial expressionP53= x4 +1 will remain 
same at hops obtained by “(29)”: 

hnum = 10q − 5 (29)  

where q = {1, 2, 3, 4, …...} 

Case 2 

The binary code 1 1 1 0 1 and polynomial expression P63= x4+x3 

+x2+1 will remain same at hops obtained by “(30)”: 

hnum = 10q − 4 (30)  

where q = {1, 2, 3, 4, ......} 

Case 3: 

The binary code 1 0 0 1 1 and polynomial expression P73. = x4+x+1 
will remain the same at hops obtained by “(31)” 

hnum =

{
10q − 3 oddterms
10q − 1 eventerms (31)  

e q = {1, 2, 3, 4, …...}. 

Case 4: 

The binary code 1 1 0 1 1 and polynomial expression P10.3. =
x4+x3+x+1 validates security at hops obtained by “(32)” 

hnum = 10q. (32)  

where q = {1, 2, 3, 4, …...}. 
Note that Hamming code circuitry is a commonly available infra-

structure in communication systems as part of error-correcting code. So, 
additional infrastructure/mechanisms are not needed to implement the 
Hamming code. Further, our approach minimizes the complexity of the 
algorithm as we represented the number of hops with simple mathe-
matical equations, and thus the model is applicable for huge networks 
with multiple hops as well. 

5. Simulation experiments 

Different parameters required for simulation are shown in Table 3. A 
multi-hop network is being considered to transmit data between end 
nodes. Intermediate nodes take the data from the source node and 
transfer it to the destination node. For simulation, we consider total 
simulation time as 15 minutes to get the appropriate working of the 
proposed method the number of nodes varies between 2 to 200 for the 
occurrence of most of the attacks simultaneously, and to examine the 
network behavior number of hops are considered to be 12 (one can 

Table 3. 
Parameters for Simulation  

Network Parameters Values 

Total Simulation Time 15 min 
Number of nodes 2 to 200 
Maximum number of hops 12 
Link Layer Type Logical Link (LL) 
MAC type IEEE 802.11 
Radio Propagation Model Two-Ray Ground 
Queue Type Drop-Tail 
Antenna Omni antenna 
Traffic Video (VBR) 
Network Area 1000m x 1000m 
Node Mobility Speed 2, 5, 8, 10, 12 m/sec 
Packet Size 512 bytes 
Routing Protocol LAEERP  

Fig. 3. Variation of PDR with simulation time  

S.J. Ahmad et al.                                                                                                                                                                                                                               



Journal of Information Security and Applications 66 (2022) 103147

8

increase or decrease it depending on one’s desired precision). To 
maintain the mobility nature of the network, we monitor several 
mobility speeds of the node (i.e. 2, 5, 8, etc.). We use video traffic (i.e., 
VBR), which provides different frame sizes. To enhance the Quality of 
Service, the transmission of packets should be in sequential order. To 
synchronize input data rate with output, we consider constant packet 
size which is 512 bytes. However, one can change the size of the packet 
by giving an extra circuit to synchronize the end user. A simulation area 
of 1000m x 1000m is considered and an omnidirectional antenna is used 
to improve the directivity and beamforming. The routing protocol used 
is Location-aware and energy-efficient routing protocol (LAEERP) [38]. 

The number of nodes is varied i.e. 40, 60, 90, and 150 to observe the 
behavior of the network while running the script of different attacks. 
The experiment is repeated 4 times considering the different source and 
destination nodes and the average result is taken to calculate different 
parameters such as PDR, delay, packet loss, and overhead using AWK 
scripts. All the attacks are intended in the Transaction Control Language 
(TCL) scripts and class files for some specified nodes of the network. 
When these scripts are run with the command of “ns name of the 
attack_nodes.tcl” (.tcl is an extension) and two files namely ‘trace’ and 
‘nam’ files are generated. Note that all the attacks are given in the same 
network and if any of the attack occurs at any of the layer the program 
will declare it as attacker node. It will not differentiate that which attack 
has been occurred and at which layer. The attacker node is mostly 

placed in the middle to make the attack success and mesh topology is 
used in the design of the network to connect different sources and 
destination nodes. Different time frames are given for different attacks 
on the TCL code if the attacks are true. The parameters such as PDR and 
delay through the nodes are inspected and graphically represented in the 
figures of this section. The proposed approach outperforms the existing 
approaches as the attacks are mostly avoided by the network using 
digital security codes 

Fig. 3 represents the PDR versus simulation time. It is observed from 
the figure that initially all the existing approaches (i.e. AODV, Adnan, 
and Hu) demonstrate better results when compared to the proposed 
approach. This is because initially, attacker nodes (here the attacker 
node indicates the node with any attack in any layer mentioned in 
Section 3 as the network as a whole is considered for simulation) enter 
with static energy into the network so can be easily judged and removed 
from the path. However over time, attacker nodes come with different 
energies and take part in the network, so cannot be judged and elimi-
nated from the path. But our approach still performs better which shows 
the validity of our approach. 

Fig. 4 demonstrates the variation of delay versus simulation time. It 
is obvious from the figure that the delay of the proposed approach is less 
in comparison with the existing approaches. However, initially, the 
delay of the AODV and Hu approach is better, this is because time 
management at initial hops is pleasantly maintained by AODV and Hu. 

Fig. 4. Variation of delay with simulation time  

Fig. 5. Variation of overhead with number of hops  
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But when hops increase they could not give the optimum path between 
end-users and increased the delay. Fig. 5 represents the variation of 
overhead versus the number of hops. Our approach reduces the over-
head as it did not allow the attacker node to drop the packets and saves 
the data packets, so increases the PDR. 

Fig. 6 shows the variation of total packets sent to packet loss ratio 
between end nodes. From the figure it is clear that the drop percentage 
of packets is less in our when compared to the existing approaches, 
reason behind this is our approach not only reduces the overhead but 
also reduces the delay. Delay and overhead are the main constraints for 
reducing packet loss at any interval of time. 

From all the figures, the proposed approach outperforms the existing 
approaches. As the differentiation of nodes (i.e. active or attacker) is 
better for the proposed approach, node authentication becomes easier. 
Hence, there is less scope of packet loss and delay as none of the node is 
misguided. 

6. Discussion 

The presented approach is efficient based on simple mathematical 
logics (such as cyclic division, X-OR operation, even and odd comple-
ments, and shifting of binary numbers) which reduces the power con-
sumption and complexity. The techniques of Equal weighted hex code 
and hamming bit positions have the feasibility to satisfy orthogonality 
property and can be used in communication models. 

In this paper, we compared the presented approach with three 
existing approaches (i.e. AODV, Adnan, and Hu). This approach finds 
better utility in communication networks particularly in ad-hoc net-
works, gives a simplex mode of security, and simultaneously authenti-
cates the security at different layers. It can be used in military 
communication where multiple frequencies are used for radio commu-
nication. Where it can easily and dynamically provide security to all the 
radio sets which act (here) as a mobile node and increases the perfor-
mance of the network. 

7. Conclusion 

In this paper, we presented a multi-level trust model to enhance the 
security in MANETs. We generated various levels of security at each 
intermediate node using equal-weighted hex coding matrix and 

hamming code techniques. In our approach, the security changes for the 
number of hops count so cannot be easily compromised. To validate 
nodes at different hops, we used different levels of security to improve 
the security of the nodes within the network. Also, our approach facil-
itates less overhead. We compared our approach with AODV, Adnan, 
and Hu’s approach and the results show the applicability of our 
approach. 
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When it comes to large-scale renewable energy plants, the future of solar power forecasting is vital to their success. For reliable
predictions of solar electricity generation, one must take into consideration changes in weather patterns over time. In this
paper, a hybrid model that integrates machine learning and statistical approaches is suggested for predicting future solar
energy generation. In order to improve the accuracy of the suggested model, an ensemble of machine learning models was
used in this study. The results of the simulation show that the proposed method has reduced placement cost, when compared
with existing methods. When comparing the performance of an ensemble model that integrates all of the combination
strategies to standard individual models, the suggested ensemble model outperformed the conventional individual models.
According to the findings, a hybrid model that made use of both machine learning and statistics outperformed a model that
made sole use of machine learning in its performance.

1. Introduction

Machine learning approaches have been increasingly popu-
lar across a wide range of businesses where data-driven dif-
ficulties have been common in recent decades. Machine
learning encompasses a wide range of disciplines, including
data mining, optimization, and artificial intelligence, to
name a few of the more prominent. Machine learning
approaches seek to discover connections between input data
and output data, whether or not they make use of mathe-

matical models in the process. Following training with the
training dataset, the forecasting input data can be fed into
the well-trained machine learning models, which can then
be used to make predictions [1, 2]. This stage is crucial to
machine learning since it has the ability to improve the per-
formance and speed of the algorithm.

Generalizations aside, machine learning relies on three
forms of training: supervised training, unsupervised training,
and reinforcement training. Clustering criteria are used, and
the number of clusters can change depending on the situation.
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In order to maximize the intended benefits of reinforcement
learning, the learner must interact with their environment in
order to obtain feedback from it. This is known as interactivity.

There have been a variety of theories and implementa-
tions presented that are based on the three fundamental
learning principles [3]. As a result, deep learning is capable
of achieving characteristic nonlinear features and invariant
high-level data configurations, and as a result, it has been
applied in a variety of diverse fields with good results.

According to some studies, a single machine learning
model has also been used to anticipate the availability of
renewable energy sources [4]. Because of the large range of
datasets and time steps, prediction ranges, settings, and per-
formance measurements, a single machine learning model
cannot improve forecasting performance on a single dataset
or time step. There have been a number of studies in renew-
able energy forecasting that have resulted in hybrid machine
learning models or overall prediction methodologies that are
intended to improve prediction performance. Significant
attention has lately been drawn to support vector machines
(SVMs) and deep learning algorithms [5].

In addition to hastening the depletion of fossil fuel reserves
as in Figure 1, overconsumption of fossil fuels has a negative
influence on the environment as a whole. Increased health
risks as well as climate change threats will result as a result
of these issues. Renewable energy, which includes both nuclear
power and fossil fuels, is the energy source, surpassing both.

Renewable energy has recently received a great deal of
attention as a result of its long-term viability and minimal
impact on the surrounding environment. In the near future,
the provision of renewable energy will be one of the most
critical challenges to be addressed. Alternative terminology:
the inclusion of renewable energy sources into current or
future electric power generation systems.

Existing energy challenges, such as increasing supply sta-
bility and alleviating regional power shortages, can be solved
through the evolution of renewable energy technologies. This
creation of diverse energy sources, on the other hand, is inter-
rupted and chaotic as a result of the volatility of the energy
market as well as the unpredictable and intermittent renew-
able energy. Dealing with renewable energy fluctuation in an
accurate way prevails as a challenge. The energy system effi-
ciency is improved via energy monitoring with high precision.
The application of energy forecasting technologies can assist
in the creation, management, and formulation of energy pol-
icy at all levels of government. As renewable energy sources

become more generally available, it is vital to create cutting-
edge technologies for storing this energy [6]–[7].

Several studies have discovered that a variety of machine
learning algorithms have been employed to estimate the out-
put of renewable energy resources. With the help of data-
driven models, it is possible to make more accurate predic-
tions about renewable energy. With the use of hybrid
machine learning algorithms, projections for renewable
energy sources have also been enhanced. In order to effec-
tively predict the availability of renewable energy sources,
it was required to use a number of time intervals. When it
comes to renewable energy forecasting, these criteria have
been widely used to evaluate the accuracy and efficiency of
machine learning algorithms [8].

2. Related Works

Wang et al. [9] investigated deep learning-based renewable
energy forecast algorithms in their research. There were four
kinds of approaches: stack autoencoder, deep belief networks,
recurrent neural networks, and other approaches are lumped
together. Certain data processing is employed in order for per-
formance improvement of the predicted results even further.

When it comes to dependability and estimating energy,
Bermejo et al. [10] proposed a model using ANN. In this
inquiry, potential sources of energy such as solar, hydraulic,
and wind power were all taken into consideration. A number
of examples are developed to demonstrate the advantages of
ANN in the prediction of energy and trustworthiness, among
other things. In their study, Mosavi et al. [11] looked at the
analysis and classification of ML algorithms used in energy
systems. According to the findings of the study, hybrid models
outperform standard ML models in energy systems.

According to Ahmed and Khalid [12], they investigated
the reliability of renewable power generation systems and
optimal reserve capacity in order to better understand fore-
casting models for renewable power production systems.
According to the power industry, this review gave current
trends and forecasts for future improvements in system design
and operation. In the field of solar and wind energy forecast-
ing, Zendehboudi et al. [13] discovered that support vector
machine (SVM) outperformed others. Furthermore, when it
comes to forecasting accuracy, hybrid SVM models outper-
forms single SVM models.

Das et al. [14] conducted an investigation and evaluation
of the forecasting methodologies utilized in solar photovoltaic
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electricity generation. According to the findings of this study,
artificial neural networks and the support vector machine
model were found to be particularly prevalent in this field. In
their paper, the scientists noted that weather conditions have
an impact on the accuracy of solar power forecasts.

Due to the fact that solar radiation is a key source of solar
energy, Voyant et al. [15] investigated the application of
machine learning algorithms in forecasting solar radiation. Sev-
eral strategies for forecasting solar radiation have been
described. Perez-Ortiz et al. [16] conducted an evaluation of cat-
egorization approaches for problems of renewable energy and
provided insights for both academics and industry practitioners
in this field. In this study, we employed evolutionary approaches
and game theory to investigate the feasibility of hybrid renew-
able energy systems and the obstacles associated with them.

To give a comprehensive survey [17]–[18] of current
developments in the field, this paper examines data pretreat-
ment methodologies, machine learning algorithms, parame-
ter selection, and performance assessments of machine
learning models in renewable energy projections.

3. Proposed Method

In this section, we validate the forecasting made by the
ensemble model for optimal prediction of power generation
using PV plants. The study considers two case studies, where
the former is simulated for smaller PV farms of 1000 PV
cells and larger PV farms of 100000 PV cells. The illustration
of training the ensemble model is given in Figure 2. In these
proposed methods, the data is classified into a single classi-
fier and another set will act as a training data from which
we will classify the samples, classifier, Aggregation was done
once it was completed. It will be moved to performance met-
ric evaluation with several comparison techniques.

3.1. Feature Selection. The sun delivers solar energy in the
form of solar radiation, which is produced by the photovoltaic
effect. Sunlight intensity is the most important factor influenc-
ing the output of photovoltaic (PV) solar panels. A PV system
output can be affected by a variety of different environmental
variables among others. Identifying which parts of PV are
valuable and which aspects are not is also essential so that a
suitable feature subset may be selected as an input to the
model. We propose a hybrid method for feature variable selec-
tion that comprises two basic processes, namely, the filter stage
and the wrapper stage, as depicted in Figure 3.

Prior to begin the learning process, the filter technique
analyzes features based on the inherent attributes of each
one of the features. Filter criteria are used to select a subset
of features from a dataset based on their relevance.

Because of the characteristics of PV data, the Pearson
correlation coefficient (PCC) is employed to assess the rela-
tionship between input factors and the target variable. A
PCC is a statistical metric that is used to determine the linear
correlation between two variables, X and Y , in a dataset.
Data from time series analysis captures the degree to which
a target variable Y correlates with an input variable X over
the course of an observation period. When calculating the
correlation between two variables, the time series data at

the points t and t1 of the variable are not used. In our exam-
ple, the meteorological factors that have an impact on PVPG
are represented by the letters Y and X, respectively. As a
result, the PCC may be expressed mathematically as

ρ X, Yð Þ = ∑N
i=1 xi − �xð Þ yi − �yð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑N
i=1 xi − �xð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑N
i=1 yi − �yð Þ2

q
, ð1Þ

where PCC is the value that lies between +1 and -1. PCC
is one of the most commonly used criteria for describing the
relationship between variables in practice, and it is also one
of the most widely studied.

The wrapper approach is utilized to analyze each subset
that has been selected. The learning algorithm is integrated
into the feature selection process, which in turn makes use
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of the error of a given model to determine which feature
subset is most important to the user. It was decided to
employ the traditional LSTM model for the analysis of fea-
ture subsets in this study because of its capacity to address
time series forecasting issues. As a result, the optimal subset
of training characteristics may be determined from among
all of the subsets that have been investigated.

Through the use of a hybrid approach, the proposed fea-
ture selection attempts to integrate the best aspects of wrapper
and filter methods into a single method. After examining the
correlations between variables using filter criteria, appropriate
thresholds are determined in order to reduce the number of
feature variables that can be evaluated. The filter technique,
in contrast to other learning algorithms, is univariate in nature.

This results in it being significantly more efficient and fas-
ter to compute than the wrapper technique, and it is capable of
dealing with massive datasets with ease. No consideration is

currently given to how features interact with one another or
with the learning algorithms, which is a problem. In this case,
the wrapper technique is required because coupled features in
the single feature evaluation. In order to effectively use an indi-
vidual wrapper strategy, a significant amount of computer
power is required. This is owing to the learning methods used
and the enormous number of feature subsets that must be ana-
lyzed. Despite this, when the correlation results of the filter
approach are utilized as a guide, fewer feature subsets are gen-
erated and analyzed than would otherwise be the case. As a
result, the hybrid method that has been proposed has the
potential to improve the effectiveness of the feature selection.

3.2. Ensemble Feature Classification. In this study, we
employed an approach known as multimodel ensemble fea-
ture selection, which is an alternative to the methods that
have been previously explored. Initially, the training data is

Training data

Feature
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Feature
selection 2

Feature
selection n

Subset 1

Subset 2

·
·
·

·
·
·

·
·
·

Subset n

Model 1

Model 2 Ensemble Classifier Result

Model n

Figure 4: Classification [19].
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Figure 5: Observations from ensemble model for smaller PV farms.
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analyzed using a number of feature selection algorithms,
each of which generates a subset of the total data. Second,
a model is trained using a single subset of data that was pre-
viously acquired, as described above. Finally, we compile the
results of all of the simulations that we have conducted.
Figure 4 depicts the process of selecting ensemble features
from a large number of candidates.

4. Results and Discussions

During the experiment, a total of 10MW of capacity was
achieved through the use of polycrystalline solar panels
(Poly-SI) and thin-film solar cells (TFSC). The time series
dataset can be accessed in a number of different formats.
For our research, we used data with a five-minute resolution.

Low-bias machine learning models also reveal that esti-
mates for energy generation are pretty close to the reality.
According to the example studies depicted in Figure 5, clear
weather conditions outperformed overcast and partly cloudy
conditions for each ML model. When the weather is clear,
the shift in cloud cover is gradual, which allows for more
accurate power predictions. The RMSE of the power forecast
for a gloomy day is slightly higher than that of the power
forecast for a clear day. It is the actual and forecasted of
the predicted power for the partly cloudy day that are partic-
ularly bad. The error in a forecast is influenced by the variety
of the forecast. It is mostly owing to the greater unpredict-
ability associated with partially cloudy conditions that the
abovementioned discrepancies in forecast errors exist. In
contrast to the findings in Figure 6, the results in Figure 7
appear to be contradictory.

It is obvious from this dataset that the ensemble model is
capable of producing accurate estimates. It is possible that a
generalizedMLmodel that can be applied to any PV plant will
never be developed. It is possible that the ensemble model,
despite its excellent performance in this study, will perform
even better on a different dataset. The location and construc-
tion of the power plant may have an impact on the weather
conditions and the amount of electricity that is generated.
Clear data is more abundant in the dataset than cloudy data,
which indicates that the data is more reliable. Because the
dataset has a higher proportion of clear data than other
models for polar regions, the ML model overall performance
is superior to that of other models for polar regions.

5. Conclusions

An integrated machine learning model and the statistical
approach are used to anticipate future solar power genera-
tion from renewable energy plants. This hybrid model
improves accuracy by integrating machine learning methods
and the statistical method. In order to improve the accuracy
of the suggested model, an ensemble of machine learning
models was used in this study. When comparing the perfor-
mance of an ensemble model that integrates all of the com-
bination strategies to standard individual models, the
suggested ensemble model outperformed the conventional
individual models. According to the findings, a hybrid
model that made use of both machine learning and statistics

outperformed a model that made sole use of machine learn-
ing in its performance. In future work, the proposed method
can improvise the performance, accuracy, and the other
metrics using several deep learning mechanisms.
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Abstract: Approximate computing is a popular field for low power consumption
that is used in several applications like image processing, video processing, multi-
media and data mining. This Approximate computing is majorly performed with
an arithmetic circuit particular with a multiplier. The multiplier is the most essen-
tial element used for approximate computing where the power consumption is
majorly based on its performance. There are several researchers are worked on
the approximate multiplier for power reduction for a few decades, but the design
of low power approximate multiplier is not so easy. This seems a bigger challenge
for digital industries to design an approximate multiplier with low power and
minimum error rate with higher accuracy. To overcome these issues, the digital
circuits are applied to the Deep Learning (DL) approaches for higher accuracy.
In recent times, DL is the method that is used for higher learning and prediction
accuracy in several fields. Therefore, the Long Short-Term Memory (LSTM) is a
popular time series DL method is used in this work for approximate computing.
To provide an optimal solution, the LSTM is combined with a meta-heuristics Jel-
lyfish search optimisation technique to design an input aware deep learning-based
approximate multiplier (DLAM). In this work, the jelly optimised LSTM model is
used to enhance the error metrics performance of the Approximate multiplier. The
optimal hyperparameters of the LSTM model are identified by jelly search opti-
misation. This fine-tuning is used to obtain an optimal solution to perform an
LSTM with higher accuracy. The proposed pre-trained LSTM model is used to
generate approximate design libraries for the different truncation levels as a func-
tion of area, delay, power and error metrics. The experimental results on an 8-bit
multiplier with an image processing application shows that the proposed approx-
imate computing multiplier achieved a superior area and power reduction with
very good results on error rates.
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1 Introduction

Recently, approximate computing is an emerging approach to reduce the power consumption for several
applications like video processing, multimedia, image processing and data mining etc. The approximate
computing technique is performed by regulating the inexact calculation with a tolerable error in terms of
reducing power and increasing an operational frequency. These errors have not affected the operations of
computing and its performances [1]. The performance of approximate computing is based on multiplication
and additions. The function of multiplier or adder is truncated with some error compensation which
consumes a low power than exact circuits. This inexact or approximate design of adder or multiplier will
not affect a system’s output and it also improved energy efficiency with a good performance.

The Multipliers are the primary component in Approximate computing which is utilized for many
applications like digital signal processors, microprocessors and embedded systems [2]. Also, multiplier
requires high energy consumption and also design complexity. It becomes a greater challenge to design a
low power multiplier in digital circuits. On designing approximate multipliers, performance in terms of
energy consumption and hardware complexity is reduced. Thus the approximate multiplier application
achieved higher success in research and also enhanced the quality and performance of systems. Though it
is also more challenging to work for researchers in minimum power, the field is searching for a few
implementations with a higher training of input dependent or input aware techniques.

The DL is an advanced learning technique for solving a complex issue and highly predictable than any
other method. The DLmodel of Long Short-TermMemory (LSTM) model is used which is highly efficient in
classifying, predicting and processing the data in time series [3]. The main contribution of the proposed work
is to introduce a new DL model-based approximate multiplier with the awareness of prediction in area, delay
and power for the corresponding truncation levels.

To enhance the optimal Accuracy in approximate computing, the LSTM is combined with a Meta-
heuristics algorithm like the jellyfish Search Optimization algorithm. The jellyfish Search Optimization is
based on swarm Meta-heuristics that is developed by its food searching behaviour in an ocean current. In
this work, the novel input aware approximate multiplier design technique is presented. The input
awareness is done by using a novel Jelly optimised LSTM technique that is used to pre-train the input
data of the Approximate multiplier. This Approximate multiplier is highly trained with an optimal result
and stored in a library. As a result, by implementing this input aware approximate multiplier, the
performance of approximate computing is more efficient in terms of area, power and delay than the
previous techniques.

The rest of the work is contributed as: Section 2 described the related literature based on approximate
computing by using various DL methods. Section 3 explores preliminaries of a proposed method where the
clear view of the LSTM model is explained in it. Next, the proposed methodology is discussed with an input
aware jelly optimised LSTM technique in Section 4. Then the result and discussion of proposed and previous
methods are evaluated in Section 5. Finally, the summary of the entire work is concluded in Section 6.

2 Related Works

There are several experts are developed numerous novel approximate computing in terms of error and
power reduction. In some cases, the literature is explored with a DL based approximate computing which is
discussed below.

Jiang et al. [4] presented a survey and an approximate arithmetic circuit evaluation for various design
constraints. This method is improved the system performance quality and obtained a minimum power
consumption. Jo et al. [5] explored a neural processing element based on approximate adders. This
method used a fault tolerance property of DL algorithms that reduced resource usage without modifying
accuracy. Next, the tiny two-class precision (high and low) controller model is designed by Hammad
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et al. [6] to improve the multiplier performance. This hybrid of high and low achieved a maximum gain with
a low error rate than a single-precision controller technique.

Nourazar et al. [7] developed a mixed-signal memristor design to multiply floating-point signed
complex numbers. This multiplier is used to stimulate a CNN and lastly integrated with a generic pipeline
×86 processor. This method achieved a high computational speed and low error tolerance. Next, the
Stochastic Computing techniques are explored by Lammie et al. [8] that performed training in terms of
fixed-point weights and biases. The FPGA implementation is experimented with using this method by
achieving minimum power consumption than GPU counterparts. Siddique et al. [9] designed an
Evoapprox8b signed multipliers which is energy efficient with bit-wise fault resilience and extensive
layer-wise. The result shows that the energy efficiency obtained a fault resilience was orthogonal.

Also, an efficient approximation is designed using DNN accelerators by Mrazek et al. [10]. The DNN
accelerators based computational path avoided the retraining process to save power consumption. The
pruning techniques in digital circuits are designed using Machine Learning (ML) by Sakthivel et al. [11].
The Random forest method is applied to prune the selected gates according to an input. This result
obtained a minimum error rate with higher accuracy by Pruning nodes prediction. Chou et al. [12]
explored a jellyfish Search optimization that is based on jellyfish searching food behaviour in an ocean
current. This model also included a time control mechanism to control its movements between the swarm
and inside the swarm. Chandrasekaran et al. [13] applied a dragonfly and lion optimization based
algortihms to solve the optimization problems in test scheduling of system on chips.

3 Preliminaries

Based on the novel jelly optimised LSTM model, the preliminary of the proposed work is discussed in
this section. In the proposed work, the LSTM model is majorly contributed in it that is explained with its
working operation below.

LSTM model

The LSTM is the most popular DL model in recent times which is applied for sequential modelling. The
LSTM is followed by a time series model of Recurrent Neural Network (RNN) which is also efficient in non-
linear function. But the RNN, it is faced a few issues like gradient vanishing which can be store limited data
in the memory. These issues are rectified by using an LSTM model.

The LSTM structure is shown in Fig. 1 which consists of three gates and a cell state. The cell state is used
to flow the relevant units by permitting a few linear functions. The three gates are input, forget and output gates.
The Input gate is used to fetch the data from the dataset. Next, the forget gate is used for data storage where the
long term information is stored in it. This gate also stored hidden data of previous states which is useful for long
term execution. Last an output gate is decided to write the data and also passed it to the next hidden layer. All
these gates are performed by controlling a gate’s valve opening and closing i.e., 0 and 1 respectively.

The mathematical derivation of forget state based on Xt (input) and ht (hidden layer activation functions)
is expressed as follow,

Ft ¼ sðWf ½ht � 1 ; xt� þ bf (1)

where
σ→ Sigmoid activation function,
W→ weight matrices
b→ threshold bias

sðXÞ ¼ 1

1� e�x
(2)
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The Input Gate and output gates are activated to obtain a hidden cell state Ct. The hidden cell state is
used to move the information into a new hidden cell state. Both the gates are performed by using a
sigmoid (σ) and hyperbolic tangent function (tanh) activation function. Thus, the input gate (it) and an
output gate with a new hidden cell state (ot) that is expressed in the following.

it ¼ sðwi½ht�1; xt� þ bi (3)

ot ¼ tanhwo½ht�1; xt� þ bo (4)

tanhðX Þ ¼ ex
0 � e�x0

ex0 þ e�x0 ; between � 1 to 1 (5)

Objective Function

The objective function is defined by fine-tuning the weights and threshold bias of the LSTM
hyperparameter. The fine-tuning is done by using the JellyFish search optimization which is obtained an
optimal result. Based on this function, the approximate computing multiplier is trained by optimised
LSTM to provide a pre-defined library function. This predefined library can be achieved an error rate
reduction and high computational speed in approximate computing. Thus, the Mean Square Errors (MSE)
can be formulated in terms of desired output of the approximate multiplier (Di) and a predicted output of
Approximate multiplier (Pi) in below.

MSE ¼ minimum

PN
i¼1 ðDi � PiÞ2

N

 !
(6)

Based on the MSE value, the fine-tuning is performed by the novel jelly optimised LSTM algorithm in
terms of weight and biases respectively.

Ct

σf σf tanh σo

tanh

ReLU

х +

Xt

Xt+1

Ct-1

ht-1

ht

x

x

Figure 1: LSTM model
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4 Proposed Methodology

In this section, the proposed approximate multiplier based DL based library generation. This proposed
approximate multiplier is aimed to reduce the power and area with improved error rate performance. The
overall architecture of proposed approximate computing is shown in Fig. 2. The proposed Approximate
Computing architecture comprises an input module, Approximate multiplier, Novel Jelly optimised
LSTM model, Optimised Pre-trained Library and output module.

From Fig. 2, the input module is used to fetch the data for computing that is sent to perform an
approximate multiplier. The Approximate multiplier has two main processes namely Jelly optimised
LSTM and pre-trained library. Initially, to provide an optimal solution with higher accuracy, the Jelly
optimised LSTM is performed. This model has applied all the functional possibilities of an approximate
multiplier. Then all these optimised values are stored in a library. The optimised pre-trained library is the
memory block that is stored a maximum amount of data after jelly optimised LSTM is performed. Based
on the input data, the approximate multiplier provides a corresponding output value to the output module.
Finally, the output of the approximate computing is obtained with a minimum error rate, low power
dissipation and high accuracy.

Therefore, the proposed Approximate computing has resulted in higher merits based on the Novel Jelly
Optimised LSTM model (discussed below)

Proposed Novel Jelly Optimised LSTM

The Novel Jelly Optimised LSTM is proposed that is used to fine-tune the LSTM hyperparameters using
JellyFish search optimization. The weight and threshold biases are the main hyperparameters of LSTM.
These parameters are fine-tuned by JellyFish Search optimization to determine its objective function. This
objective function is evaluated to provide the best optimal result. Later, the LSTM model is performed
with a classification in approximate computing multiplier. Thus the optimal input awareness of
approximate computing is achieved with greater accuracy by using a pre-trained Optimised LSTM.
Therefore the JellyFish Search optimization is discussed in the following.

Jellyfish optimizer

Jellyfish is a very famous and well-known fish in an entire world which is lived from surface waters to
the deep sea. It is structured as a soft body bell-shaped and long, harsh tentacles with various colours, shapes
and sizes. The tentacles are used to attack and paralyze the prey by its venom. It has a special feature of
allowing controlling its own movements. It is formed an umbrella structure to move forward by pushing
water. Based on currents and tides, it is mostly drifting in the water. At a time of favourable condition,
the jellyfish used to make a swarm to show its mass named as Jellyfish bloom. To form a jellyfish swarm,

Input data

Approximate 

Multiplier

Proposed Jelly 
optimised LSTM

model

Pre-trained 
Library

Approximate computing
Output

data

Figure 2: Novel approximate computing
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there are several parameters measured such as ocean currents, oxygen availability, available nutrients,
predation, and temperature. The swarm formations are obtained with this parameter where ocean currents
are the most significant factor for a swarm. Thus the Jellyfish Search algorithm is inspired by its
searching characteristic and ocean movement. These fishes are made actions in three possible ways namely,

1. It is lived either in an ocean current or towards the swarm; it has a “time control process that carried
between these movement types.

2. It is searched for food in the ocean and attracted to the location of maximum little fish prey or quantity
is presented.

3. Once the prey’s location is identified location and its objective function is evaluated.

The Jellyfish behaviour based on search food in the ocean is shown in Fig. 3.

Ocean current

The ocean current with numerous nutrients is attracted by jellyfish. The ocean current direction (trend) is
expressed in Eq. (1).

trend
���! ¼ X � � b � randomð0; 1Þ � l; (7)

where X � ! current best position of jellyfish which is the mean value of every jellyfish location; β >
0 represents a coefficient of distribution towards trend length.

The position update of jellyfish is formulated in the following.

Xiðt þ 1Þ ¼ XiðtÞ þ randonð0:1Þ � trend���!
(8)

Jellyfish swarm

A swarm is the collection of jellyfish in large quantities. It is moved in its original position known as
passive motion, type A or a new position known as active motion, type B.

Thus, the Type A motion is expressed by updating its own position by using the following equation

Xiðt þ 1Þ ¼ XiðtÞ þ c � randonð0:1Þ � ðUB� LBÞ (9)

where, UB→ upper bound of search space, LB→ lower bound of search space and γ→ motion coefficient.

Thus the coefficient with the motion’s length is updated and considered as γ = 0.1

Jellyfish in ocean

Jellyfish bloom

Ocean 
current Swarm 

Passive 
motions 

Active 
motions

Figure 3: Jellyfish behaviour in the ocean
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In Eq. (9), the type B movement is simulated. The jellyfish (j) is selected randomly to evaluate the
movement direction. The jellyfish vector is chosen with an interest (i) to the selected jellyfish (j). If the
preys are predicted at the location of chosen jellyfish (j) exceeds that jellyfish position of interest (i), then
again moves to the first. When the prey is available for the selected jellyfish (j) is minimum than the
jellyfish position of interest (i), then it will move away directly from the location Therefore every jellyfish
is moved to determine better positions for prey by updated jellyfish position.

step��! simulated random ð0; 1ÞDir�! (10)

Dir
�! ¼ XjðtÞ � XiðtÞ if f ðXiÞ � f ðXjÞ

XjðtÞ � XjðtÞ if f ðXiÞ � f ðXjÞ
�

(11)

Xiðt þ 1Þ ¼ �XiðtÞ þ step��! (12)

where f represents an objective function of position X

To evaluate the motion types over time, a time control mechanism is presented. This control mechanism
controlled an overall swarm type A and type B motions and also a jellyfish movement toward an ocean
current. Thus the time control mechanism is explained in the following.

Time control mechanism

In this mechanism, the Jellyfish are often attracted to an ocean current because of its numerous nutritious
plants. Frequently the temperature, wind and other atmospheric changes are carried in an ocean current. Then
the jellyfish swarm migrated to another ocean current and form a new swarm in a new ocean current. The
Jellyfish can be moved inside a swarm among type A and type B motion. Initially type A is selected for
many overtimes, then type B is preferred gradually. To control the jellyfish movement between ocean
current and between swarm, the Time control mechanism c(t) is expressed below.

cðtÞ ¼ 1� 1

Maxiter
� ð2 � randomð0; 1Þ � 1Þ

����
���� (13)

where t represents a number of iterations in a specified time and Maxiter represents a maximum number of
iterations. Therefore, jellyfish Search Optimization is discussed in algorithm 1.

Algorithm 1: proposed Jelly Optimised LSTM

Input: LSTM Hyper-parameter population (npop), Maxiter

Output: Optimal Result

Begin

Initialize LSTM Hyper-parameter population Xi, i = 1, 2,.., npop and Maxiter

Evaluate prey at Xi and f(Xi)

Determine present position jellyfish at X*

Initialize t = 1

For i = 1: npop do

Estimate c(t)

If c(t) ≥ 0.5

Evaluate Ocean current

Update new jellyfish position

(Continued)
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Else movement inside the swarm

If random (0, 1)>(1-c(t)): type A motion exhibits

Update New position

Else type B motion exhibits

Evaluate Jellyfish Direction

Update new position

End if

End if

Verify boundary and new location prey’s quantity

Update Xi and Xi with most prey X*

End for if

Generate time: t = t + 1

Until t > Maxint

Obtain optimal solution

End

Approximate multiplier design

The proposed jelly optimized LSTMmodel is trained with all possible combinations of multiplier inputs
by varying truncation levels. The pretrained clusters are formed by the LSTM model to design an
approximate multiplier with an optimal error rate. The knowledge about error rate and power
consumption leads to improving the approximate performance of the proposed multiplier.

5 Performance Evaluation

The proposed multiplier is coded in Verilog and simulated using a synopsis compiler. The proposed
multiplier compared with other conventional approximate multipliers like Under Designed Multiplier
(UDM) [14] , Partial product perforation (PPP) [15], Static Segment Multiplier (SSM) [16] , Approximate
compressor-based multiplier (ACM) [17] and Machine Learning based Approximate Multiplier(MLAM)
in terms of area, delay, power mean relative error (MRE) and normalized error distance (NRE). In image
processing applications, a geometric mean filter (GMF) is used to the smoothen image by removing
unwanted noise. It performs geometric mean operations of pixels to enhance the image visual effects. The
output image after performing GMF is given by

GMFðx; yÞ ¼
Y

Iði; jÞ
h i1=mn

(14)

where I denote the original image. Each pixel of the GMF processed image at point (x, y) is specified by the
product of the pixels within the geometric mean mask raised to the power of 1/mn. To evaluate the efficiency
of the proposed DL based multiplier, two 8-bits per pixel greyscale images with Gaussian noise are
considered. The noisy images are filtered by applying a 3*3 mean filter with neighbouring pixels centred
around them. The workflow of the proposed Peak signal-to-noise ratio (PSNR) and energy requirement is
shown in Fig. 4. The performance of the proposed multiplier is given in Tab. 1. PSNR is the proportion

Algorithm 1: (continued)
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among the extreme possible power of an image and the power of corrupting noise that disturbs the quality of
its illustration. To calculate the PSNR, it is required to correlate that image to an ideal original image with the
maximum possible power.

Exact multiplier design 

Design of approximate multiplier

Image processing –Filter 
MATLAB

Accurate pixel multiplication 
Approximate pixel

multiplication 

Performance analysis 
(Energy & PSNR)

Figure 4: Proposed image processing performance analysis

Table 1: Area, power and delay analysis of proposed multiplier

TYPE AREA POWER DELAY

Multiplier without approximation 2412.6 872.19 0.34

DLAM 853.19 151.51 0.21

MLAM 913.66 167.69 0.22

AM [18] 1079.14 251.3 0.23

ACM 1365.56 219.22 0.2

SSM 1977.51 630.49 0.345

PPP 2270.37 786.43 0.32

UDM 1970.3 662.44 0.33
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In the proposed DL multiplier model, the approximated library is generated for all combinations of
inputs. The truncation level of outputs with the corresponding area, energy, and error metrics are trained
to the model to identify the best truncation bits and error compensation values. For 8-bit multiplier, 216

combinations of inputs and error metric for various truncation and error compensation values trained to
LSTM model for selection best multiplication with the awareness of inputs.

Compared to other approximate multipliers, the proposed DL multiplier outperforms in terms of area,
power and delay. Tab. 2 gives an error metric comparison of a proposed multiplier. From the results
observed that the lower values of MRE and NRE prove the better suitability of the proposed multiplier in
high power savings with more error tolerance applications.

The PSNR and energy savings of noisy images with resultant geometric mean filtered images are given
in Tab. 3. The energy requirement of ML and DL based approximate multiplier is 1.90 and 1.34 μJ
respectively. PSNR outputs of ML and DL based approximate multiplier is 71.5 and 74.9 respectively.

6 Conclusion

Approximate computing or inexact computing is used in numerous applications. Several researchers are
worked on the low power approximate multiplier to improve the performance of Approximate computing. In
this work, the novel Jelly optimised LSTM techniques are presented for an approximate multiplier. The
approximate multiplier is obtained a highly optimised pre-trained input data using Jelly optimised LSTM
techniques. The proposed technique is performed by fine-tuning the LSTM hyperparameters using
jellyfish search optimisation. Based on the input aware knowledge of the pre-trained library, the
performance of Approximate computing is increased. Therefore, the proposed Approximate computing is

Table 2: MRE and NRE analysis of proposed multiplier

TYPE MRE NRE

DLAM 0.187 0.003

MLAM 0.296 0.003

AM 0.305 0.005

ACM 0.376 0.006

SSM 0.319 0.006

PPP 0.452 0.007

UDM 0.332 0.007

Table 3: PSNR and average energy required for filtering

Benchmark MLAM (PSNR) DLAM (PSNR) DLAM (Energy-μJ) DLAM (Energy-μJ)

Lena 67.2 73.5 1.90 1.34

Airplane 74 76.81 2.06 1.89

Baboon 69.5 72.5 1.10 0.94

Peppers 53 56.4 0.98 0.54

Cameraman 71.5 74.9 1.89 1.71

Moon surface 63 72.4 1.13 0.82
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obtained a low power and minimum error rate than the previous model. Further, the performance of the
proposed work is evaluated in terms of area, power and accuracy with the previous techniques. As a
result, the proposed work is achieved a higher performance in all metrics than existing.
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Abstract: The most recent developments in Thermal Barrier Coating (TBC) relate to engine perfor-
mance, manufacturing and other related challenges. TBC on the piston crown and valves to enhance
engine characteristics while using diesel and Mahua Methyl Ester (MME) as a petroleum fuel has a
great sustainable development. For this utility, a Direct Injection (DI) conventional diesel engine was
renewed to an LHR engine by applying 0.5 mm thickness of 3Al2O3-2SiO2 (as TBC) onto the piston
crown and valves. The MME is used in the LHR (Low Heat Rejection) engine. For examination,
the fuel injector pressure is set at 200 bar. Compared to a standard DI diesel engine, the results
demonstrate that the application of TBC boosts brake thermal efficiency to 13.65% at 25% load. The
LHR engine’s SFC and BTE significantly improved at full load while using MME fuel. The lower tem-
perature of exhaust gases is achieved by combining MME and diesel fuels with TBC. It was observed
that both MME with and without TBC significantly reduced the smoke density. In addition, it was
exposed that using MME fuel with TBC very slightly reduced carbon monoxide emissions under
all loads. It was also shown that MME with TBC significantly reduced environmental hydrocarbon
emissions at all loads.

Keywords: mahua methyl ester biodiesel; diesel fuel; thermal barrier coating; low heat rejection
engine; environment; renewable energy

1. Introduction

In India, the production of inedible oil is poor, leading to some development work
undertaken by the Government of India for the production of alternative fuel to inedible
oils, such as Jatropha, Mahua, Karanja, Linseed, Cotton, Mustard, Neem, etc. In India, most
of the states are tribal regions where Mahua seeds are found in abundance [1,2]. The Mahua
tree can provide sources from the seventh year of the plantation onward. Mahua seed oil is
a common ingredient of Indian hydrogenated fat. The Mahua raw oil is extracted from the
seed kernels and its oil appears similarly to semi-solid fat at room temperature, pale yellow
due to the high viscosity in oil. Mahua crude oil contains 30 to 40% free acids. During
biodiesel production, the manufacturer can produce various products from glycerin [3,4].
Generally, the raw Mahua Oil (MO) has a high percentage of Free Fatty Acids (FFA) and
the change in FFA to biodiesel is very much essential in employing the transesterification
or esterification process [5,6]. It is also observed that MO’s properties and chemical compo-
sition are approximately similar to other inedible oil such as Cotton, Neem, Karanja, etc.,
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but the Mahua has a high content of viscosity and FFA. Some renowned processes such
as transesterification, esterification, dilution, microemulsion and pyrolysis are utilized to
reduce the viscosity in order to produce biodiesel. However, transesterification is one of
the best processes for obtaining maximum yield with some effective properties compared
to diesel properties [7,8]. The impact of n-butanol/diesel blended fuels on the performance
and emissions of heavy-duty diesel engines was investigated. The results showed that the
engine performed better when 10% n-butanol was combined with diesel [9]. The effect of
n-butanol/diesel fuel on engine performance and emission parameters was investigated
and the results revealed that n-butanol at 2% and 4% in the blended fuel reduced emis-
sion levels [10]. The impact of n-butanol blended fuels on Euro VI diesel engines was
investigated. The findings revealed that diesel/n-butanol mixed fuels increased CO and
HC emissions while having no influence on NOx emissions [11]. The combustion and
exhaust characteristics of an n-butanol/diesel fuel blend were investigated. The results
revealed that the 20% n-butanol/diesel blend reduced soot, NOx, and CO emissions by
56.52%, 17.19%, and 30.43%, respectively, when compared to diesel [12]. The combustion
and exhaust characteristics of a blended n-butanol/diesel fuel engine were investigated.
The results revealed that n-butanol reduced CO and soot emissions while increasing NOx
emissions in n-butanol/diesel fuel [13]. Particulate matter emissions from vehicles can
be produced directly throughout fuel combustion or through condensation in the air and
nucleation during the dilution and cooling of hot tailpipe exhaust [14]. The majority of
particles produced by engine combustion are graphitic carbon, with minor amounts of
metallic ash, sulfur compounds, and hydrocarbons [15]. Particle number size distributions
(PNSDs) and PM emissions from vehicles are influenced by several factors, including en-
gine type such as SI or CI Engines, type of fuel and engine specifications, vehicle operating
conditions, particulate filter technology, and atmospheric conditions (temperature, wind
speed, and humidity) [16,17]. One of the physical methods for using vegetable oil in a diesel
engine that does not require any chemical treatment is microemulsion [18]. Microemulsions
are made by combining esters and dispersants (solvents) with or without diesel fuel to
form clear, thermodynamically stable oil-surfactant dispersion [19]. As a result of their
higher alcohol content, microemulsions have a lower calorific value than diesel; however,
these alcohols have a higher latent heat property and can cool the combustion chamber,
reducing nozzle coking. The effects of microemulsification and transesterification on the
performance of vegetable oil engines using methanol were examined. The effectiveness of
methanol/vegetable oil microemulsions is based on employing methanol-based biodiesel
as a surfactant. Previous research focused on the impact of co-surfactants and the effect of
catalysts in water oil microemulsions produced from various refined and high-free fatty
acid (FFA) oils [20,21]. A few thermos-chemical liquefication studies have focused on using
waste sludge mixed with various co-surfactants to develop diesel fuel via microemulsion
in enhancing its use and the physicochemical properties of the emulsified fuel. However,
due to the high carbon waste and low efficiency, more research is required to enhance this
technology for large-scale use [22,23]. As per the authors view, during the combustion of IC
engines it was noticed that heat loss is one of the major problems and plays a vital role in
all aspects of engine operation such as engine efficiency, fuel consumption, and emissions.
Due to the loss of heat energy, the engine’s performance and efficiency will be reduced.
When the combustion gases take place inside the combustion chamber, the heat energy
will be rejected to the atmosphere and pass through the other heat transfer modes. The gas
temperature and pressure will be lost due to the engine output.

According to the Global Energy Statistical Yearbook 2020, India consumed 1230 TWh
of energy in 2019. In comparison to 2018, global consumption increased by 0.7%. Global
energy consumption is expected to skyrocket in the coming century. New industrial power
generation equipment materials have resulted in more efficient and long-lasting engines to
meet increasing energy demands [24]. Turbines generate energy over a long period. Gas
turbines are widely used in energy generation and transportation. The material used in
turbine engines has a longevity of over 50,000 h when operated at temperatures ranging
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from 900 to 1100 ◦C. The materials will oxidize regardless of how good they are. Protective
coatings are commonly used to keep the fabric from further oxidation and corrosion.
Surface modification aims to improve or enhance surface properties that aid in corrosion
and oxidation resistance. Coatings have become more resistant to deterioration under
operational conditions in recent years [25].

Thermal barrier coatings act as heat barriers, preventing heat from spreading through-
out the material. TBC plays an important role in safeguarding parts of gas turbines, internal
combustion engines, and other high-temperature machines. TBC is a patterned framework
that is layered over metallic segments, such as gas turbine blades. TBCs are distinguished
by their low heat conductivity; the coating withstands extremely high temperatures when
subjected to a heat stream [26,27]. The need for a higher working temperature in today’s
gas turbines is an ever-increasing process to improve their work productivity. As a result,
the extended working temperatures exceed the melting point of nickel-based super alloys,
which is deleterious to the chemical and heat-resistant properties of these composites. As
a result, it is critical to protect these substrate materials from high operating temperature
levels by providing heat protection via TBC’s. Many years ago, ceramics were used before
the LHR Engines. Cerium is also used in a thermal barrier coating with a high melting point
that is spattered on the outside of alloy parts and has a thickness of 120–400 µm. Ceramic
materials have a lower heat conduction coefficient and weight than the other materials
used in conventional methods [28]. Nowadays, it is observed that ceramic materials have
grown to achieve a better performance in diesel engines [29,30]. Lanthanum zirconate
(LaZrO) is well-known in aircraft engines for its high melting point and good thermal
stability. The thermal properties and failure mechanisms of these advanced TBCs remain
difficult to understand [31]. Due to TBC’s capacity to shield, which permits greater working
temperatures and lowers the cost of cooling systems, this trend will undoubtedly continue,
improving component efficiency overall [32]. The significant lengthening of YSZ TBC
lifetime with the application of particular transient regimes with medium cooling/heating
rates. This would enable the usage of YSZ at surface temperatures much higher than
1200 ◦C [33,34]. This paper examines the current state of TBCs, including the most recent
developments in terms of their performance and manufacture, associated difficulties, and
suggestions for their potential usage in severe settings such as diesel engines, aerospace,
nuclear, high-temperature, or other.

Consequently, the loss of heat transfer energy in the engine decreases the overall
performance. Many experimental studies have been conducted to gain a better understand-
ing of the mechanisms that affect heat transfer within the combustion chamber. Each of
these fundamental studies has contributed to understanding heat transfer in the IC engine,
with the ultimate goal of improved engine performance and efficiency. Thus, many have
demonstrated that the most essential factors affecting heat transfer include engine load,
speed, compression ratio, ignition timing, fuel pressure variation, and equivalence ratio.
By applying TBC onto the piston crown and valve, the direct injection (DI) conventional
diesel engine is transformed into an LHR engine to reduce heat loss [24]. Enhancing the
LHR engine with effective TBC promises lower fuel consumption, higher thermal efficiency,
lowering emissions and elimination of the cooling system [25]. Several ceramic coatings
such as Mullite, AL2O3, TiO2, CaO/MgO–ZrO2 and Yttria-stabilized Zirconia (YSZ), have
been used in several engine applications [26,27].The key contributions of this paper are
summarized as follows:

• The system was designed to improve the diesel engine with certain modified parame-
ters such as Thermal Barrier Coating on the piston crown and valve surface based on
a thorough literature review;

• The conventional diesel engine was aimed renewed to an LHR engine by applying
0.5 mm thickness of 3Al2O3-2SiO2 (as TBC) onto the piston crown and valves;

• In addition, an alternative fuel was used to reduce emissions with a low heat rejec-
tion system;
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• Mahua oil was selected for investigation with TBC due to more O2 content present in
Mahua oil.

As per the literature survey, further criteria are discussed in choosing the TBC for
diesel engines and the Mullite material characteristics are covered in Section 2. The trans-
esterification procedure for creating Mahua Methyl Ester from its raw oil is described in
Section 3. The comparison of the various fuel attributes is discussed in Section 4, along
with an analysis. The experimental photography and the engine parameters are described
in Section 5, alongside their specifications.

2. Low Heat Rejection Engine
Selection of TBC Material for IC Engines

To fulfill the requirement of a suitable TBC, we have to find an appropriate TBC with a
good attachment of coating materials that can resist rigorous conditions in the diesel combustion
chamber. The essential requirements for an excellent quality TBC are outlined below.

• Chemical inertness;
• Good adherence capability with a metallic substrate;
• Higher melting point of a material;
• Lower thermal conductivity of a material;
• At room temperature, no phase changes take place;
• Same thermal expansion coefficient with the metallic substrate [35,36].

Even though numerous ceramic materials are used as TBC in diesel engines, the
physical properties of Mullite, such as thermal conductivity, high corrosion resistance, high
hardness, good thermal shock resistance below 1273 K, etc., are promising. There are some
physical properties of Mullite as TBC as shown in the below Table 1. From the below
table, we can expect that a quality outside layering material is quite suitable for an internal
combustion engine’s purpose.

Table 1. Properties of Mullite.

Name Properties

Mullite
(3Al2O3-2SiO2)

Melting Point Poisson’s Ratio Thermal
Conductivity (λ) Young’s Modulus (E) Thermal Expansion

Coefficient (α)
2123 K 0.25 3.3 W/mk (1400 K) 127 GPa (293 K) 5.3 × 10−6 (293–1273 K)

The conventional engine was converted into an LHR engine with a Mullite coating in
order to improve the engine. For this purpose, one bore diesel engine is transformed into
LHR engine by applying the Mullite of 0.5 mm thickness onto the valves and piston crown
as shown in Figure 1.Later, experimental work was carried out with standard diesel and
biodiesel with and without TBC to analyze the performance and emission characteristics.
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3. Transesterification Process

In this section, the transesterification process is presented. Initially, the Mahua oil is
preheated at 65 ◦C to 70 ◦C for 30 min to remove the moisture content. After the preheating
process, 1000 mL of Mahua oil is taken with 14 g of potassium hydroxide and 300 mL
of methanol. The potassium hydroxide and methanol are added to 1000 mL of Mahua
oil, then it is heated at 55 ◦C and simultaneously the solution has to be stirred for 60 min.
During the process, the chemicals react with the Mahua oil and produce the MME. After
finishing the process, the mixture is allowed to settle down in a separating flask for 24 h.
Once the reaction process is completed, the glycerin must be settled down and the methyl
ester should be separated in a separate container. After the separation, the MME should be
washed with distilled warm water. The distilled water is heated at 45 ◦C; then, the heated
distilled water is mixed with MME and after mixing the solution, it must be shaken gently
to remove residual catalyst or soap content. Then, the distilled water is removed. The
MME is then heated at 100 ◦C for 30 min to remove the trace of water left over in it. Finally,
the Mahua biodiesel was obtained as per the methodology of the reference article [37] as
shown in Figure 2.
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4. Fuel Properties

Various physical properties of diesel and MME fuels are mentioned in Table 2. Some of
the physical properties, such as density, specific gravity, kinematic viscosity, calorific value,
flash point, fire point, Cloud point, pour point and colour, were tested in the fuel laboratory
of Malla Reddy Engineering College, India and the rest of the properties were cited [38]. The
properties of the MME fuel are within the standard of ASTM D 6751 and EN 14214.
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Table 2. Properties of the Fuels.

Properties Diesel MME Test-Method Instruments Used

Density(15 ◦C), kg/m3 835 872 EN ISO 3675/EN ISO
12185 Hydrometer

Specific gravity 0.850 0.916 ASTM D792 Hydrometer
Kinematic viscosity at 40 ◦C,

mm2/s 2.4 4.0 EN ISO 3104/EN 14105 Redwood Viscometer

Calorific value (KJ/kg) 42,930 39,400 ASTM D240 Bomb Calorimeter

FlashPoint ◦C 70 127 EN ISO 2719/EN ISO
3679 Pensky-Martens

FirePoint ◦C 76 136 EN ISO 2719/EN ISO
3679 Pensky-Martens

Cloud point ◦C −10 to −15 6 ASTM D2500 Cloud Point
Pour point ◦C −35 to −15 1 ASTM D97 Pour Point

Colour Light brown Dark yellow NM Based on eye visibility
Cetane number 51 46 EN ISO 5165 [38]

Aniline point ◦C 69 63 EN 14111 [38]
Iodine value NM 60 ASTM D1959-97 [38]
Diesel index 150 145 NM [38]

Note: NM = Not measured.

5. Experimental Setup Description
5.1. Engine Test

A 3.5 kW single bore diesel engine (Table 3) with a fixed speed 1500 rpm water cooled
is used for the investigation to progress the performance and to diminish the harmful
emissions. The layout of the experimentation setup has been depicted in Figure 3. For
loading the engine, the eddy current dynamometer has been used for investigation.

Table 3. Engine Specifications.

Name of the Specifications Values

Name of Engine Kirloskar
Stroke 4

Type of cooling Water Cooled
Loading Type Eddy Current Dynamometer

BHP 5
Stroke length 110 mm

Bore 80 mm
No. of Cylinder 1

Compression Ratio 16.5:1
Speed 1500 rpm

Fuel Injection Pressure 200 bar
Rated output 3.68 kw (5.0 hp)

Connecting Rod Length 230.0 mm
Exhaust Valve Open 20◦ BBDC [39]
Exhaust Valve Closes 20◦ ATDC [39]

Inlet Valve Open 20◦BTDC [39]
Inlet Valve Close 25◦ ATDC [39]

Injection Advance 27◦ BTDC

The fuel has been injected into a cylinder with a pressure of 200 bar. The timing made
for valve opening and closing is the exhaust valve opens at 20◦ BBDC, the exhaust valve
closes at 20◦ ATDC, the inlet valve opens at 20◦ BTDC and the inlet valve closes at 25◦

ATDC. The fuel injection timing was maintained at 27◦ before Top Dead Center. Emission
gas analyzers and smoke analyzers were used to find the content of HC, CO, NOx, and
smoke opacity.



Sustainability 2022, 14, 15801 7 of 15

Sustainability 2022, 14, x FOR PEER REVIEW 6 of 15 
 

 
Sustainability2022, 14, x. https://doi.org/10.3390/xxxxx www.mdpi.com/journal/sustainability 

cited [38]. The properties of the MME fuel are within the standard of ASTM D 6751 and 

EN 14214. 

Table 2. Properties of the Fuels. 

Properties Diesel MME Test-Method Instruments Used 

Density(15 °C), kg/m3 835 872 
EN ISO 3675/EN ISO 

12185 
Hydrometer 

Specific gravity 0.850 0.916 ASTM D792 Hydrometer 

Kinematic viscosity at 

40 °C, mm2/s 
2.4 4.0 EN ISO 3104/EN 14105 Redwood Viscometer 

Calorific value (KJ/kg) 42,930 39,400 ASTM D240 Bomb Calorimeter 

FlashPoint °C 70 127 
EN ISO 2719/EN ISO 

3679 
Pensky-Martens 

FirePoint °C 76 136 
EN ISO 2719/EN ISO 

3679 
Pensky-Martens 

Cloud point °C −10 to −15 6 ASTM D2500 Cloud Point 

Pour point °C −35 to −15 1 ASTM D97 Pour Point 

Colour 
Light 

brown 

Dark 

yellow 
NM Based on eye visibility 

Cetane number 51 46 EN ISO 5165 [38] 

Aniline point °C 69 63 EN 14111 [38] 

Iodine value NM 60 ASTM D1959-97 [38] 

Diesel index 150 145 NM [38] 

Note: NM = Not measured. 

5. Experimental Setup Description 

5.1. Engine Test 

A 3.5 kW single bore diesel engine (Table 3) with a fixed speed 1500 rpm water cooled 

is used for the investigation to progress the performance and to diminish the harmful 

emissions. The layout of the experimentation setup has been depicted in Figure 3. For 

loading the engine, the eddy current dynamometer has been used for investigation. 

 

Figure 3. Photograph view of an experimental setup. 

  

Figure 3. Photograph view of an experimental setup.

5.2. AVL 444 Gas Analyzer

This procedure must be performed on gas analyzers after they have been field-
commissioned and for subsequent calibration. The accuracy and measuring ranges are
presented in Tables 4 and 5.

Table 4. Gas Analyzer Measuring Range.

S. No. Measured Parameter Specification

1 Oxygen 0–22% vol.
2 Carbon monoxide 0–10% vol.
3 Carbon dioxide 0–20% vol.
4 Hydro carbon 0–20,000 ppm
5 Nitrogen oxide 0–5000 ppm
6 Engine speed 400–6000 rpm
7 Oil temperature 30–125 ◦C
8 Lambda 0 to 9.999

Table 5. Gas Analyser Accuracy.

S. No. Measured Parameter Specification

1 Oxygen <2% vol.: ±0.1% vol.
>2% vol.: ±1% vol.

2 Carbon monoxide <0.6% vol.: ±0.03% vol.
>0.6% vol.: ±5% vol.

3 Carbon dioxide <10% vol.: ±0.5% vol.
>10% vol.: ±5% vol.

4 Hydro carbon <200 ppm: ±10 ppm
>200 ppm ±5% of ind. value

5 Nitrogen oxide <5000 ppm: ±50 ppm

6 Engine speed ±1% of ind. value

7 Oil temperature ±4 ◦C
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The test procedure for gas analyzers is as follows:

• Ensure that the power supply meets the manufacturer’s specifications and that the
electrical earthing is correct;

• Ensure that all of the accessories specified by the manufacturer are present and functional;
• Validate the span and zero calibration with suitable CO and HC sample gases;
• Examine the electrical calibration;
• Ensure that the sampling system is leak-free;
• The printer is operational, and the printout details are correct;
• Using this analyzer, check one vehicle for idling emission measurement.

5.3. Specification of AVL Smoke Meter and its Operating Conditions

The specifications of AVL smoke meter are presented in Table 6. Operating conditions:

• Warm-up time:20 min (max.) at 220 V Supply;
• Operating temperature:0–50 ◦C;
• Relative humidity:90% at 50 ◦C relative humidity (non condensing).

Table 6. Specification of AVL smoke meter.

Type Values/Model

Make and Model AVL 437C Smoke meter
Sampling type Partial flow
Light source Halogen Lamp, 12 V/5 W

Range 0–100% opacity, 0–99.99 m−1 absorption
RPM 400–6000 in

5.4. Percentage Uncertainties of Calculated Parameters

The uncertenities of calculated parameters are shown in Table 7.

Table 7. Uncertainties for Calculated parameters.

Parameters Percentage Uncertainties

Brake power ±0.5
Brake specific fuel consumption ±1.5

Brake thermal efficiency ±1.0

6. Results and Discussion

At different loadings, the LHR engine was investigated for different diesel and
biodiesel with TBC and without TBC. The result was analyzed and is presented in the
following sections.

6.1. Performance and Emission Parameters
6.1.1. Brake Specific Fuel Consumption

The variation of brake specific fuel consumption (BSFC) with a load at 200 bar pressure,
which shows the results both with and without TBC for different fuels, is presented in Figure 4.
Here, the fuel consumption of diesel is lower when compared to biodiesel. The BSFC without
TBC of diesel at full load is 0.40 kg/kWh and for biodiesel is 0.44 kg/kWh. The comparison
of TBC of diesel at full load is 0.37 kg/kWh and for biodiesel is 0.42 kg/kWh. At 25% load
diesel with TBC, fuel consumption was found to be lower. The use of with and without TBC
increases biodiesel fuel consumption because of its lower calorific value.
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6.1.2. Brake Thermal Efficiency

The Figure 5 shows the variation of brake thermal efficiency (BTE) with load at 200 bar
pressure. The experiment was conducted with and without TBC for different fuels. At
25% load condition, diesel with TBC was found to be improved. At full load conditions,
not much remarkable improvement was observed because higher viscosity leads to poor
atomization, fuel vaporization and combustion. Hence, there was not much improvement
in thermal efficiency.
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6.1.3. Exhaust Gas Temperature

Figure 6 shows the variation of exhaust gas temperature with a load at 200 bar injection
pressure. The results showed that, in all cases, the exhaust gas temperature increased with the
increase in load. For the diesel and biodiesel fueled without TBC, the biodiesel was the highest
value of exhaust gas temperature of 265 ◦C, whereas the corresponding value with diesel
was found to be 255 ◦C; for biodiesel with TBC, the highest value of exhaust gas temperature
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was 427 ◦C, whereas the corresponding value with diesel was found to be 337 ◦C only. The
exhaust temperature having a higher percentage of biodiesel was found to be higher at the
entire load in comparison to diesel oil with TBC. The MME and diesel without TBC were
found to lower exhaust gas temperature compared to others with TBC. This may be due to
the higher combustion temperature of TBC, which gains more heat during the combustion
process, and the presence of more oxygen in biodiesel, resulting in a higher peak combustion
temperature; this, therefore, increases the exhaust gas temperature for biodiesel at full load.
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6.1.4. Smoke Density

The variation of smoke density with load is shown in Figure 7. The smoke density of
biodiesel with and without TBC was found significantly reduced compared to diesel with TBC
and without TBC. This is because biodiesel has a better vaporization effect at higher combustion
temperatures, and there is more oxygen in biodiesel. In comparison to all other trends, the
particulate matter has been reduced for biodiesel with TBC because TBC has the ability to resist
heat in the combustion chamber, which has aided in the burning of smoke particles.
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6.1.5. CO Emissions

Figure 8 shows the variation of carbon monoxide emission with load at 200 bar
injection pressure. The results were compared with and without TBC which was fueled
with diesel and biodiesel. At 100% load condition, the results were found to increase the
CO emissions compared to the different loads such as 0%, 25%, 50% and 75%. At 1% to
75% load, the CO emission was found to be lower because of improvements in combustion
and because more oxygen molecules are contained in biodiesel [40]. At all load conditions,
the flow rate of the air will be constant, but the fuel flow rate will vary as the load varies.
So, as the fuel flow rate increases, the mixture keeps becoming rich. However, in the case
of high load, with more amount of fuel and a lower amount of air present, and also as a
result of the improper mixing, more carbon monoxide will be released.
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6.1.6. HC Emissions

The comparisons of hydrocarbon emissions of diesel and biodiesel at 200 bar injection
pressure with and without TBC are shown in Figure 9. Biodiesel was found to emit much
fewer HC emissions compared to the baseline fuel. At maximum load without TBC, the
HC emissions are 90 (PPM) for diesel and for biodiesel 47 (PPM). At 100% load without
TBC, biodiesel emits much fewer CO emissions compared to diesel. At maximum load,
there was a remarkable reduction in HC emissions: 63 (PPM) for diesel and 45 (PPM) for
biodiesel with TBC. The use of thermal barrier coating inside the cylinder resists the high
temperature at the surface of the cylinder due to the high temperature, the formation of
hydrocarbon will reduce. Additionally, the use of biodiesel with TBC enhances in the
reduction in HC due to the oxygen present in biodiesel. This may be owing to an increase
in combustion gas temperature as a result of a decline in heat losses.

6.1.7. NOx Emissions

The variation of oxide of nitrogen (NOx) with load at 200 bar pressure, which is
shown with and without TBC for diesel and biodiesel fuels, is presented in Figure 10.
NOx is formed by oxidizing nitrogen in the atmosphere at a sufficiently high temperature,
depending on the number of oxygen ions present. It was well noted that the biodiesel
with and without TBC causes more NOx emissions because more O2 levels are present in
biodiesel which helps in better combustion and results in increasing the temperature. The
diesel without TBC was found to lower NOx emissions.
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7. Conclusions

In the current work, to improve engine performance with Mahua biodiesel in CI
engines, different technologies with and without TBC have been studied and compared
with baseline fuel. Here, experiments were conducted with biodiesel and TBC technologies
and have been studied extensively through performance and emissions. The experiments
were demonstrated with constant fuel injector pressure of 200 bar and at a constant speed of
1500 rpm. Now that we have conducted the investigation and analysis of the LHR engine,
we reveal the important conclusions below.

The Mahua methyl ester properties of density, fire point, flash point, and kinematic
viscosity were observed to be within the limits of ASTM D 6751 and EN 14214 specifications.
The property value is observed to be sealed and higher than the diesel. The calorific value
(CV) of the alternative fuel is seen to be lower than diesel. This will cause an increase in
ignition delay during the combustion process in LHR engine.

DI diesel engine was transformed to an LHR engine with the modification of 0.5 mm
thickness of 3Al2O3-2SiO2 as TBC onto the piston crown and valves. Later, the engine
characteristics were investigated and analyzed.
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The fuel consumption of diesel is lower when compared to MME biodiesel. Due to the low
calorific value, using and not using the TBC will increase the fuel consumption of biodiesel.

A significant increase in brake thermal efficiency at 25% load condition diesel with
TBC was found to be improved due to the TBC.

Using TBC, good results for exhaust gas temperature with diesel and MME were
obtained at all loads. The use of thermal barrier coating inside the cylinder resists the
high temperature at the surface of the cylinder due to this more heat is attained during
combustion by the TBC. A temperature of 427 ◦C was achieved by biodiesel with TBC
high load and 337 ◦C by diesel with TBC at a high load. The smoke density of MME with
and without TBC was found significantly reduced due to the greater amount of O2 atoms
present in the biodiesel and as well as the use of thermal barrier coating inside the cylinder
resist the high temperature at the surface.

CO emissions were observed to decrease with the combination of biodiesel and TBC
at all loads. This was due to the resistance of heat in a combustion chamber, as well as
the biodiesel being given an extra dose of oxygen content in burning. At all loads, MME
biodiesel with TBC was found a remarkable reduction in HC emissions. At maximum load,
there was a remarkable reduction in HC emissions: 63 (PPM) for diesel and 45 (PPM) for
biodiesel with TBC. This happened due to the O2 molecules present in the MME oil.

It is observed that biodiesel with and without TBC causes more NOx emissions, and
that biodiesel with TBC has increased to 870 ppm of NOx emission at high load conditions.
High-temperature fuel combustion occurs when a fuel is burned at a temperature high
enough (over 1300 ◦C or 2370 ◦F) to cause some of the nitrogen in the air to oxidize and
produce NOx emissions. The diesel without TBC was found to lower NOx emissions.

As a result, MME biodiesel can be used as a substitute fuel for diesel engines, rather
than modified and unmodified diesel fuel. For added benefit, the TBC can be used as
a diesel engine substitute fuel.In future works, we can go to further enhance the engine
with different alternative fuels and fuel additives. Moreover, to reduce the NOx, it can be
investigated with the exhaust gas recirculation system.

Author Contributions: Conceptualization M.V.K., C.R.R.; methodology, S.V.R.R., M.V.K.; software,
M.V.K., C.R.R.; validation M.A., Y.A. and B.A.; formal analysis, M.V.K.; investigation, M.V.K. and
C.R.R.; resources, M.V.K.; data curation, C.R.R. and T.S.R.; writing—original draft preparation,
M.V.K.; writing—review and editing, C.R.R., S.V.R.R., T.S.R., M.A., Y.A. and B.A.; visualization, B.A.;
supervision, C.R.R. and T.S.R.; project administration, M.V.K.; funding acquisition, B.A. All authors
have read and agreed to the published version of the manuscript.

Funding: The authors would like to acknowledge the financial support received from Taif University
Researchers Supporting Project Number (TURSP-2020/278), Taif University, Taif, Saudi Arabia.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Nandi, S. Performance of CI engine by using biodiesel-mahua oil. Am. J. Eng. Res. 2013, 2, 22–47.
2. Padhi, S.K.; Singh, R.K. Optimization of esterification and transesterification of Mahua (Madhuca Indica) oil for production of

biodiesel. J. Chem. Pharm. Res. 2010, 2, 599–608.
3. Agarwal, A.; Das, L.M. Biodiesel Development and Characterization for Use as a Fuel in Compression Ignition Engines. J. Eng.

Gas Turbines Power 2001, 123, 440–447. [CrossRef]
4. Padhi, S.K.; Singh, R.K. Non-edible oils as the potential source for the production of biodiesel in India: A re-view. J. Chem. Pharm.

Res. 2011, 3, 39–49.
5. Vijay Kumar, M.; Veeresh Babu, A.; Ravi Kumar, P. Producing biodiesel from crude Mahua oil by two steps of trans-esterification

process. Aust. J. Mech. Eng. 2019, 17, 2–7. [CrossRef]
6. Azam, M.M.; Waris, A.; Nahar, N. Prospects and potential of fatty acid methyl esters of some non-traditional seed oils for use as

biodiesel in India. Biomass Bioenergy 2005, 29, 293–302. [CrossRef]

http://doi.org/10.1115/1.1364522
http://doi.org/10.1080/14484846.2017.1412243
http://doi.org/10.1016/j.biombioe.2005.05.001


Sustainability 2022, 14, 15801 14 of 15

7. Chauhan, P.S.; Chhibber, V.K. Non-edible oil as a source of bio-lubricant for industrial applications: A re-view. Int. J. Eng. Sci.
Innov. Technol. 2013, 2, 299–305.

8. Sirurmath, S.; Vikram, P.M.; Das, G. Transesterification of Fish Oil and Performance Study on 4-Stroke CI Engine with Blends of
Fish Biodiesel. IJRET Int. J. Res. Eng. Technol. 2014, 3, 608–612.

9. Tipanluisa, L.; Fonseca, N.; Casanova, J.; López, J.-M. Effect of n-butanol/diesel blends on performance and emissions of a
heavy-duty diesel engine tested under the World Harmonised Steady-State cycle. Fuel 2021, 302, 121204. [CrossRef]
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Abstract: 

Among cloud computing's key aims is the provision of frameworks for the dependable, 

secure, fault-tolerant, practically applicable, and adaptable hosting of web-based application 

services via the Internet. Each of these applications has its own own design, style, and 

organisation needs. It is a challenging task to optimise the scheduling and distribution of 

resources on a Cloud infrastructure (equipment, software, services) for different application 

and service models with varying loads, energy use (power utilisation, heat dispersion), and 

overall framework size. In this article, we suggest CloudSim, a simulation tool that may help 

with this loop: a new summed up and extensiblereproduction system that empowers 

consistent displaying, reproduction, and trial and error of arising Cloudfiguring foundations 

and the executives administrations. The new features of the reenactment system are (I)help 

with showing and launching on a massive scale Architecture for decentralised computation, 

remembering server farms fora solitary actual figuring hub and java virtualmachine; (ii) an 

independent stage for displaying informationfocuses, administration representatives, booking, 

and portionsarrangements; (iii) In addition to (iii), switching from space-shared and time-

shared portions of data centres to virtualized Services; and (iv) access to a virtualization 

motor that facilitates the creation and maintenance of many free and co-facilitated virtualized 

administrations on a server farm hub. 

 

Keywords: Cloud computing, CloudSim, virtualized Services, Server 

 

1. INTRODUCTION 

 

Using a membership-based, pay-as-you-go pricing model, clients of distributed computing 

may access the framework, platform, and software (application) as services. Common 

abbreviations for these kinds of business services include "IaaS" (Infrastructure as a Service), 

"PaaS" (Platform as a Service), and "SaaS" (Software as a Service) (SaaS). This long-held 

concept of computing as a service, distributed computing, might potentially transform a huge 

piece of the IT sector, making programming much more desirable as an assist, as stated by 

mailto:4veena@mallareddyuniversity.ac.in
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Professor Patterson et al. in a Berkeley Report [11] published in February 2009Quality of 

Service (QoS) enables customers to receive and submit applications on demand from 

anywhere in the globe at reasonable prices. Mists [10] plan to control the present data focuses 

by planning them as an organisation of virtual administrations (equipment, data base, UI, 

application rationale). If a designer comes up with a novel idea for an online service, they 

often won't have to invest a lot of money up front in infrastructure like servers and databases, 

or in labour costs like maintaining and updating the system [11]. It's a major boon to IT 

departments since it frees them up to focus less on mundane tasks like setting up servers and 

more on strategic initiatives like developing products and services that customers really want. 

 A portion of the customary and arising Cloud-based applications incorporate long range 

informal communication, web facilitating, content conveyance, and constant instrumented 

information handling. Every one of these application types has unique arrangement, design, 

and sending necessities. It is an interesting challenge to investigate how different application 

and administration models are affected by the presentation of a planning and allotment 

strategy on Cloud frameworks (equipment, programming, administrations) based on load, 

energy execution (power utilisation, heat dispersion), and framework size. Using real test 

environments like Amazon EC2 restricts experiments to the size of the testbed and makes 

reproducing findings very challenging since the analyzer has no control over the variables 

that affect performance under Internet-based settings. Using simulation tools that allow for 

the replication of test conditions before the development of the corresponding software is 

another viable alternative. Particularly in the context of Cloud processing, where access to the 

system results in real-money payments, recreation-based approaches offer substantial 

advantages, as they permit Cloud clients to test their services in a repeatable and controllable 

environment at no cost, and to tune the exhibition bottlenecks before delivering on genuine 

Clouds. For the service provider, the presence of recreational options allows for the 

calculation of allotted cash and the examination of a variety of asset rental scenarios under 

varied loads. Providers may profit from such probes if they are conducted with a focus on 

lowering the costs of gaining access to assets while expanding their benefits. Without such 

entertainment hubs, Cloud users and service providers are forced to rely on their own 

intuition, which may lead to poor decisions, or to fumble their way through ineffective help 

desk support and revenue generating. We offer CloudSim, a new unified and extendable 

reenactment structure that allows for standardised demonstration, recreation, and 

experimentation with future Distributed computing frameworks and application 

administrations. This is essential since no current distributed framework test systems 

[4][7][9] provide an environment that can be used directly by the Cloud processing 

neighbourhood. Without worrying about the nitty-gritty details of Cloud-based systems and 

services, analysts and industry-based engineers may utilise CloudSim to zero in on certain 

framework configuration variables of interest. CloudSim's unique features are its I ability to 

simulate and replicate a Cloud computing infrastructure of massive scale, down to the level 

of individual servers and data centres, and (ii) standalone platform for simulating such 

infrastructure components as server farms, administration representatives, planning, and 

designations arrangements. The distinctive features of CloudSim are I its ability to switch 

between spaceshared and timeshared distribution of handling centres to virtualized 

administrations, and (ii) the availability of a virtualization motor that facilitates the 

development and the administration of a range of free and co-facilitated virtualized 

administrations on a data centre node. These alluring aspects of CloudSim would hasten the 

creation of new Cloud figure calculations, techniques, and standards, which in turn would aid 

in the extension of our worldview more quickly. 
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Distributed computing is a "as-a-service" approach that provides infrastructure (IaaS), 

platforms (PaaS), and applications (SaaS) to customers on a "as-needed" basis. Through 

computational dispersion, server farms' features as business virtual services were unmasked, 

which may involve configuring hardware, software, and a database and user interface. Online 

application submission and receipt is now an option for customers, albeit its usefulness will 

rely on their specific requirements and the level of service provided. The notion of Cloud 

registration is still in its infancy, therefore researchers and framework engineers are hard at 

work refining it to improve transmission on handling, quality, and cost. However, most 

studies concentrate on bettering the presentation of provisioning arrangements, and it is 

difficult to put these studies to the test in a production cloud environment like Amazon EC2, 

Microsoft Azure, or Google App Engine, using different types of applications and real-world 

constraints. Mists display changing requests, supply designs, framework sizes, and assets 

(equipment, programming, and organization). 

In terms of quality of service (QoS), customers have varying, ever-changing, and often 

conflicting needs. The requirements for executing, managing, and growing applications are 

always evolving. Since real public cloud frameworks like Google Cloud, Microsoft Azure, 

etc. are multi-tenant and need factor responsibility fulfilment, it is not fair to benchmark 

application performance on these platforms. Similarly, a client/scientist is unlikely to alter 

many settings at the administrator level. As a consequence, it becomes very challenging to 

spread reliable findings. As an added note, whether we do it or not, redesigning 

benchmarking boundaries over a broad scope Cloud processing framework throughout 

several trials is a tedious and time-consuming effort. Accordingly, it is incomprehensible on 

genuine public Cloud frameworks to attempt benchmarking ordered trials as repeatable, 

trustworthy, and adaptable conditions. As a consequence, the possibility of using replication 

tool(s) to assess/benchmark test tasks in a controlled and completely programmed 

environment that can replicate outcomes for analysis across multiple focus levels develops. 

Benefits may vary depending on the researcher's location, since this reproduction-based 

strategy allows them to: Tests given in an environment where results may be reliably 

reproduced and manipulated. Before releasing actual clouds, it's important to tune the 

system's bottlenecks (execution difficulties). To create, test, and distribute flexible 

application provisioning techniques, it is necessary to simulate the necessary infrastructure 

(of any size). This article is meant to serve as a guide for beginners to cloudsim reproduction 

tool stash and to help them learn how its many components function. 

 

HIGHLIGHTS OF CLOUDSIM SIMULATION TOOLKIT 

It aids in modelling and visualising large-scale Cloud processing environments, such as 

server farms, on a single physical computer node (could be a work area, PC, or server 

machine). An independent stage for displaying Clouds, administration dealers, provisioning, 

and distribution strategies.Works with the reproduction of organization associations across 

the recreated framework components. An essential part of Cloudbursts and automated 

application scaling research is an office for recreating a unified Cloud environment that 

combines network resources from different locations. A virtualization engine that enables 

many autonomous and cooperatively-facilitated virtualized administrations to be developed 

and managed on a single server farm infrastructure. Facilitates a simple shift to virtual data 

centres from those located in different physical locations. This multitude of aspects would aid 

in speeding up the creation, testing, and organisation of potential asset/application 

provisioning approaches/calculations for Cloud Computing based frameworks. CloudSim 

Simulation Toolkit has a multi-tiered structure, as seen in the following diagram. Support for 
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demonstrating and recreating virtualized Cloud-based server farm conditions is provided by 

the CloudSim Core reenactment motor. This includes the scheduling and management of 

events, the creation of cloud framework elements (such as server farm, have, virtual 

machines, representatives, services, etc.), and the management of communication between 

components. Administrators of Virtual Machines, data storage, and data transfer may all 

make use of the specialised APIs provided by theCloudSim layer. For the most part, it takes 

care of the basics, such as providing hosts for Virtual Machines, keeping checks on how 

applications are doing, and tracking the health of a reliable infrastructure (including network 

topology, sensors, capacity characteristics, etc.). Users may reinvent the engaging setting in 

light of audit results by coding their own solutions in the User Code layer. 

 

 
Figure 1: CloudSim Architecture 

 

2.1 Simulation 

In the previous 10 years, Grids [5] have advanced as the foundation for conveying superior 

execution administration for figure and information concentrated logical applications. 

GridSim [9], SimGrid [7], and GangSim [4] are only a few examples of the Grid test systems 

that have been suggested to facilitate the development of novel Grid components, tactics, and 

middleware. When it comes to simulating networked applications, SimGrid is the gold 

standard. To aid with showcasing Grid-based virtual connections and resources, GangSim is a 

Grid reenactment tool cache. GridSim, on the other hand, is a heterogeneous Grid assets 

reproduction toolkit driven by events. It bolsters the visibility of infrastructure components, 

users, devices, and infrastructure, as well as data flow. Albeit the previously mentioned tool 
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stash are able to do demonstrating and recreating the Grid application ways of behaving 

(execution, planning, designation, and checking) in a appropriated climate comprising of 

numerous Grid associations, none of these can uphold the foundation and application-level 

necessities emerging from Cloud processing worldview. In particular, there is a lack of help 

for showcasing virtualized assets and apps in the cloud in the containers used for Grid 

reenactment today. In addition, Clouds guarantee to provide services to Cloud clients on a 

subscription basis with a pay-more-as-you-go pricing model. Thus, Cloud foundation 

isplaying and reenactment tool compartments should offer help for monetary elements, for 

example, Cloud representatives and Cloud trade for empowering ongoing exchanging of 

administrations among clients and suppliers. Only GridSim has support for financially 

motivated asset the executives and application booking recreation, making it unique among 

the currently available test systems discussed in this research. The fact that pioneering work 

is still in its infancy in Cloud computing frameworks, apps, and services is another factor 

related to Clouds that deserves consideration. There are various significant issues that need 

nitty gritty examination along the Cloud programming stack. Subjects important to Cloud 

designers incorporate monetary methodologies for provisioning of virtualized assets to 

approaching client's solicitations, booking of utilizations, assets revelation, between cloud 

dealings, and alliance of mists, etc. To help and speed up the exploration connected with 

Cloud figuring frameworks, applications and administrations it is critical that the essential 

programming instruments are planned and created to help specialists and engineers. 

 

CLOUDSIM DESIGN AND IMPLEMENTATION 

In this paper, we expand upon the fundamental classes of CloudSim Simulation 

Toolkit(Version 3.0.3), which provide the backbone of the test environment. CloudSim's 

overall class configuration layout is as (to learn more, see the "Manual for 

CloudsimExample1.java reenactment work process"): 

 

VM Distribution Demonstration The massive distribution of virtualization technologies and 

infrastructure is a major feature that differentiates Cloud computing from Grid computing. 

Consequently, In contrast to Grids, Clouds include an additional layer (the virtualization) that 

serves as the execution and enabling environment for Cloud-based application services. 

Therefore, typical application planning approaches that restrict individual application 

components to registration hubs are not necessarily well suited to manage the computational 

reflection that is commonly associated with the Clouds. For model, consider an actual server 

farm have that has single handling center, and there is a prerequisite of simultaneously 

starting up two VMs on that center. Though the two virtual machines (VMs) may seem to 

behave differently (in terms of the application execution settings they use), The amount of 

power available to each VM is ultimately determined by the host's overall computing power. 

Keep this basic variable in mind both during application execution and the designation phase 

to prevent establishing a VM that needs more processing power than is available in the host, 

since the task units in each VM share time slices of a comparable processing centre. 

CloudSim allows virtual machine planning at both the host and VM levels. Because of this, 

it's possible to replicate a wide range of methods while keeping their implementation strictly 

compartmentalised. At first, you may estimate how much of a host's overall processing power 

will be allotted to each VM's individual core. The VMs, at a higher level, allocate a certain 

portion of the available handling capacity to the individual tasks that are supported by its 

execution motor. 
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CloudSim uses both the time-shared and space-shared asset chunk techniques in all of its 

simulation layers. To clarify the distinction between these options and their impact on the 

program's actual implementation, we illustrate a simplified planning scenario in Figure 3. In 

the illustration, a host with just two CPU cores is working overtime to maintain four separate 

virtual machines (VMs), with VM1 handling tasks t1, t2, t3, and t4 and VM2 handling tasks 

t5, t6, t7, and t8. offers a way for the two virtual machines to share the same host computer. 

Since each virtual machine (VM) requires two datacenters, only one VM may be operational 

at any one time. This is where task units come in. When VM1 finishes carrying out the units 

of work, VM2 must be moved to the core. In a similar vein, two task units execute 

simultaneously inside the VM since each requires just a single core, while the other two wait 

in line until the completion of the first set of task units. VMs are designated using a space-

shared method, whereas individual assignment units inside a VM are designated with a time-

shared method. All tasks assigned to a VM will run in the background throughout its lifespan 

until it is shut down. Using this method of distribution, errandunits may be reserved ahead of 

time, but the completion season of leading-line undertakingunits is still impacted. Virtual 

machines use shared planning over a period of time, whereas task units use shared planning 

over a geographical area. In this setup, workstations on a shared physical infrastructure 

distribute processing core allocations to virtual machines (VMs) for a certain time period. In 

a shared data centre, the VM has less access to resources than in the aforementioned 

scenarios. Since the errand unit's work requires the use of shared facilities, only one errand at 

a time may be sent to a given centre before the others are placed in a queue for review. The 

last common component between VMs and task units is shown in Figure 3(d). When the 

processing power is shared across the VMs, the parts of each VM are divided proportionately 

among the number of tasks allocated to each VM. In this setup, VMs and TUs use the same 

communications infrastructure. 

 

 

 
 

Figure 3:  CloudSim Class design diagram 
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The depiction of the relative multitude of significant classes referenced in the class graph 

above is portrayed underneath: 

 

Cloudlet: Application management (programming-based duties) on the cloud, including 

content distribution, long-distance communication, etc. are modelled using this class (define 

specific parameters like duration of guidance, input/yield filesize, number of processor 

necessary, etc.). Any application's computational complexity may be simulated using 

CloudSim. As designers, we are aware that any executable application/administration duty 

must adhere to a predefined set of guidelines during the course of its life cycle and must 

include a unique set of organisational data streams (both before and post brings). This 

category makes it possible to present all of the aforementioned conditions 

CloudletScheduler: This component is in charge of executing the various methods used to 

partition CPU resources inside a VM's Cloudlets. Through the CloudetSchedulerSpaceShared 

class, we encourage both time-shared and space-shared provisioning strategies (utilizing 

CloudletSchedulerTimeShared class). 

 

Datacenter: Services at this level mirror the fundamental infrastructure provided by Cloud 

service providers, such as hardware (Amazon, Azure, and App Engine). It represents a 

collection of hosts(such as a server machine model) that may or may not have similar 

hardware configurations (memory, centers, limit, and capacity). Similarly, every Datacenter 

component manages consolidated application provisioning, which employs a variety of 

methodologies for allocating transfer rates, memory, and storage to a Datacenter's VMs. 

 

DatacenterBroker or Cloud Broker: This abstract factory class represents the role of an 

intermediary responsible for facilitating transactions between SaaS and Cloud providers, with 

the underlying motivation being the need for quality of service. In order to reap the benefits 

of using agents, it is important to learn from their exemplary practises. It does a great job of 

probing the CIS for relevant assets/benefits and welcoming trades for the allocation of 

assets/benefits that can meet the QoS requirements of the application. This group needs more 

time to evaluate and play with different unique handling strategies. 

 

DatacenterCharacteristics: Information about the server farm's assets, such as the list of 

available hosts, the fine-grained cost for each asset type, and so on, are stored in this class's 

configuration data. 

 

Have: This class model an actual asset like a PC or capacity server. It contains crucial 

information including the amount of storage space available, the number of processing cores, 

available types of processors (if the host is a multi-core computer), and the provisioning 

strategy for the host's virtual machines (VMs), among other things. 

 

NetworkTopology: The reproduction network behaviour (latency data) is stored in this class. 

This database is used to save the geography information that is generated by the BRITE 

geography generator. 

 

RamProvisioner: The allocation of physical RAM to Virtual Machines is discussed in depth 

in this theoretical course. As soon as the RamProvisioner subcomponent determines that there 

is sufficient RAM available on the host, the VM may be launched and configured there. The 
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RamProvisionerSimple doesn't put a limit on how much RAM a virtual machine may request. 

If the requested RAM assets exceed the available amount, the request will be denied. 

 

BwProvisioner: Accepting the distribution of network resources between many competing 

VMs located in different parts of the data centre is the major duty of this section. To better 

meet the needs of their applications, cloud framework architects and researchers might 

broaden this category with their own methods (need, QoS). 

 

Vm: Each instance of this class represents a simulated computer, known as a virtual machine 

(VM), that exists in a cloud environment. Each VM component exchanges data with a storage 

component that monitors the VM's auxiliary properties, such as memory, processing speed, 

storage capacity, and the VM's internal provisioning strategy, which is expanded from a 

theoretical class called the CloudletScheduler. 

VmAllocationPolicy: This is a theoretical class on a provisioning approach that VM Monitor 

may employ for virtual machine preparation. Choosing the most suitable have in a server 

farm that satisfies the memory, storage, and accessibility need for VM organisation design is 

a crucial task. 

 

VmScheduler: A theoretical class, run by the Host component, that simulates the policies for 

allocating CPU cores to Virtual Machines (space-shared, time-shared). In order to 

accommodate processor sharing schemes that are application-specific, the class utility may be 

used to describe a different set of provisioning rules. 

 

CloudSim: The best of the best, this group is responsible for managing the timeliness and 

order in which reenactment events are performed. At runtime, the CloudSim content 

generates events, which are then saved in a line labelled future events. These events are 

queued into the future line according to their time constraints. When the reenactment is 

complete, the events that were scheduled are transferred from the "future events" line to the 

"confirmed events" line. After this, an event handling strategy is called for each component, 

which chooses events from the authorised event queue and does the necessary operations. 

Such a group enables flexible leisure management and bestows the following formidable 

abilities: 

Deactivation (hold/stop) of substances. 

Setting exchanging of substances between various states (for example holding up to 

dynamic). Disruption and pick up where you left off with your leisure activity. 

The creation of new components in real time. 

Terminating a pregnancy and beginning a new one midstream. 

FutureQueue: This class acts as a prepared line to the reenactment motor, executing the future 

event line obtained by CloudSim. 

DeferredQueue: This class executes the conceded occasion line utilized by CloudSim and 

hold such occasions which are fizzled or stopped. It goes about as a stand by line of the 

reenactment motor, where seized asset demands are kept. 

CloudInformationService: A CIS is a substance that gives asset enlistment, ordering, and 

finding capacities. CIS upholds two fundamental natives: 

distribute(), used at the start of a game, lets components sign up with CIS search(), used by 

Brokers to learn about the health of their assets and where they'll eventually be used. This 

element likewise goes about as a warning support of different substances about the finish of 

the reenactment. 
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SimEntity: This theoretical category describes a reenactment material (similar to 

DataCenter, DatacenterBroker, etc.) that can send and receive messages, reuse received 

messages, and trigger and react to events. The SimEntity class enables the scheduling of 

future events and the communication with other components; in this case, the BRITE model 

governs the scheduling lag. Once manufactured, chemicals will spontaneously log into CIS. 

These three core methods should be eliminated and the class expanded to include all possible 

parts. 

startEntity(), which characterize activities for substance introduction. 

activities' treatment of each called event(s) related to the substance is characterised by 

processEvent(). 

shutdown Entity(), which defines substance-eradicating actions. 

 

CloudSimTags. When receiving or sending events, CloudSim substances may refer to the 

various static occasion/order labels included in this class to determine what kind of action to 

take. 

SimEvent: This item discusses a shared recreational experience involving at least two parties. 

Information related to an event is saved in SimEvent, including: 

 type, 

 init time, 

 the expected time of occurrence,  

 In the finish,  

 the epoch at which the event's objective essence should be communicated,  

  Identification numbers for both the subject and the subject of the investigation,  

 the event's official hashtag and  

 Details that must be communicated to the material at hand. 

  

CloudSimShutdown: This content type waits for all submitted cloudlets (tasks) and expert 

elements events to complete before signalling the end of play to CIS. 

The following exhibits the class hierarchy that, when followed, allows the CloudSim 

Simulation Toolkit to mimic the distributed computing environment: 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: the class-calling structure that makes the CloudSim Simulation Toolkit 

possible 

 

When and where can I download Cloudsim? 
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Cloudsim's GitHub page (https://github.com/Cloudslab/cloudsim) has the project's source 

code in addition to documentation for the built containers. The website also features essential 

project and distribution specifics, such as the source code(based on expert form equipment) 

of the current delivery, version 5.0. (beta). Presently in the event that you are keen on 

utilizing the past forms of this task, you have click on discharges connect choice accessible 

on project primary page etc., you might get to it straightforwardly from the accompanying 

connections: 

Version 5.0,  Version 4.0,  Version 3.0.3,  Version 3.0.2,  Version 3.0.1,  Version 3.0,  

Version 2.1.1, Version 2.1 

Each adaptation with the exception of 5.0(still being worked on) contains 4 resource 

documents model depiction for every resource record is as per the following: 

cloudsim-4.0.tar.gz: If you have a good cause to make changes to the source code of the 

cloudsim reproduction motor, you may import the modified code into your own custom 

reenactment right from this page, which provides the compiled JAR file for doing so. That's a 

Linux-specific adaption right there. 

cloudsim-4.0.zip: The main difference from over here is that this one is windows explicit. 

Source code(zip): The whole cloudsimreenactment structure project's source code is provided 

here. Since cloudsim is a DevOps tool, it must use the expert form instrument. Accordingly, 

you should choose an IDE that supports expert undertaking imports to build up this project. If 

it's an expert-based endeavour, how would you tell? The "pom.xml" file may be found in the 

project's root directory. This is a Windows-only compression file. 

Source code(tar.gz): This file follows a structure similar to that described above, except it is 

designed for use on Linux. 

It's highly recommended that you check out the following link for further information on how 

to set up CloudSim: cloud-sim setup with shroud/.The steps necessary to set up the Cloudsim 

3.0.3 version are all outlined in detail in the linked document. If you're just getting started 

with cloudsim, we recommend starting with version 3.0.3; after you've mastered the basics, 

you may upgrade to the most current release. 

 

cloudsim working 

Cloudsim's capacity to display and simulate the cloud framework's components has been 

mentioned, thus its designers have arranged classes in various ways to support this function. 

Datacenter.java, a class in org.cloudbus.cloudsimbundle, may be used to recreate the regions 

and data centres. The org.cloudbus.cloudsim package includes a class called "Cloudlet.java" 

that may be used to simulate cloud-based workloads. DatacenterBroker.java, 

CloudletScheduler.java, VmAllocationPolicy.java, and so on can be found in the 

org.cloudbus.cloudsim bundle and may be used to simulate the heap adjustment and strategy 

related execution. 

 

To ensure that all the different replicated equipment models are communicating with one 

another and updating the replication work, Among the various duplicated cloud components, 

cloudsim utilises a discrete event reenactment motor to monitor and record all tasks. The 

articles "CloudSim Simulation Toolkit: An Introduction" and "Fledglings Guide to Cloudsim 

Project Structure" might provide further detail about the architecture. 
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Run my first cloudsim reproduction situation 

Once you get your cloudsim up and running and have a handle on its fundamentals, the next 

step is to put your own unique scenario into action. The following enhancements will be 

applied to any recreation: 

In addition to re-establishing the core Cloud Information Service, introducing the CloudSim 

with the current time will do so as well. 

Construct a Datacenter(s), since these facilities serve as CloudSim's "asset providers." One 

day, we want to have one of them function as a fully functional CloudSim copy. 

Broker should be asked to recreate the client's booking and virtual machine assignment and 

arrangements. Make a virtual computer (or computers), then send them to the middleman, 

who will distribute them to the many data centres where they will be placed and used to run 

the reproduction process's executives. Create one or more cloudlets, and brief the 

representative on their purpose and intended use before the reenactment run, so that further 

tasks may be planned on the moving target virtual computers. Launches the reenactment, 

kicking off the process by putting into action the many components and pieces created in 

preparation for it. Before ending a reenactment run, it is important to halt the simulation, shut 

off the replication, and cleanse all of the chemicals and components. When the replica is 

complete, you should print the findings, which should include information on which cloudlet 

was performed on which virtual machine, for how long, and when the reproduction began and 

ended. The article "Manual for CloudsimExample1.java reenactment work procedure" 

provides a step-by-step description of the whole process. 

 Typically used for what, though? 

 Fair distribution of resources and duties 

 The sequencing and planning of actions involved in a task 

 Enhancing Virtual Machine Allocation and Placement Strategies 

 Virtual Machine Consolidations and Migrations with Energy Efficiency in Mind 

 Adding additional specifics to the improvement plans for network latency in various 

cloud scenarios. 

 

 

Different test systems in light of cloudsim 

Since the Cloudsim 3.x.x version served as the basis for the great majority of later 

modifications, it continues to support just a subset of use cases to this day. 

CloudSimEx, EdgeCloudSim, WorkflowSim, CloudReports, CloudAnalyst, iFogSim, 

Cloudsim Plus 

 

Correspondence among Entities 

Correspondence among centerCloudSim compounds is shown graphically in Figure 5. 

EveryDatacenter component begins its replication by signing up for the CIS (CloudData 

Service) Registry. Matchmaking services at the database level are made available by CIS in 

order to help customers choose reliable Cloud service providers to meet their needs. Agents 

that follow up with customers advise the CIS administration on a list of Clouds that provide 

foundation services suitable for customers' applications. If a good fit can be found between 

the CIS's suggested Cloud and the application, the intermediate will make the connection. 
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Figure 4: Simulation data flow. 

 

In a reenacted exam, the depicted correspondence stream links up with the fundamental 

stream. There might be a few distinct forms of this stream, depending on how you go about it. 

For instance, Brokers and Datacenters may agree on a limit number of VMs a client is 

allowed to create ahead of time, or Brokers may request confirmation from a Datacenter 

component before proceeding with an operation. 

Tests and Evaluation 

The assessments and tests we conducted to test how well CloudSimin simulated Cloud 

infrastructures are described in this article. We used the preinstalled versions of Ubuntu 

Linux 8.04 and JDK 1.6 on a 1.86GHz Celeron machine with 1MB of L2 storage and 1 GB 

of RAM to run the tests. 

We conducted a battery of tests to evaluate the aforementioned in the context of developing a 

reconstructed Cloudregistering environment with a single information focus, a dealer, and a 

customer. The data center's server count was boosted from 100 to 100,000. Due to the nature 

of these assessments—determining how much energy would be needed to register the Cloud 

reproduction foundation—the service provider bore the whole weight of responsibility. As 

part of our memory test, we profile the total RAM consumed by the hosting PC (a Celeron 

machine) when it boots up and loads the CloudSim environment. The time it takes for the 

game world to load depends on two factors: I how long it takes for the runtime environment 

(java virtual machine) to be configured to stack the CloudSim programme, and (ii) how long 

it takes for all of CloudSim's components and parts to be introduced and ready to handle 

events. Increasing the number of hosts in a server farm increases the startup time and memory 

requirements for thetry, as shown in Figures 6 and 7, respectively. A experiment with one 

hundred thousand machines required seventy-five megabytes of RAM, and this resulted in a 

direct increase in memory consumption (see Fig. 7). Since CloudSim's memory requirements, 

at least for larger simulated situations, can be efficiently provided by even low-end personal 

computers with directed handling capability, this makes our replication suitable for running 

on such systems. 
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Figure 5: Time to simulation instantiation. 

 

With respect to above connected with reenactmentlaunch, the development as far as time 

developsdramatically with the quantity of hosts/machines. Given the massive scope of the 

experiment, it seems sense that the time required to power on 100,000 devices is less than 

five minutes. We are currently investigating the root cause of this behaviour with the goal of 

eliminating it from future iterations of CloudSim. This test was developed to determine how 

well CloudSim's foundational elements fared when subjected to heavy demand from 

clientjobs such VM creation and task unit execution. It was shown that each of the 100,000 

hosts in the production environment included one CPU (1000MIPS), one gigabyte of random 

access memory (RAM), and two terabytes of storage space. In a Space-shared model, only 

one virtual machine could run in a particular host at any one moment. We demonstrated to 

the client that they could acquire 50 virtual machines (VMs) with 512MB of RAM, 1 CPU 

core, and 1GB of storage using DatacenterBroker. It was shown that 1200000 million 

recommendations (20 minutes in the reproduced has) are required to carry out a single job 

unit in the programme on a host. The taskunits only required 300kB of data transfer to and 

from the data centre since they didn't have to deal with systems administration. 
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Figure: Instances of resources and their associated memory use 

 

 
Figure6: Tasks execution with space-shared scheduling of tasks 

 

2. CONCLUSSION 

 

Characterizing fresh tactics, methodologies, and systems for efficiently supervising Cloud 

infrastructures is at the heart of the latest efforts to design and develop Cloudadvancements. 

In order to put these freshly devised methods and arrangements through their paces, experts 
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need tools that allow them to assess the theory before real arrangement in a context where 

testing may be repeated. In the context of distributed computing, where access to the 

foundation causes actual monetary installations, the ability to test the performance of 

provisioning and administration conveyance arrangements in a repeatable and controllable 

environment for no cost and to tune the exhibition bottlenecks before delivering on real 

Clouds is a major benefit of reenactment based approaches. In order to do this, we nurtured 

the CloudSim framework, a futureMists demonstration and replication apparatus. As a 

flexible tool, it allows for the expansion and interpretation of arrangements throughout the 

whole product stack, making it a practical testing apparatus capable of handling the 

complexities arising from simulated environments. Our long-term goal is to have CloudSim's 

built-in aid for recreating currently available Clouds be a set of innovative estimation and 

provisioning methodologies. In addition, we want to provide assistance for simulating unified 

mist organisation, with an emphasis on the development and testing of flexible Cloud 

applications. 
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Abstract: Internet of Things (IoT) and blockchain receive significant interest
owing to their applicability in different application areas such as healthcare,
finance, transportation, etc. Medical image security and privacy become a
critical part of the healthcare sector where digital images and related patient
details are communicated over the public networks. This paper presents a
new wind driven optimization algorithm based medical image encryption
(WDOA-MIE) technique for blockchain enabled IoT environments. The
WDOA-MIE model involves three major processes namely data collection,
image encryption, optimal key generation, and data transmission. Initially,
the medical images were captured from the patient using IoT devices. Then,
the captured images are encrypted using signcryption technique. In addition,
for improving the performance of the signcryption technique, the optimal
key generation procedure was applied by WDOA algorithm. The goal of
the WDOA-MIE algorithm is to derive a fitness function dependent upon
peak signal to noise ratio (PSNR). Upon successful encryption of images,
the IoT devices transmit to the closest server for storing it in the blockchain
securely. The performance of the presented method was analyzed utilizing the
benchmark medical image dataset. The security and the performance analysis
determine that the presented technique offers better security with maximum
PSNR of 60.7036 dB.
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1 Introduction

With the fast advancement inmedical innovation, it became normal to analyze different sicknesses
utilizing medical images. Medical images are communicated through various organizations; hence,
getting these images turned into a fundamental theme lately [1]. Safe transmission of medical images
requires secrecy, trustworthiness, and validation. Unapproved use of such images might prompt
loss of security of patients’ information [2]. The Internet of Things (IoT) characterizes the idea of
associated gadgets and objects of numerous types over the web, remote, or wired. For example,
the most recent movements from 1G to 5G organizations assume a significant part in the IoT
applications and frameworks. This idea draws in scientists’ interest and consideration about the
conceivable protection and security chances, especially with high transmission capacity and recurrence
[3]. The short frequency is probably going to change the framework, making a requirement for
more base stations serving a similar area covered by the other remote system [4]. The absence of
gadget refreshes, oblivious utilization of the gadgets without understanding the related outcomes, and
change of passwords have expanded the cybersecurity access and dangers to malignant uses of touchy
information on IoT frameworks [5]. The unseemly security components increment the chance of an
information break, among different dangers. Additional, one of the security specialists consider that
IoT gadgets give weak focus to digital assaults due to powerless security strategies and conventions [6].
Notwithstanding the few security systems that have been created and set up to safeguard IoT gadgets
from digital assaults, rules on arising security challenges are satisfactorily recorded. This implies that
the end-client can’t utilize defensive measures to turn away the assaults on information. Overseeing
IoT-empowered security thinks about three contemplations.

To start with, perceive the gadgets as associated with an organization. Second, decide and
uphold what different frameworks, applications, and devices convey [7]. In conclusion, guarantee that
these IoT gadgets have disrupted different gadgets in the organization or the associations assuming
something turns out badly. The openness of IoT applications permits to make a finding, make
duplicates, information, and recover an enormous number of advanced images all over the planet.
It regularly brings about the creation of ill-conceived duplicates or unapproved use in concern [8]. In
this manner, to safeguard images, numerous scientists have zeroed in on creating procedures for image
security in IoT applications [9]. To get each kind of image, for instance, medical images, numerous
innovations have been grown up until this point. Encryption is among these innovations the most
unconstrained and proficient method for changing images into unnoticed examples. Just with the
upholding right (secret) key, would the first image be able to be recuperated productively [10]. A few
image encryptions plans have as of late been proposed which can be utilized to safeguard high-security
medical images.

This paper presents a new wind driven optimization algorithm based medical image encryption
(WDOA-MIE) technique for blockchain enabled IoT environments. TheWDOA-MIEmodel involves
three major processes namely data collection, image encryption, optimal key generation, and data
transmission. Initially, the medical images are captured from the patient using IoT devices. Then,
the captured images are encrypted using signcryption technique. Moreover, for improving the per-
formance of the signcryption technique, the optimal key generation process was applied by WDOA
algorithm. The performance of the presented algorithm was examined using the benchmark medical
image dataset.
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2 Related Works

Alqaralleh et al. [11] designed deep learning (DL) using blockchain-aided secured image com-
munication and diagnoses method for the IoT setting. Mainly, elliptic curve cryptography (ECC)
is exploited, also the optimum key generation of ECC occurs by hybridizing grasshopper using
fruit-fly optimization (GO-FFO) approach. Next, the neighborhood indexing sequence (NIS) using
burrow wheeler transform (BWT), named NIS-BWT was applied for encrypting the hash value. In
conclusion, a DBN was employed as the classifier method for diagnosing the presence of disease.
Khasawneh et al. [12] examine the parallel technique of image encryption on a massive amount of
remotely sensed image fromHadoop. TheHadoop file visit technique is improved thus it could process
the whole Tiff files as an individual unit. Moreover, the file setup is expanded to support Hadoop for
supporting GeoTiff in Hadoop. The outcomes of the experiment show that the presented approach is
scalable and effective to a massive amount of images in comparison with other familiar techniques.

Bharadwaj et al. [13] presented a simple security architecture for ensuring the secrecy of medicinal
information in the transmission among IoT hops. The presented architecture employs the idea of
encryption to guarantee safety. In [14], presented a V-net convolution neural network (CNN) based
4D hyperchaotic scheme for medicinal image encryption. Initially, the plaintext medicinal image
is processed into 4D hyperchaotic sequential image, involving pseudorandom sequence generation,
image segmentation, and chaotic system processing. Jan et al. [15] proposed an Image Encryption
architecture based on Hessenberg transform and Chaotic encryption (IEFHAC), for reducing com-
putation time and enlightening privacy when encrypting patient information. IEFHAC employs 2
1D-chaotic maps: Sine and Logistic maps for the data confusion, whereas diffusion was accomplished
by employing the Hessenberg household transform. The Logistic and Sin maps were utilized for
regeneration affecting output, as dynamically changes the primary parameter. Some other models
are available in the literature [16–25].

3 The Proposed Model

In this article, a new WDOA-MIE technique has been developed for blockchain enabled IoT
environment. The WDOA-MIE model enables the acquisition of medical images from the patient
via IoT devices. Followed by, the acquired images are coded by the use of signcryption technique. For
enhancing the efficacy of the signcryption technique, the optimal key generation process was applied
by WDOA algorithm.

3.1 Level I: Image Encryption

At this stage, the acquired images are coded by the use of signcryption technique [26]. Signcryption
is determined by a public-key primitive that performs the use of encryption and digital signature. The
digital signature and encryption are considered important cryptographic tool that ensures redundancy,
privacy, and reliability. However, it can be constraint with two potential objectives namely maximum
processing cost and minimum efficiency. The signcryption is determined by an expanded method of
cryptographic framework that is applied for implementing encryption and digital signature in a single
logical stage and to limit the transmission overhead and assessment cost. A signcryption includes
digital signature and encryption methods which are appropriate rather than encryption and individual
signature. Assume the hybrid encryption was employed rather than utilizing easier encryption, the
single session-key was treated in various encryption for achieving optimal signature-encryption in
comparison to signcryption method.
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The signcryption indicates the public-key primitive that constituted 2 indispensable cryptographic
tool that is capable of ensuring honesty, non-repudiation, and privacy. The initialized technique
initialized the prime number, hash function (HF) with key. It develops the public and private keys
to the sender and receiver. To increase the information security, the presented method uses the perfect
private key by enhanced method.

Initialization:- LP denotes the massive prime numbers, Lf denotes the prime factor, I signifies the
integer with order Lf modulo LP, some randomly in [1, . . . ;LP − 1], Hash One way HF, that result is
a minimal 128 bit, LP Keyed one way HF D Value, arbitrarily selected

[
1, . . . ;Lf − 1

]
.

Sender Key pair ((Mk1,Nk1))

Mk1 = QAk1mod LP (1)

Receiver key pairs (Mk2,Nk2)

Nk2 = QAk2mod LP (2)

3.2 Level II: Optimal Key Generation Using WDOA

For enhancing the efficacy of the signcryption technique, the optimal key generation procedure
is carried out by WDOA algorithm [27]. The stimulus of the presented WDOA develops in the
atmosphere. During the atmosphere, wind blows from try for balancing the imbalance of pressures.
It flows in maximal pressure regions for minimal regions at a velocity. The initial point of WDOA
technique was Newton’s second law of motion that was utilized for providing accurate outcomes for
investigation of atmospheric motion from the Lagrangian description

ρ �α =
∑ �Fi, (3)

whereas �α implies the acceleration, ρ refers the air density to infinitesimal air parcel, and �F are every
force performing on the air parcel. For assuming air pressure introduce the formula connection with
air parcel density and temperature, the ideal gas law was provided as:

P = ρRT , (4)

In which P refers to the pressures, R signifies the universal gas constants, and T denotes the
temperature. The reason for air movements are because of the integration of several forces mostly
containing gravitational force (�FG), pressure gradient force (�FPG), Coriolis force (�FC), and friction
force (�FF). The physical formulas of aforementioned force are as follows:
�FG = ρδV�g,
�FPG = −∇PδV , (5)

�FC = −2� × �u,
�FF = −ρα�u,

In which δV refers the finite volume of air, �g stands for the gravitational acceleration, ∇P denotes
the pressure gradients, � refers the rotation of Earth, �u signifies the velocity vector of winds, and α

refers the friction co-efficient. The force aforementioned was added to (3). The formula is explained as

ρ
��u
�t

= (
ρδV�g) + (−∇PδV) + (−2� × �u) + (−ρα�u) , (6)



CMC, 2022, vol.73, no.2 3223

whereas the acceleration �α in (3) is modified as �α = �u/t; to simplicity set �t = 1; to an infinitesimal
air parcel, set δV = 1 that make simpler (6) to

ρ��u = (
ρ�g) + (−∇P) + (−2� × �u) + (−ρα�u) . (7)

At the beginning of (2), the density ρ is expressed with respect to the pressure; therefore (7) is
modified as;

��u = �g+
(

−∇PRT
Pcur

)
+

(−2� × �uRT
Pcur

)
+ (−α�u) , (8)

In which Pcur refers the pressure of existing place. It can be considered in the WDOA technique
which velocity as well as position of air parcels were altered at all the iterations. Therefore, ��u is
formulated as��u = �unew−�ucur, whereas �u signifies the velocity in next iterations and �u refers the velocity
at existing iterations. �g and ∇P are vectors, it could be broken down from direction and magnitude
as �g = |g|(0 − xcur), −∇P = ∣∣Popt − Pcur

∣∣ (xopt − xcur
)
, Popt refers the optimal pressure point which is

establish so far, xopt signifies the optimal place which is established so far, and xcur refers the existing
place; update (8) with the novel formula, (8) is altered as:

�unew = (1 − α) �ucur − gxcur +
(
RT
Pcur

∣∣Popt − Pcur

∣∣ (xopt − xcur
)) +

(−2� × �uRT
Pcur

)
. (9)

The formula of updating the place was explained as in (11):

�unew = (1 − α) �ucur − gxcur +
(
RT

∣∣∣∣1 − 1
i

∣∣∣∣ (xopt − xcur
)) +

(
c�uother dimcur

i

)
(10)

�xnew = �xcur +
(�unew × �t

)
, (11)

whereas i refers the ranking amongst every air parcel and �xnew signifies the novel place to the next
iterations. WDOA is related to other nature-inspired optimized techniques, however, related to other
optimized techniques, the code of WDOA is very easy and simple for implementing; it is lesser some
control variables which require change.

The WDOA derived a fitness function for optimum key generation procedure, as follows.

fitness function = max {PSNR} (12)

The purpose of the WDOA is to choose the optimum key for the signcryption method that the
peak signal to noise ratio (PSNR) is increased. Fig. 1 depicts the flowchart of WDOA.

3.3 Level III: Blockchain Enabled Secure Transmission

The recognized field of Blockchain is a Bitcoin Blockchain that can be determined as a ledger
established to provide economic transactions via Bitcoin cryptocurrency [28]. The miners are appro-
priate in confirming the operation and gathering into block;miners are appropriate in solving exclusive
cryptographic puzzles termed “proof-of-work,” wherein a determined hash value is associated with
concluding blocks. In recent times, alternative class of Blockchain model has been organized.

For example, Ethereum Blockchain Buterin provides a standardized technique by using “smart
contracts” which allows the program to implement the Blockchain and implements retrieval and
storage operation. Furthermore, the information is stored in inner state parameter and describes
the convention procedure to alter the real state. The procedure implemented in current contracts is
transmitted in transaction that is universally progressive. Such techniques are validated andmeasurable
by miners in Ethereum Blockchain and guarantee legitimacy. This feature develops Blockchain
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model in healthcare field and thus, developer enhances the healthcare prediction. Fig. 2 depicts the
framework of blockchain.

Figure 1: Flowchart of WDO algorithm

Figure 2: Structure of blockchain

4 Experimental Validation

This section portrays the results offered by theWDOA-MIEmodel on benchmarkmedical images.
Fig. 3 shows the sample set of test medical images. Besides, Fig. 4 illustrates the histogram of the input
and encrypted images.
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Figure 3: Sample medical images
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Figure 4: Histogram analysis (a) histogram of original images (b) histogram of encrypted images

Tab. 1 reports the overall results offered by the WDOA-MIE model on six test images. The
experimental values implied that the WDOA-MIE model has obtained minimal values of MSE and
RMSEwithmaximum values of PSNR and structural similarity (SSIM). For instance, on image-1, the
WDOA-MIEmethod has gainedmean square error (MSE) of 0.0713, root mean square error (RMSE)
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of 0.2670, PSNR of 59.5999 dB, and SSIM of 0.9999. Besides, on image-2, the WDOA-MIE model
has obtainedMSE of 0.1021, RMSE of 0.3195, PSNR of 58.0405 dB, and SSIM of 0.9992. At last, on
image-6, the WDOA-MIE model has resulted in MSE of 0.0553, RMSE of 0.2352, PSNR of 60.7036
dB, and SSIM of 0.9993.

Table 1: Result analysis of WDOA-MIE model under distinct test images

Image No. MSE RMSE PSNR (dB) SSIM

Image-1 0.0713 0.2670 59.5999 0.9999
Image-2 0.1021 0.3195 58.0405 0.9992
Image-3 0.1060 0.3256 57.8777 1.0000
Image-4 0.0748 0.2735 59.3918 0.9994
Image-5 0.1075 0.3279 57.8167 0.9999
Image-6 0.0553 0.2352 60.7036 0.9993

Tab. 2 and Fig. 5 illustrate a comparativeMSE examination of theWDOA-MIEmodel with other
encryption models. The results signified the betterment of the WDOA-MIE model with least values
of MSE. For instance, with Image-1, the WDOA-MIE model has gained lower MSE of 0.0713 while
the RSA, ECC, cuckoo search (CS), and particle swarm optimization (PSO) approaches have achieved
superiorMSE of 0.3379, 0.2446, 0.1792, and 0.1680 respectively.Moreover, with Image-4, theWDOA-
MIE model has gained lower MSE of 0.0748 while the RSA, ECC, CS, and PSO models have reached
increased MSE of 0.3449, 0.2140, 0.1865, and 0.1747 respectively. Furthermore, with Image-5, the
WDOA-MIE model has resulted in least MSE of 0.0553 but the RSA, ECC, CS, and PSO models
have accomplished increased MSE of 0.3225, 0.2398, 0.1744, and 0.1245 respectively.

Table 2: MSE examination of WDOA-MIE with existing models

Mean Square Error

Image No. RSA ECC CS PSO WDOA-MIE

Image-1 0.3379 0.2446 0.1792 0.1680 0.0713
Image-2 0.3364 0.2419 0.1751 0.1450 0.1021
Image-3 0.3418 0.2438 0.1987 0.1409 0.1060
Image-4 0.3449 0.2140 0.1865 0.1747 0.0748
Image-5 0.3258 0.2151 0.1681 0.1440 0.1075
Image-6 0.3225 0.2398 0.1744 0.1245 0.0553
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Figure 5: Comparative MSE examination of WDOA-MIE with existing models

A comprehensive PSNR investigation of the WDOA-MIE model with recent models is made in
Tab. 3 and Fig. 6. The obtained values implied that theWDOAMIEmodel has accomplished effectual
outcomes with increased PSNR values under all images. For instance, with image1, the WDOAMIE
approach has provided maximum PSNR of 59.60 dB but the RSA, ECC, CS, and PSO models have
resulted to lower PSNR of 52.84, 54.25, 55.60, and 55.88 dB respectively. Simultaneously, with image5,
the WDOAMIE model has delivered enhanced PSNR of 57.82 dB whereas the RSA, ECC, CS, and
PSO models have accomplished reduced PSNR of 53, 54.80, 55.88, and 56.55 dB respectively.

Table 3: PSNR examination of WDOA-MIE with existing models

PSNR (dB)

Image No. RSA ECC CS PSO WDOA-MIE

Image-1 52.84 54.25 55.60 55.88 59.60
Image-2 52.86 54.29 55.70 56.52 58.04
Image-3 52.79 54.26 55.15 56.64 57.88
Image-4 52.75 54.83 55.42 55.71 59.39
Image-5 53.00 54.80 55.88 56.55 57.82
Image-6 53.05 54.33 55.72 57.18 60.70
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Figure 6: Comparative PSNR examination of WDOA-MIE with existing models

A comprehensive SSIM investigation of the WDOAMIE model with existing models is made in
Tab. 4 and Fig. 7. The achieved values implied that theWDOAMIEmodel has accomplished effectual
outcomes with increased SSIM values under all images. For instance, with Image-1, the WDOAMIE
method has provided superior SSIMof 0.9989while theRSA, ECC, CS, and PSOmodels have resulted
to lower SSIM 0.9600, 0.9706, 0.9782, and 0.9836 respectively. Simultaneously, with Image-5, the
WDOAMIE model has delivered enhanced SSIM of 0.9949 whereas the RSA, ECC, CS, and PSO
models have accomplished reduced SSIM of 0.9260, 0.9700, 0.9707, and 0.9825 respectively.

Table 4: SSIM examination of WDOA-MIE with existing models

SSIM

Image No. RSA ECC CS PSO WDOA-MIE

Image-1 0.9600 0.9706 0.9782 0.9836 0.9989
Image-2 0.9364 0.9673 0.9857 0.9931 0.9968
Image-3 0.9209 0.9675 0.9855 0.9953 0.9991
Image-4 0.9007 0.9707 0.9763 0.9952 0.9994
Image-5 0.9260 0.9700 0.9707 0.9825 0.9949
Image-6 0.9551 0.9622 0.9851 0.9944 0.9983
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Figure 7: Comparative SSIM examination of WDOA-MIE with existing models

Tab. 5 and Fig. 8 exemplify a comparative computation time (CT) investigation of the WDOA-
MIE model with other encryption models [29]. The results indicated the improvement of the WDOA-
MIE model with minimum values of CT. For instance, with Image-1, the WDOA-MIE model has
gained lower CT of 72.60 s whereas the RSA, ECC, CS, and PSO models have obtained higher CT
106.56, 122.76, 110.22, and 104.10 s respectively. Also, with Image-4, the WDOA-MIE model has
gained lower CT of 66.90 s whereas the RSA, ECC, CS, and PSO models have obtained higher CT of
124.62, 80.88, 81.78, 132 s, respectively. In addition, with Image-6, theWDOA-MIEmodel has resulted
in least CT of 42.60 s whereas the RSA, ECC, CS, and PSO models have accomplished increased CT
of 128.04, 113.88, 52.38, and 54.66 s respectively.

Table 5: CT examination of WDOA-MIE with existing models

Computation Time (s)

Image No. RSA ECC CS PSO WDOA-MIE

Image-1 106.56 122.76 110.22 104.10 72.60
Image-2 142.62 99.06 107.16 96.00 70.20
Image-3 111.78 108.18 108.36 80.10 60.00
Image-4 124.62 80.88 81.78 132.00 66.90
Image-5 77.88 52.02 109.74 95.46 41.34
Image-6 128.04 113.88 52.38 54.66 42.60

From the comprehensive results and discussion, it can be evident that theWDOA-MIEmodel has
gained effectual encryption performance over the other methods.



CMC, 2022, vol.73, no.2 3231

Figure 8: Comparative CT examination of WDOA-MIE with existing models

5 Conclusion

In this article, a new WDOA-MIE technique was established for blockchain enabled IoT envi-
ronment. The WDOA-MIE model enables the acquisition of medical images from the patient via
IoT devices. Followed by, the acquired images are coded by the use of signcryption technique. For
enhancing the efficacy of the signcryption technique, the optimal key generation procedure was
executed by WDOA algorithm. The goal of the WDOA-MIE algorithm is to derive a fitness function
based on PSNR. Upon successful encryption of images, the IoT devices transmit to the closest server
for storing it in the blockchain securely. The performance of the presented approach was analyzed
utilizing the benchmark medical image dataset. The security and the performance analysis establish
that the presented method offers better security with increased PSNR of 60.7036 dB. In future, hybrid
metaheuristic optimization algorithms can be designed to further enhance security performance. In
addition, lightweight cryptographic techniques can be involved to ensure security.
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Electronic Spectra (Experimental and Simulated), and DFT
Investigation of NLO, FMO, NBO, and MESP Characteristics of
Some Biphenylcarboxaldehydes
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aDepartment of Physics, SR University Warangal, Warangal, India; bDepartment of Physics, Kakatiya University,
Warangal, India; cDepartment of Physics, Malla Reddy Engineering College, Hyderabad, India

ABSTRACT

Experimental UV–Visible spectral data for biphenyl-4-carboxaldehyde (B4A),
biphenyl-3-carboxaldehyde (B3A), and biphenyl-2-carboxaldehyde (B2A)
were obtained in the spectral space 200–400nm in a solution of CDCl3. In
order to substantiate the experimental data, theoretical quantum chemical
calculations were made using time-dependent DFT (TD-DFT) formalism
employing B3LYP functional in combination with 6–311þþG(d,p) for the
three molecules in CDCl3 solution phase. Certain global reactivity descrip-
tors were evaluated with the highest occupied molecular orbital (HOMO)
and lowest unoccupied molecular orbital (LUMO) (FMOs) analysis, with
in the frame work of DFT/B3LYP/6–311þþG(d,p) method for the three
molecules being investigated. The non-linear optical (NLO) material profiles
of the three molecules consisting of their static NLO parameters were
theoretically investigated to find their utility for NLO applications.
Hyperconjugative interactions, as revealed by natural bond orbital (NBO)
analysis, helped to explain NLO behavior of the molecules in terms of
intramolecular charge transfer (ICT). The reactive sites of B4A, B3A, and
B2A molecules were probed by MESP surface analysis.

HIGHLIGHTS

� Experimental and simulated electronic absorption maxima agree well
for, B4A, B3A, and B2A.

� Highest occupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO) orbitals are used to understand p!p�

UV–Visible transitions in the three molecules.
� The molecules are highly reactive and stable.
� B4A and B3A are good for developing NLO materials.
� Space around oxygen atom of the aldehyde moiety of the molecules is
the most favorable site, for electrophilic attack.
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1. Introduction

Substituted Biphenyls (BP) are known for their importance in commercial applications of liquid

crystals,1 in pharmaceutical research for obtaining high success rates2 (e.g. sartan family of drugs

used to treat hypertension3) as industrial flame retardants and plasticizers4 (e.g. polychlorinated

BP and polybromonated BP), and in asymmetric synthesis5 of vital chiral ligands6,7 (e.g. BINAP

and Meo-BIPHEP). Further, the biphenyl moiety plays a pivotal role in imparting biological activ-

ity to numerous natural products8,9 (e.g. michellamine, steganon, and vancomycin). Moreover,

there is an interesting aspect of structure of biphenyl derivatives. The torsional angle around C–C

inter-ring bond, associated barrier to internal rotation, and consequent conformer are dictated by

two opposing interactions: the p–electron conjugation (i.e. delocalization of p–electrons) between

the two phenyl rings favoring a coplanar structure, whereas the repulsion between ortho atoms

favoring a non-coplanar conformer. This stimulated intense experimental and theoretical research

activity of biphenyl derivatives in order to understand their equilibrium geometries, vibrational

frequencies, molecular force field, chemical reactivity, barrier to internal rotation around inter-

ring C–C bond, electronic structure, laser-induced flouroscence spectra, and electronic spectra.

However, these studies are mainly restricted to methyl-,10 flouro-,11,12 chloro-,13,14 bromo-,14

amino-,15 cyano-,16 and hydroxyl-,13 substituted BP. Hence in an earlier article we reported

results of our investigation of biphenyl-4-carboxaldehyde (B4A), biphenyl-3-carboxaldehyde

(B3A), and biphenyl-2-carboxaldehyde (B2A) involving their torsional potentials, hindered rota-

tion, molecular structure and vibrational properties.17 As a continuation of this work we report

results of our work on B4A, B3A, and B2A covering their UV–Vis spectra (both experimental

and simulated), frontier molecular orbital (FMO) characteristics, non-linear optical (NLO) prop-

erties, natural bond orbital (NBO) behavior, and molecular electrostatic potentials (MEP). In a

recent article, we reported results of such investigations on a couple of thiosemicarbazones.18

This work is of current interest, as several research articles are published in the immediate recent

past, that deal with subject matter of this article, for a good number of other molecular

systems.19–22

2. Measurement of spectra

High purity samples of B4A (solid) and B3A (liquid) were purchased from Tokyo Kasei Kogyo

Co., Ltd, Tokyo, Japan, whereas B2A (liquid) was procured from Aldrich Chemical Company, St.

Louis, MO. They were used as such, without further purification for recording the spectra.
UV–Vis spectra of the three compounds were measured, in a solution of Deuterated

Chloroform (CDCl3), employing Perkin-Elmer UV–Vis LAMBDA-25 double beam spectrometer,

in the spectral range 200–400 nm, at room temperature.

3. Computational aspects

In order to evaluate various molecular properties related to electronic transitions, FMO behavior,

nonlinear optical parameters, NBO characteristics, and MESPs of B4A, B3A, and B2A, we used

ab initio quantum chemical calculations modified to include density functional theory (DFT) for-

malism as available in Gaussian 09/DFT program package.23 The level of theoretical formalism

used consisted of three essential components: (i) Beck’s non-local gradient three parameter hybrid

exchange functional (B3),24 (ii) Lee–Yang–Parr gradient corrected correlation functional (LYP),25

and (iii) split valence triple zeta basis set, 6–311þþG(d,p). We call this B3LYP/6–311þþG(d,p)

formalism or method.
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Time dependent-DFT (TD-DFT) was employed, using the formalism mentioned in the preced-
ing paragraph, to compute electronic absorption spectra of B4A, B3A, and B2A in a solution of
CDCl3 (this is the solvent used to measure experimental spectra).26–28

Orbital energy gap (DE), ionization potential (I), electron affinity (A), global chemical hardness
(g), global chemical softness (f), electronegativity (v) chemical potential (m), global electrophilicity
index (x), and maximum charge transfer index (DNmax) are chemically important parameters.
Following common practice, we evaluated DE, I, A, g, f m, x, and DNmax for B4A, B3A and B2A,
using the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital
(LUMO) energies EHOMO and ELUMO, respectively. HOMO and LUMO are called FMOs.
Relevant expressions required for calculating above parameters using DFT were taken from
literature.22,29–31

Nonlinear optical behavior of a given compound is usually analyzed in terms of its total
molecular dipole moment (mt) and its components, total molecular polarizability (at) and its com-
ponents, anisotropy of polarizability (Da), and first-order static hyperpolarizability (bt). Their val-
ues were found, for B4A, B3A, and B2A, utilizing DFT in conjunction with Buckingham’s
definitions32 based on finite field approach (see21 also for fundamental equations of NLO).

A major structural aspect of B4A, B3A, and B2A is the p-electron conjugation (i.e. delocaliza-
tion or hyper conjugation) between the two phenyl rings as stated earlier in the introduction. It
is essential to quantify this aspect in the three molecules under investigation. This leads to an
understanding of several second-order interactions involving occupied orbitals of one subsystem
and vacant orbitals of another subsystem. This is achieved by evaluating donor–acceptor interac-
tions for each of the three molecules B4A, B3A, and B2A by subjecting their Fock matrices in
NBO basis to second-order pertbation analysis. These interactions reveal themselves as a loss of
occupancy from the localized NBO of the idealized Lewis structure into an empty non-Lewis
orbital. We used NBO version 3.1 computer program (Madison, UK)33 which is a part of the
Gaussian 09/DFT suit of programs.

MESP V(r) at any point r (x, y, z) is given exactly by the following expression.21,34

VðrÞ ¼
X
A

ZA

jRA � rj
�

ð
qðr0Þdr0

jr0 � rj

where ZA, RA, r
0, r and qðr0Þ are

Nuclear charge on the nucleus A, position of nucleus A, position of an electron in the mol-
ecule, position of a point where V(r) is required in the surroundings of the molecule, and q(r0) is
electron density (ED) function at the point r0, respectively. RA, r

0, and r are measured from an
arbitrary origin.

The first term on the right-hand side of the above equation represents nuclear contribution to
the potential, which is responsible for the positive interaction energy. This arises from the inter-
action of nuclei belonging to the molecule with a positive test charge situated at r. The second
term in the equation is due to electrons, which is the origin of the negative interaction energy.
This energy originates from the interaction of electrons with the same test charge used above at
r. To evaluate MESP, we mapped MESP V(r) onto iso-ED surface. MESP surfaces of B4A, B3A,
and B2A are evaluated, along with total ED, using DFT/B3LYP/6–311þþG(d,p) level of theory,
by mapping MESP onto iso-ED surfaces.

4. Results and discussion

4.1. Frontier molecular orbital (FMO) characteristics

In this section, we wish to present FMOs (i.e. HOMO and LUMO) and their utility to understand
UV–Visible spectra and chemical reactivity. FMOs are very important in quantum chemistry for
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determination, understanding, and interpretation of a host of molecular electronic and electrical
parameters, electronic transitions responsible for absorption bands in UV–Visible region, chem-
ical reactivity of conjugated molecules at molecular level and charge transfer within molecular
systems.21,22,30,31,35–39

HOMO can be thought of as an electron donor, whereas LUMO can be considered as an elec-
tron acceptor.

4.1.1. UV–Visible spectrum

It is a common practice to employ UV–Visible absorption spectra for quantitative analysis of
organic compounds in a solution. But it is almost impossible to avoid impurities in the solution
in an organic synthesis. Two methods are available to make quantitative analysis of such a solu-
tion possible. The first method requires separation of various impurities present in the solution,
whereas the second procedure needs re-synthesis of the impurities separately. Both procedures
require considerable time, in addition to being financially taxing. Hence, one should look for an
alternative method that can address this problem effectively. The answer is available in numerous
theoretical methods, that have the common purpose of simulating UV–Visible spectra. Recently
Parrish et al.40 reviewed these methods alongwith DFT, wherein they extended variational quan-
tum eigensolver method for calculating electronic transitions. We prefer to use time-dependent
DFT (TD-DFT) for this purpose, as it was established that TD-DFT simulates UV–Visible spectra
with fair degree of accuracy.26–28 Further, such usage conforms to the general purpose of
this article.

It is customary to use a three-step procedure41,42 to generate UV–Visible spectra theoretically.
In the first step, the ground state geometry is optimized until the default convergence limit (i.e.
the root-mean-square of forces is less than 3.0� 10�4 a.u) is reached. This is followed by the
second step, wherein vibrational wave numbers are determined analytically to check for the
absence of negative frequencies in order to ensure that the structure corresponds to an actual
minimum. In the final step vertical transitions to valence excited states are calculated. In the first
two steps, the DFT formalism is employed, while the last step is implemented with its time-
dependent variant, i.e. TD-DFT. Optimized molecular geometry of B4A, B3A, and B2A as
obtained by implementing the first two steps and reported in our earlier publication,17 is shown
in Figure 1, since the geometry is essential for the computations reported in this article.

Quantum theoretical formalisms described above give rise to a line spectrum for the
UV–Visible transitions. This needs to be modified as the corresponding experimental spectrum
has a broad shape due to line-broadening effects such as natural line width, Doppler effect, pres-
sure broadening, and thermal excitement. Therefore, each computed line has to be widened to
have a Gaussian shape.43,44 To realize this, computation of UV–Visible transitions has to be
made following an integrated approach.45 The input in this process is the electronic transitions
generated by TD-DFT. Then, each line spectrum is modified into a Gaussian function making
independent optimization by using a convenient value for full width at half maximum (FWHM).
This process leads to improved agreement between measured and computed spectra.45 It is
important to note that there should be certain amount of deviation between the observed and
computed values of UV–Visible spectra as it is not possible to incorporate line-broadening effects
exactly using present theoretical methods.

Simulated electronic absorption spectral parameters were obtained for B4A, B3A, and B2A in
a solution of CDCl3 using foregoing quantum chemical methods. Solvent effects were addressed
by means of polarizable continuum model (PCM). For this, we employed a variant of integrated
equation formalism (IEF-PCM),46 incorporated into Gaussian version 09 program package.

Measured UV–Visible absorption bands caused by electronic transitions are made available in
Figure 2, for B4A, B3A, and B2A. Comparison of these transitions with their corresponding com-
puted parameters can be found in Table 1.

4 K. SRISHAILAM ET AL.



According to our calculations B4A, B3A, and B2A should have one electronic transition each,

at kmax¼ 308.2, 315.8, and 302.4 nm, respectively, with corresponding oscillator strength 0.670,

0.031, and 0.103. These are in good agreement with observed electronic transitions near 287.2,

303.1, and 299.9 nm, for B4A, B3A, and B2A, respectively. Prominent HOMO–LUMO and their

neighboring molecular orbitals in various electronic transitions are shown in Figure 3, for B4A,

B3A, and B2A. Our simulations establish that the experimental bands mentioned in the foregoing

paragraph, arise mainly due to H!L transitions (H and L denote HOMO and LUMO, respect-

ively). The percentage contribution of H!L transition is 98%, 88%, and 56% in B4A, B3A, and

B2A, respectively. We can attribute H!L electronic transition to p ! p� excitation.

4.1.2. Chemical reactivity

FMO parameters (or global reactive descriptors), such DE¼(EHOMO-ELUMO), I¼ �EHOMO,

A¼�ELUMO, g¼(I-A)/2, f¼ 1/2g, v ¼(IþA)/2, m ¼ � (IþA)/2, x ¼ m
2/2g, and DNmax ¼ �m/g,

Figure 1. Optimized molecular structure of B4A, B3A, and B2A monomers along with numbering of atoms and intramolecular
hydrogen bonding.
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Table 1. Electronic absorption parameters for B4A, B3A, and B2A as evaluated by TD-DFT/B3LYP/6-311þþG(d,p) formalism.

Molecule

Absorption maximum kmax (nm)
Excitation
energy (eV)

Oscillator
strength (f)

Major contribution
(�10%) Transit-ionCalculated Experimental

B4A 308.3 287.2 4.02 0.670 Hz!L (98%) p ! p�

B3A 315.8 303.0 3.92 0.031 H!L (88%) p ! p�

B2A 302.4 299.9 4.10 0.103 H!L (56%)
H-1!L (15%)
H-2!L (22%)

p ! p�

Figure 2. UV–Vis Spectra of B4A, B3A, and B2A: (a) Experimental (b) Simulated with TD-DFT/B3LYP 6–311þþG(d,p) formalism.

6 K. SRISHAILAM ET AL.



where estimated for B4A, B3A, and B2A on the basis of DFT/B3LYP/6-311þþG(d,p) formal-

ism.22,29–31 These are presented in Table 2. The primary quantity that can be obtained from these

parameters is the energy gap, which is equal to the difference between orbital energies of HOMO and

LUMO. This parameter, for B4A, B3A, and B2A, is calculated at 3.459, 3.619, and 3.595 eV, respect-

ively, using the data from Table 2. These values are relatively small. This is a characteristics feature of

conjugated molecules, and is an indicator of high chemical reactivity of B4A, B3A, and B2A. Low

value of frontier orbital energy gap creates energetically favorable situation wherein it is easy to excite

electrons from low-lying HOMO to high-lying LUMO leading to accumulation of electrons in the

LUMO, polarizing the molecule. Thus a molecule having low energy gap is easily polarizable, has

high chemical reactivity and exhibits low kinetic stability.47–49 From Table 2, we note that the

Figure 3. Frontier molecular orbitals of (a) B4A, (b) B3A, and (c) B2A as obtained using DFT/B3LYP/6–311þþG(d,p) formalism.

Table 2. Frontier molecular orbital parameters of B4A, B3A, and B2A by DFT/B3LYP/6-311þþG(d,p) method.

Frontier molecular orbital parameter

Value (eV)

B4A B3A B2A

HOMO energy �9.781 �9.780 �9.795
LUMO energy �6.322 �6.161 �6.200
Frontier molecular orbital energy gap 3.459 3.618 3.594
Ionization energy (I) 9.781 9.780 9.795
Electron affinity (A) 6.322 6.161 6.200
Global chemical hardness (g) 1.729 1.809 1.797
Global chemical softness (f) 0.289 0.276 0.278
Electronegativity (v) 80.51 7.970 7.997
Chemical potential (m) �8.051 �7.970 �7.997
Global electrophilicity index (x) 18.739 17.555 17.792
Maximum charge transfer index (DNmax)

a 4.656 4.406 4.450
a
DNmax has no units as it is ratio of similar quantities
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chemical potential (m) for the three molecules under investigation is negative. This indicates that the

molecules are stable under normal conditions.50

4.2. Non-linear optical (NLO) properties

An electromagnetic wave, in its passage through a NLO material, experiences changes in its

propagation characteristics, such as amplitude, frequency, or phase, due to its interaction with the

material, generating new fields.51,52 If such modifications are sufficiently high, then the NLO

material becomes useful for NLO applications, such as frequency shifting, optical logic, optical

memory, and optical switching, in the fields of telecommucations, signal processing, and optical

inter-connections.22,50,52–56 First-order hyperpolarizability (bt) plays a pivotal role in deciding the

NLO behavior of a given material. Consequently, density functional formalism was extensively

employed to investigate organic NLO materials.50–52,57–60

The NLO quantities calculated for B4A, B3A, and B2A are collected in Table 3. Following

usual practice one compares total molecular dipolemoment (mt) and total first-order hyperpolariz-

ability (bt) of a given material with values of corresponding quantities of urea, in order to evalu-

ate NLO behavior of the material under consideration. For Urea mt and bt are 1.3732 Debye

and 372.8� 10–33 cm5/esu, respectively. For B4A, the values of mt and bt are 1.944 Debye and

4095.0427� 10�33 cm5/esu, whereas the corresponding values for B3A are 1.674 Debye and

959.379� 10�33 cm5/esu, while they are 1.445 Debye and 131.227� 10�33 cm5/esu, for B2A.

Thus, mt and bt for B4A are 1.42 and 10.98 times of that of corresponding values for Urea.
Corresponding figures for B3A are 1.23 and 2.57, whereas they are 1.05 and 0.35 for B2A.

Hence, B4A and B3A are very useful for NLO applications, whereas B2A is not useful for this

purpose. The value of hyperpolarizability of a given material is a measure of NLO activity. Its ori-

gin is in the intramolecular charge transfer (ICT), which has its roots in electron cloud

Table 3. Values of dipole moment, mt (in Debye); polarizability, at (in 1.4818� 10�25 cm3); and first-order
hyperpolarizability, bt (in 8.641� 10�33 cm5/e.s.u) of B4A, B3A, and B2A.

Type of component

Value with B3LYP/6� 311þþG(d,p)

B4A B3A B2A

mx 1.766 �0.507 �0.592
my 0.769 1.573 �1.313
mz 0.256 �0.264 0.108
mt 1.944 1.674 1.445
axx 325.930 275.444 209.787
axy 1.337 3.564 �5.408
ayy 187.816 210.075 156.733
a xz �0.271 �4.720 3.764
ayz 1.266 6.558 7.047
azz 108.889 111.662 100.801
at 207.545 199.060 155.774
Da 190.278 142.798 94.394
bxxx 3886.314 630.762 146.142
bxxy 125.307 �137.748 10.602
bxyy 96.116 342.199 �68.437
byyy 109.183 �100.590 121.623
bxxz 34.604 18.267 �16.502
bxyz 38.461 �34.277 22.432
byyz 21.761 58.999 �55.422
bxzz 103.982 �33.373 �7.823
byzz 20.648 50.142 �36.724
bzzz 17.806 �30.739 15.208
bt 4095.0427 959.379 131.227
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association through p-conjugated structure of electrons. The components of hyperpolarizability

decide charge delocalization in the molecule. In the case of B4A, B3A, and B2A, the direction

along which maximum charge delocalization takes place is bxxx direction.

4.3. Natural bond orbital (NBO) analysis

Results of important hyperconjugative interactions obtained with second-order pertbation theory

analysis of Fock matrix in NBO basis using DFT/B3LYP/6-311þþG(d,p) computational level for

B4A, B3A, and B2A are summarized in Tables ST1, ST2, and ST3, respectively, which can be

found in Supplementary information.
NBO method is a mathematical tool to construct orbitals so as to include maximum possible

percentage of the ED. As a result, they are helpful in providing clear understanding of:

i. ICT,
ii. intra and intermolecular bonding interactions, and
iii. hyperconjugative interactions between donor (i) and acceptor (j) groups within a given elec-

tronic structure.

To drive this point home let us consider the stabilization energy E(2), associated with donor

(i)!acceptor(j) electron delocalization, as estimated using the equation19,61

Eð2Þ ¼ �qi
F2ij

DE
¼ �qi

hijFjji2

ej � ei

where qi is the donor orbital occupancy, ℇi and ℇj are energies of ith and jth orbitals (diagonalele-

ments), respectively, and Fij is the off diagonal NBO Fock matrix element.
Significant value of stabilization energy E(2) indicates strong interaction between the electron

donors and electron acceptors resulting in greater extent of conjugation of the entire structure.

The delocalization of ED, between occupied Lewis-type (bonding or lone pair) NBO orbitals and

empty non-Lewis (anti-bonding or Rydberg) NBO orbitals implies stabilization of donor–acceptor

interaction. Intramolecular hyper conjugative interactions arise due to overlap between the bond-

ing p-orbitals and anti-bonding p�-orbitals. This leads to ICT stabilizing the system. This type of

interactions reveal themselves as enhancement in the ED in biphenyl C1–C6, C2–C3, C4–C5,

C7–C12, C8–C9, and C10–C11 anti-bonding orbitals. They reduce strength of the corresponding

bonds. The ED, for B4A at the conjugated p-bonds of the biphenyl ring is between 1.6159 and

1.6663, as can been seen from Table ST1, whereas the corresponding values, for p�-anti-bonds

are in the range 0.2688–0.3799. Consequent to this intense charge delocalization the molecule

generates total stabilization energy 261.29 kcal mol�1 from the biphenyl ring alone. The interac-

tions p (C1–C6)!p� (C2–C3 and C4–C5); p (C2–C3)!p� (C1–C6 and C4–C5); p (C4–C5)!p�

(C1–C6, C2–C3, and C22–O23); p (C7–C12)!p� (C8–C9 and C10–C11); p (C8–C9)! p�

(C7–C12 and C10–C11); p (C10–C11)!p� (C7–C12 and C8–C9); LP(2) O23!p�(C4–C22) pos-
sess large stabilization energies in the range 17.68–24.12 kcal mol�1, according to NBO analysis.

As a result ICT, i.e. of p- electron movement from donor to acceptor (i.e. ICT) the molecule

becomes more polarized. On the basis of this observation, it can be stated that the NLO proper-

ties of B4A originate from ICT. This statement substantiates the conclusion arrived at in Section

Non-linear optical (NLO) properties on NLO properties, regarding the usefulness of the molecule

for NLO applications. Corresponding conclusions can be arrived at for B3A and B2A from the

data presented in Tables ST2 and ST3, respectively.
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4.4. Molecular electrostatic potentials (MESP)

MESP is an established tool to understand molecular reactivity properties, by identifying electro-
philic and nucleophilic regions, in addition to hydrogen bond interactions, in a molecule.62–64

The role of MESP extends to revealing nature of biological recognition processes. It also facilitates
visual representation of relative polarities of a molecule. It is to be noted that MESP is a real
physical quantity that can be measured with the help of diffraction experiments.65,66 This is an
important aspect of MESP that distinguishes it from other reactivity indices like atomic charges
that are mere defined properties, which do not correspond to anything real directly.

MESP maps obtained according to the formalism mentioned in Section Computational aspects,
are available in Figure 4, for B4A, B3A, and B2A. It is customary to use color grading67 to indi-
cate regions of varying ED in the molecule. According to the color scheme, red indicates elec-
tron-rich region (partial negative charge); blue denotes electron deficient portion (partial positive
charge); orange (light blue) gets associated with slightly electron deficient part (slightly less partial
positive charge), yellow stands for slightly electron rich location (slightly less partial negative
charge) and green identifies neutral area61 in a molecule. Hence the color grading from the most

Figure 4. Total electron density mapped with electrostatic potential surface of (a) B4A, (b) B3A, and (c) B2A.
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negative region to the highest positive region follows the order

red> yellow> green> orange> blue. From Figure 4, it is clear that the highest electron-rich

region in B4A contains oxygen atom of the aldehyde group. Hence, oxygen atom is the most

reactive site in B4A. This is substantiated by the fact that this oxygen atom is involved in inter-

molecular hydrogen bond formation in B4A.17 These statements pertaining to B4A are equally

true of B3A and B2A, as can be seen from Figure 4.

5. Conclusions

Theoretically simulated electronic transitions, one each for B4A, B3A, and B2A, at TD-DFT/

B3LYP/6–311þþG(d,p) level showed good agreement with their experimentally measured coun-

terparts in a solution of CDCl3 using IEF-PCM solution model. Their origin is in the p!p� tran-

sitions in these molecules, as revealed by FMO (HOMO, LUMO) analysis. Global reactivity

descriptors, such as energy gap (DE) and chemical potential (m), evaluated through HOMO and

LUMO analysis proved that the molecules are highly reactive attributable to relatively small value

of corresponding energy gap, which is around 4 eV. Further, the negative value of related chem-

ical potentials ascertained that the molecules were stable under normal conditions. The theoretical

static NLO parameters mt and bt of these molecules, on comparison with corresponding values of

Urea, suggested that B4A and B3A were good for use in NLO industry, whereas such was not the

case with B2A. Hyperconjugative interactions, as obtained from NBO, analysis, helped to explain

NLO behavior of the molecules in terms of ICT. On the basis of MESP surface analysis by DFT,

it was calculated that the most reactive site is located around the oxygen atom of aldehyde moiety

in B4A, B3A, and B2A.
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ABSTRACT

Fourier Transform infrared spectra (4000–400 cm�1) and Fourier Transform
Raman spectra (4000–50 cm�1) were recorded for 2-chloro-4-phenylphenol
(CP); 2-nitro-4-phenylphenol (NP); and 2-amino-4-phenylphenol (AP). 1H
and 13C NMR spectra, along with UV-Vis spectra of the three samples were
also measured. Quantum chemical calculations, at the level of DFT/B3LYP/
6-311þþG(d,p) theory were implemented to study their ground state
geometry, vibrational wave numbers, infrared and Raman intensities, 1H
and 13C NMR spectra, frontier molecular orbital parameters, NLO behavior,
NBO properties, thermodynamic quantities, rotational constants and MESP
behavior. TD-DFT variant was employed to simulate electronic transitions
of these molecules. Observed and calculated vibrational frequencies agreed
with an rms error 7.44, 8.98 and 6.97 cm�1, the corresponding RMSD val-
ues being 7.09, 9.39 and 6.59 cm�1 for CP, NP and AP, respectively.
Experimental chemical shifts concurred, with their theoretical counterparts,
with RMSD value, 0.19, 0.29 and 0.56 ppm for 1H NMR; and 6.34, 6.28 and
5.39 ppm for 13C NMR, respectively, in CP, NP and AP. This kind of agree-
ment was also true for absorption maxima (kmax) of their electronic transi-
tions in solution form. Frontier molecular orbitals were found useful to
understand origin of electronic transition maxima and chemical reactivity
of the three molecules which was supported by NBO analyses. The compu-
tations showed that the three molecules were potentially good for devel-
oping NLO materials. MESP investigations showed that the most reactive
sites are at oxygen atoms in the three molecules. Moreover, we also made
an attempt to understand the effect of deactivating (Cl, NO2) and activat-
ing (NH2) groups on certain properties of the three molecules. Presence of
intra-molecular hydrogen bond was predicted in CP, NP and AP.
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HIGHLIGHTS

� Structure parameters for CP, NP and AP agree well with their experi-
mental counterparts.

� Computed and measured frequencies, chemical shifts and electronic
transitions agree acceptably.

� Effect of activating and deactivating groups is studied.
� CP, NP and AP are potential NLO materials.
� Intra-molecular charge transfer (ICT) is demonstrated using NBO analysis.

1. Introduction

We know that 4-phenylphenol or 4-hydroxyphenyl, a derivative of the representative molecule
biphenyl (BP) can be considered as a basic unit for its chloro-, nitro-, and amino derivatives. In
this article we considered three such substituted hydroxybiphenyls. These are 2-chloro-4-phenylphe-
nol (CP); 2-nitro-4-phenylphenol (NP); and 2-amino-4-phenylphenol (AP). Nitrophenylphenols
were known for their herbicidal activity, which showed significant increase with progressive substi-
tution of nitro groups on non-phenolic ring.1 Extension of these investigations to chlorophenylphe-
nols revealed that the herbicidal characteristics were influenced remarkably with increasing number
of chlorine atoms on the phenylphenol ring.2 Further, chloro derivatives of 4-phenylphenol along
with their basic value were found highly effective fungistatic agents against Aspergillus niger and
Piricularia oryzae, arising from their reactivity, steric repulsion, permeability and metabolic simula-
tion.3 Miticidal activity of phenylphenols was correlated with their molecular structure,4 which was
found sensitive to the position of substitution and number of substituents such as chlorine atoms,
nitro groups and amino moieties.5–7 Several antimicrobial agents found in biosolids were identified
as derivatives of chlorinated phenylphenols.8 X-ray structure of 4-hydroxybiphenyl is also available.9

From existing literature we find that the earlier studies were confined mainly to exploring biological
activity, comprising of antimicrobial,10,11 antiproliferative,12 estrogenic,13 antioxidant,14 meta-
bolic15,16 and antimalarial17 properties, of CP, NP, AP and their derivatives. Molecular structure,
either experimental or theoretical, is not reported in literature for CP, NP and AP. This is also the
case with normal coordinate analysis and other important molecular parameters for the three mole-
cules. Against this backdrop we undertook the work reported in this article with the objectives: (i)
to investigate molecular structure of CP, NP and AP in gas phase by employing DFT/B3LYP/6-
311þþG(d,p) formalism, (ii) to perform normal coordinate analysis making use of measured infra-
red and Raman spectra, evaluating general valence force field in the process, in order to assign all
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observed vibrational fundamentals unambiguously, (iii) to record 1H and 13C NMR spectra and
compare them with corresponding theoretical counterparts, (iv) to use frontier molecular orbitals to
help assign observed electronic spectra and to gain some insight into chemical reactivity, (v) to
evaluate nonlinear optical (NLO) parameters, in order to examine utility of the compounds for
nonlinear applications, (vi) to make natural bond orbital analyses, so as to understand origin of the
stabilizing energy, (vii) to compute molecular electrostatic surface potentials, in order to identify
reactive sites, and (viii) to estimate thermodynamic quantities for future use. Further, we wish to
examine the effect of presence of activating or electron donating (NH2) and deactivating or electron
withdrawing (NO2 and Cl) groups on the phenolic ring of 4-phenylphenol on certain properties of
CP, NP and AP. It is to be stated that the effect of activating and deactivating moieties on molecu-
lar properties was reported earlier by Castillo et al.,18 for a different molecule. In this way, this art-
icle constitutes a significant addition to the existing knowledge regarding CP, NP and AP.

2. Experimental methods

Samples of CP and AP were purchased from TCI chemical company, Japan, whereas NP was
obtained from Sigma Aldrich Chemical Company, USA as high purity chemicals. Hence, they
were used as received, without further purification, for spectral measurements. The samples were
solids at room temperature. Therefore, their FTIR spectra were measured by diluting the samples
in KBr pellet, using JASCO FTIR-4200 Model spectrometer in the 4000–400 cm�1 region with
resolution ±0.5 cm�1. The FT Raman spectra of the three compounds were recorded employing
BRUKER RFS27 model interferometer accessory in the 4000–50 cm�1 strokes region with
±2 cm�1 resolution using with the exciting radiation at 1064 nm provided by Nd-YAG laser oper-
ating at 200mW power. 1H and 13C NMR spectra were obtained with the help of Bruker’s AV
NEO Spectrometer at 400MHz in solution of deuterated chloroform (CDCl3) for CP and NP;
and dimethylsulfoxide-d6 (DMSO-d6) was the solvent for AP. The chemical shifts were obtained
in ppm units using TMS as internal standard. The UV-Visible spectra of the three samples were
measured with Jasco UV-670 spectrophotometer in the range 500–190 nm using quartz cell of
1 cm path length in a solution of CDCl3 for CP and NP, whereas the same measurement for AP
was made in solution of DMSO-d6. Purity of all chemicals and reagents was of spectro grade. All
spectral measurements were made at room temperature.

3. Computational considerations

Quantum chemical calculations were carried out by make use of density functional theory (DFT)
method. Becke’s non-local gradient approach with three parameter hybrid density exchange func-
tional (B3)19 in association with Lee, Young and Parr gradient corrected correlation functional
(LYP)20 in combination with triple zeta split-valence basis set, 6-311þþG(d,p) was employed for
computations using Gaussian 09 software.21 The geometry optimization is generally done by ini-
tiating the starting structure of a given molecule. But both experimental and theoretical structures
are not available for CP, NP and AP. In such cases, it is customary to use Gauss view22 to gener-
ate an initial structure of the given molecule. Hence, the initial structure parameters, viz, bond
lengths, bond angles and dihedral angles for CP, NP and AP were borrowed from Gauss view22

library, except the dihedral angles associated with C–C inter-ring bond, phenolic C–O bond in
the three molecules, and C–N carbon-nitrogen bond in NP and AP, as the database available
with gauss view22 is not sufficient to provide reliable values for these dihedrals. For instance,
according to gauss view,22 dihedral angle around C–C inter-ring bond is 0� for the three mole-
cules, whereas its experimental value for the representative molecule, biphenyl is 44.4�, as deter-
mined from electron diffraction experiments.23 Hence, the torsion angle around C–C inter-ring
bond was taken from biphenyl23 for the three molecules, whereas that associated with phenolic
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C–O bond was transferred from experimental value reported for 4-methoxy-3-nitrobiphenyl.24

Similarly, the torsion angle for C–N bond in AP was borrowed from experimental value available
for 3, 30, 4, 40-tetraaminobiphenyl,25 while that corresponding to the C–N bond was taken from
4-methoxy-3-nitrobiphenyl.24 The initial structures obtained in this way were subjected to rigor-
ous geometry optimization by relaxing all structure parameters simultaneously; allowing the pro-
cess to get terminated on achieving default convergence criterion as defined in Gaussian 09
program suit.21 This procedure resulted in non-planar structure of C1 symmetry for CP, NP and
AP. Absence of negative frequencies stands as testimony for the reliability of above result for the
optimized structures. It is to be noted that the calculations were performed on a single molecule,
each of CP, NP and AP, in the gas phase.

Using C1 structure as equilibrium geometry for CP, NP and AP, the harmonic vibrational fre-
quencies, cartesian force constants and dipole moment along with its derivatives were evaluated.
Further computations were carried out using the equilibrium geometry and resultant final force
constants. Employing MOLVIB 7.0 Program,26,27 the force constants were transformed into a
non-redundant set of 63, 69 and 69 natural internal coordinates for CP, NP and AP, respectively.
These were constructed from redundant internal coordinates following the procedure suggested
by Fogarasi et al.28 Scaling of force constants was made using least-square refinement procedure
suggested by Pulay and Fogarasi29 and Arenas et al.30 so as to achieve the best possible fit
between observed and calculated wave numbers for these molecules. In order to characterize the
normal modes of vibration, the fundamental frequencies, corresponding eigenvectors, potential
energy distribution (PED), relative IR absorption intensities31 and relative Raman scattering
intensities32,33 were computed. To compare experimental IR and Raman spectra with their theor-
etical counterparts for CP, NP and AP, pure Lorentzian band shape with full width at half max-
imum (FWHM) of 10 cm�1 was used in the simulation process.

NMR spectra (1H and 13C Chemical shifts) were computed employing gauge-independent or
gauge-including atomic orbital (GIAO) approach34 with DFT/B3LYP/6-311þþG(d,p) method.
Resulting simulated NMR spectra of the three molecules were compared with corresponding
observed spectra by making linear regression plots. To simulate electronic absorption spectra of CP,
NP and AP, time-dependent density functional theory (TD-DFT) was used employing B3LYP/6-
311þþG(d,p) formalism. Calculated values of absorption maxima (kmax) were identified with their
corresponding observed values in UV–Vis spectra. Solvent effects, in both NMR and UV-Vis spec-
tra were taken care of by the Polarizable Continuum Model (PCM) using the integral equation for-
malism (IEF-PCM) variant35 integrated into Gaussian 09 software package.

Using frontier molecular orbital energies, comprising of the highest occupied molecular orbital
(HOMO) and the lowest unoccupied molecular orbital (LUMO), the values for molecular elec-
tronic properties of CP, NP and AP such as ionization potential (I), electron affinity (A), global
hardness (g), chemical potential (l), and global electrophilicity power (x) were determined using
well-known expressions.36–38

NLO behavior of the molecules CP, NP and AP was studied by computing the total molecular
dipole moment (lt) and its components, total molecular polarizability (at) and its components, anisot-
ropy of polarizability (Da), and first order static hyperpolarizability (bt) using density functional the-
ory following Buckingham’s definitions39 and DFT/B3LYP/6-311þþG(d,p) level of theory. Similarly,
thermodynamic parameters and rotational constants were determined and the molecular electrostatic
surface potential (MESP) was investigated by mapping of molecular electrostatic potential.

Natural bond orbital (NBO) analysis was performed using NBO 3.1 program40 as implemented
in the Gaussian 09 package with the 6-311þþG(d,p) basis set, in order to understand various
second order interactions between the filled orbitals of one subsystem and vacant orbitals of
another subsystem using second-order perturbation theory as revealed by Fock matrix analysis.
The stabilization energy associated with the hyper conjugation is evaluated using the equation
given by Glendening et al.40
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4. Results and discussion

4.1. Molecular geometry in the ground state and intra-molecular hydrogen bond

Ground state molecular geometry of CP, NP and AP is dictated by two opposing effects.
These are:

1. The p-electron delocalization between the two phenyl rings favors a co-planar structure. This
is further strengthened by participation of lone pair electrons from oxygen atom of activating
OH moiety in the three molecules. In addition, lone pairs from deactivating chlorine atom in
CP; corresponding pairs from two oxygen atoms and one nitrogen atom from deactivating
nitro group in NP, along with similar electrons associated with nitrogen atom in activating
amino moiety in AP take part in stabilizing the planar structure, and

2. The steric repulsion of
� two pairs of ortho hydrogens, neighboring the inter-ring C–C bond;
� ortho hydrogen and hydroxyl group,
� ortho hydrogen on X, where X is Cl, NO2 and NH2 in CP, NP and AP, respectively, and
� ortho hydroxyl moiety and hence X,

favors a non-planar structure, in order to minimize steric effects. The most stable rotamer of
either CP or NP or AP is a result of equilibrium between these two opposing effects. Relative
contributions of the above effects determine the dihedral angle around inter-ring C–C bond /

phenolic C–O bond / nitro C–N bond / amino C–N bond. This sensitive balance is greatly influ-
enced by two factors:

i. the amount of correlation energy that the theoretical formalism can accommodate, and
ii. The size of basis set used for the computations.41–43

Initial values of dihedral angles associated with inter-ring C–C bond, phenolic C–O bond,
nitro C–N bond and amino C–N bond were transferred from related molecules23–25 as already
stated. These were (44.4� and 178.07�) for CP (note that there is no C–N bond in CP); (44.4�,
178.07� and 27.5�) for NP; and (44.4�, 178.07� and 26�) for AP. They were refined to (40.56�,
and 0.093�) for CP; (39.720�, 0.520� and 0.951�) for NP and (40.29�, 176.71� and 26.74�) for AP,
on optimization.

The torsional angles of C–C inter-ring bond at 40.56�, 39.72� and 40.29� for CP, NP and AP,
respectively, are close to their initial value borrowed from BP at 44.4� determined from electron
diffraction experiments.23 They also agree well with that of BP at 42� obtained from DFT/B3LYP/
6-311þþG(d,p) calculations,44 which is the same formalism used in the present article. This is
expected as the steric repulsion arises from the same set of two pairs of ortho hydrogens neigh-
boring the C–C inter-ring bond in the four molecules BP, CP, NP and AP. Further, occurrence
of twist angles of C–C inter-ring bond at lower values in comparison with that of BP should be
attributed to the presence of activating OH and NH2 groups and deactivating Cl and NO2 species
in the molecules under consideration. The difference between twist angles of C–C inter-ring
bond for CP and NP is the difference between 40.56� and 39.72�, which is 0.84�. Justification of
this difference is not attempted, as it is significantly less than the RMSD value for dihedral angles
reported in this article around 2� (see Table 1). The same explanation applies equally well for
similar difference between same quantities for CP and AP; and NP and AP. Optimized values of
torsion angles around phenolic C–O bond are near 0.093�, 0.520� and 176.71� for CP, NP and
AP, respectively. We assumed trans position for hydrogen atom of hydroxyl moiety with respect
to amino group nitrogen atom in AP, initially (see Figure 1). If we were to start with cis position
for the hydrogen atom, the separation between this atom and the nearest amino hydrogen atom
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Table 1. Experimental and DFT/B3LYP/6-311 þþ G(d,p) optimized geometric parameters of CP, NP and AP.

Geometric parameter

Calculated value Experimental value

CP NP AP Ref.9 Ref.24

Bond lengths (in Å)
C1–C2 1.403 1.403 1.403 1.389 1.381
C2–C3 1.392 1.392 1.392 1.392 1.376
C3–C4 1.394 1.394 1.394 1.374 1.358
C4–C5 1.394 1.394 1.394 1.359 1.363
C5–C6 1.392 1.392 1.392 1.387 1.377
C6–C1 1.403 1.402 1.403 1.389 1.383
C1–C7 1.485 1.484 1.485 1.488 1.473
C7–C8 1.400 1.388 1.402 1.399 1.387
C8–C9 1.388 1.400 1.396 1.386 1.370
C9–C10 1.398 1.414 1.407 1.369 1.398
C10–C11 1.396 1.403 1.387 1.359 1.385
C11–C12 1.387 1.380 1.394 1.386 1.370
C12–C7 1.404 1.413 1.399 1.383 1.384
C2–H13 1.084 1.084 1.084 � 0.930
C3–H14 1.084 1.084 1.085 � 0.930
C4–H15 1.084 1.084 1.084 � 0.930
C5–H16 1.084 1.084 1.085 � 0.930
C6–H17 1.084 1.084 1.084 � 0.930
C8–H18 1.082 1.081 1.085 � 0.930
C9–Cl19 1.766 – – 1.401a –

C9–N19 – 1.453 – � 1.459
C9–N19 – – 1.394 � 1.40b

C10–O20 1.357 1.337 1.378 1.385 1.336
C11–H21 1.083 1.083 1.086 � 0.930
C12–H22 1.083 1.084 1.083 � 0.930
O20–H23 0.967 0.982 0.962 0.968a –

N19–O24 – 1.219 – � 1.209
N19–O25 – 1.248 – � 1.215
N19–H24 – – 1.009 0.9b –

N19–H25 – – 1.009 0.9b –

RMSD 0.094 0.088 0.094
Bond angle (in �)
C1–C2–C3 120.91 120.84 121.03 121.4 121.3
C2–C3–C4 120.28 120.24 120.30 120.7 120.8
C3–C4–C5 119.44 119.51 119.36 118.7 119.1
C4–C5–C6 120.27 120.26 120.30 120.9 120.7
C5–C6–C1 120.92 120.82 121.03 121.8 121.1
C6–C1–C2 118.17 118.32 117.99 116.4 117.07
C7–C8–C9 120.43 121.03 122.09 121.3 120.92
C8–C9–C10 121.69 121.37 120.50 120.4 121.36
C9–C10–C11 117.96 117.17 118.14 119.7 116.20
C10–C11–C12 120.58 120.99 120.57 119.9 121.33
C11–C12–C7 121.53 122.01 120.25 121.8 122.37
C12–C7–C8 117.80 117.42 118.43 116.8 116.83
C2–C1–C7 120.82 120.77 120.94 � 120.93
C6–C1–C7 121.00 120.90 121.07 � 121.99
C8–C7–C1 120.78 121.36 120.55 � 121.15
C12–C7–C1 121.41 121.22 121.01 � 122.02
C1–C2–H13 119.53 119.70 119.37 � 119.4
C3–C2–H13 119.54 119.43 119.58 � 119.4
C2–C3–H14 119.65 119.67 119.65 � 119.6
C4–C3–H14 120.06 120.09 120.04 � 119.6
C3–C4–H15 120.28 120.24 120.32 � 120.5
C5–C4–H15 120.28 120.24 120.31 � 120.5
C4–C5–H16 120.07 120.09 120.04 � 119.7
C6–C5–H16 119.66 119.65 119.67 � 119.7
C5–C6–H17 119.52 119.53 119.54 � 119.4
C1–C6–H17 119.54 119.63 119.40 � 119.4
C7–C8–H18 120.50 121.17 119.47 � 119.5
C9–C8–H18 119.05 117.79 118.42 � 119.5

(continued)
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Table 1. Continued.

Geometric parameter

Calculated value Experimental value

CP NP AP Ref.9 Ref.24

C8–C9–Cl19 119.97 – – 119.50a –

C10–C9–Cl19 118.34 – – 119.10a –

C8–C9–N19 – 117.89 122.38 – 116.53
C10–C9–N19 – 120.73 119.48 – 121.11
C9–C10–O20 123.45 124.83 115.94 � 124.48
C11–C10–O20 118.58 117.99 123.56 � 119.30
C10–C11–H21 118.21 117.65 119.45 � 119.3
C12–C11–H21 121.20 121.36 119.97 � 119.3
C11–C12–H22 118.97 118.79 119.51 � 118.8
C7–C12–H22 119.48 119.18 120.20 � 118.8
C10–O20–H23 109.27 107.30 109.82 � –

C9–N19–O24 – 119.37 – � 119.17
C9–N19–O25 – 117.88 – � 117.51
C9–N19–H24 – – 115.76 109.9b –

C9–N19–H25 – – 114.94 104.3b –

RMSD 0.722 0.786 0.823
Dihedral angle (in �)
C1� C2� C3� C4 �0.147 �0.024 �0.157 � �0.3
C2� C3� C4� C5 0.075 0.019 0.095 � 1.0
C3� C4� C5� C6 0.065 0.038 0.057 � 1.6
C4� C5� C6� C1 �0.135 �0.092 �0.150 � �1.0
C5� C6� C1� C2 0.063 0.086 0.089 � 0.3
C6� C1� C2� C3 0.077 0.029 0.065 � 0.9
C7� C8� C9� C10 �0.188 �0.437 �0.016 � �0.7
C8� C9� C10� C11 0.177 0.421 0.128 � 0.7
C9� C10� C11� C12 �0.101 �0.190 �0.188 � �0.3
C10� C11� C12� C7 0.039 0.033 0.099 � 0.0
C11� C12� C7� C8 �0.045 �0.033 �0.044 � 0.0
C12� C7� C8� C9 0.117 0.198 0.102 � 0.4
C12� C7� C1� C6 �139.44 �140.33 �139.46 � �144.19
C8� C7� C1� C6 40.56 39.72 40.29 44.4b 36.2
C12� C7� C1� C2 40.53 39.67 40.61 � 36.6
C8� C7� C1� C2 �139.46 �140.28 �139.78 � �143.06
C6� C1� C2�H13 �178.42 �178.43 �178.48 � �

C4� C3� C2�H13 178.35 178.38 178.39 � �

C1� C2� C3�H14 �179.51 �179.42 �179.53 � �

C5� C4� C3�H14 179.43 179.41 179.47 � �

C2� C3� C4�H15 179.95 179.98 179.92 � �

C6� C5� C4�H15 �179.91 �179.92 �179.93 � �

C3� C4� C5�H16 179.44 179.47 179.40 � �

C1� C6� C5�H16 �179.51 �179.53 �179.49 � �

C4� C5� C6�H17 178.33 178.46 178.30 � �

C2� C1� C6�H17 �178.40 �178.46 �178.36 � �

C12� C7� C8�H18 �178.40 �178.58 �178.69 � �

C10� C9� C8�H18 178.35 178.39 178.62 � �

C7� C8� C9� Cl19 �179.50 – – � �

C11� C10� C9� Cl19 179.50 – – � �

C7� C8� C9�N19 – �179.75 �177.92 � �179.67
C11� C10� C9�N19 – 179.71 177.84 � 179.73
C8� C9� C10�O20 �179.90 �179.81 �179.41 � �

C12� C11� C10�O20 179.98 179.97 179.31 � �

C9� C10� C11�H21 179.26 179.18 179.36 � �

C7� C12� C11�H21 �179.31 �179.38 �179.45 � �

C10� C11� C12�H22 178.54 178.69 178.37 � �

C8� C7� C12�H22 �178.54 �178.69 178.21 � �

C8� C9�N19�O24 – 0.951 – � 27.5
C10� C9�N19�O24 – �179.73 – �152.12
C8� C9�N19�O25 – �179.20 – � �149.80
C10� C9�N19�O25 – 0.115 – 30.6
C8� C9�N19�H24 – – 26.74 26.9b �

C10� C9�N19�H24 155.37 �

(continued)
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being short at 1.5 Å could have pushed hydroxyl hydrogen atom into the trans position due to
strong steric repulsion between the hydrogen atoms under consideration. In fact geometry opti-
mization confirmed our assumption. This explains the agreement of initial value at 178.07� and
final value near 176.71� for AP. However, the corresponding values, 0.093� and 0.520� for CP
and NP, respectively are not comparable to their initial value at 178.07�, which is transferred
from 4-methoxy-3-nitrobiphenyl.24 During the optimization it was assumed that the hydrogen
atom of hydroxyl moiety is in trans position with respect to the nitrogen atom of the nitro group
in NP, and with respect to the chlorine atom in CP as in AP. In this position the separation
between the hydrogen atom of hydroxyl group and the nearest hydrogen atom of the phenyl ring
is 2.05Å and 2.14Å in NP and CP, respectively. Steric repulsion, being strong enough to negate
attraction due to formation of intra-molecular hydrogen bond between these hydrogen pairs
pushes the hydrogen atom of the hydroxyl moiety into the cis position in both the molecules NP
and CP (see Figure 1). It is to be noted, that the trans dihedral angle and the cis dihedral angle
for a given bond in a molecule are mutually supplementary. Hence, initial value for dihedral
angle for NP and CP can be obtained by subtracting trans dihedral angle 178.07�, taken from ref-
erence number 24, from 180�. This comes out to be 1.93�, which compares reasonably well with
final values at 0.520� and 0.093� for NP and CP, respectively. Thus, the seemingly absurd values
can be explained. The optimized value of torsion angle around nitro C–N bond in NP is at
0.951�, whereas its initial value borrowed from 4-methoxy-3-nitrobiphenyl24 is 27.5�. Steric repul-
sion is the cause for this significant difference between the initial and optimized value. The steric
repulsion exerted by the bulky methoxy group on the adjacent nitro moiety in 4-methoxy-3-
nitrobiphenyl is considerably higher than that exerted by relatively small hydroxyl molecular frag-
ment on the nitro group in NP, making the dihedral angle in the former molecule is significantly
greater than the corresponding angle in the latter molecule. Initial value of amino C–N bond at
26� taken from 3,30,4,40-tetra amino biphenyl25 in AP agrees nicely with its optimized value
near 26.74�.

Optimized molecular geometries generated as a result of solving self-consistent field equations
for CP, NP and AP are shown in Figure 1, along with numbering of atoms. Corresponding struc-
ture data consisting of bond lengths, bond angles and dihedral angles for the molecules are pre-
sented in Table 1. This table also contains information about intra-molecular hydrogen bond
present in CP, NP and AP. The data regarding structure parameters are compared with corre-
sponding experimental values for 4-hydroxybiphenyl9 and 4-methoxy-3-nitrobiphenyl24 in the
same table, as experimental structure is not available for CP, NP and AP. It can be seen from
Table 1 that the RMSD values for bond lengths, bond angles and dihedral angles are (0.094Å,

Table 1. Continued.

Geometric parameter

Calculated value Experimental value

CP NP AP Ref.9 Ref.24

C8� C9�N19�H25 – – 161.85 � �

C10� C9�N19�H25 20.27 � �

C9� C10�O20�H23c 0.093 0.520 176.71 � 178.07
C11� C10�O20�H23d 179.99 179.71 2.81 � �

RMSD 2.108 1.815 2.086

Bifurcated intramolecular hydrogen bond geometry (bond length in Ð; bond and dihedral angles in degrees) for CP, NP,
and AP

Molecule DH���A D─H H���A D���A /D─H���A /D─H���A─Xe

CP O20–H23���Cl19 0.967 2.424 3.014 119.04 0.50
NP O20–H23���O25 0.982 1.725 2.575 142.71 0.53
AP N19–H25���O20 1.010 2.302 2.695 101.64 165.82

–: Not relevant; �: Not available. a: from reference 44. b: Experimental value from reference 25. c: cis angle in (CP and NP)
and trans angle in AP. d: trans angle in (CP and NP) and cis angle in CP. e: X¼ C9 in CP, N19 in NP, and H23 in AP.
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0.088Å and 0.094Å); (0.722�, 0.786� and 0.823�) and (2.108�, 1.815� and 2.086�) for CP, NP and
AP, respectively. From Table 1, it is evident that the theoretical structure parameters for CP, NP
and AP are close to their corresponding experimental values in related molecules.9,24,25,44 For
example, as per the calculations made for NP, the average value of intra-ring C–C bond length is
1.396Å; the mean value of nitro N–O bond is 1.235Å; inter-ring C–C bond measures 1.484Å;
phenolic C–O bond spans 1.337Å; and nitro C–N bond is estimated at 1.453Å. They concur
nicely with their corresponding x-ray values for 4-methoxy-3-nitrobiphenyl24 near 1.378Å;
1.212Å; 1.473Å; 1.336Å; and 1.459Å, respectively. Theoretical value for each C–H bond length
is invariably less than their corresponding experimental x-ray values, as listed in Table 1. This
systematic deviation is attributable to the inherent inability of x-ray methods to locate exact pos-
ition of the hydrogen atoms. The reason is, the electron cloud surrounding the hydrogen atom
responsible for x-ray scattering is diffuse, as it mainly arises from the sole valence electron of the
hydrogen atom resulting in poor scattering and consequent uncertainty in the position of hydro-
gen atom.

Figure 1. Optimized molecular structure of CP, NP and AP along with numbering of atoms and minimum energy.

POLYCYCLIC AROMATIC COMPOUNDS 9



From Table 1, we see that the amino C–N bond length in AP at 1.394Å is considerably
smaller than that of nitro C–N bond length in NP near 1.453Å. Since, the nitro group, being a
deactivating moiety, withdraws electron charge from the ring system, accumulating it across its
C–N bond, there by weakening it due to increased repulsion between the existing electronic
charge and presently accumulated negative charge with consequent lengthening of the bond,
whereas the amino group, being an activating species, donates lone pair on its nitrogen atom to
the ring system decreasing electron density across its C–N bond, which manifests itself in
strengthening it, with subsequent shortening of the C–N bond.

There are three angles around carbon atom where nitro group is substituted and three more
angles around carbon atom to which hydroxyl moiety is attached, which need to be mentioned
here, in NP. These are: /C8C9C10, /C8C9N19, /C10C9N19, /C9C10C11, /C9C10O20, and
/C11C10O20 having theoretical values at 121.37�, 117.89�, 120.73�, 117.17�, 124.83�, and
117.99�, respectively (see Figure 1 and Table 1). The experimental x-ray values for their corre-
sponding angles in 4-methoxy-3-nitrobiphenyl are near 121.36�, 116.53�, 121.11�, 116.20�,
124.48�, and 119.30�, respectively. Hence, the theoretical values obtained in the investigation can
be considered as in good agreement with experimental values.

Further, the chlorine atom of CN is located in the plane of phenolic ring, whereas deviation of
the nitro group of NP from coplanarity with the phenolic ring is insignificant, while the non-
coplanarity of the amino group of AP from the phenolic ring plane is significant. This variation
resulted is due to the steric repulsion. The amount of steric repulsion exerted on chlorine atom
of CP, nitro group of NP, and amino group of AP is the same, as it arises from the same set of
nearest hydrogen atom (H18, see Figure 1) and the hydroxyl moiety in the three molecules. This
steric repulsive force is perfectly balanced by the chlorine atom of CP, due to its considerable
mass, retaining its position in the phenolic ring plane, whereas the nitro group of NP being less
in mass in comparison with that of chlorine atom of CP gets slightly displaced from the phenolic
ring plane, while the amino group being the lightest of the three substituents (–Cl, –NO2 and
–NH2) undergoes significant twist around amino C–N bond in an effort to confer the steric effect
effectively.

Present calculations predict formation of intra-molecular hydrogen bond in CP, NP and AP.
This bond is manifested between chlorine atom and hydroxyl hydrogen atom in CP; between
oxygen atom of the nitro group and adjacent hydroxyl hydrogen atom in NP; and hydroxyl oxy-
gen atom and the nearest hydrogen atom of the amino moiety. The relevant hydrogen bonds are
H23���Cl19, H23���O25, and H25���O20 having lengths 2.424Å, 1.725Å, and 2.302Å in CP, NP,
and AP, respectively.

4.2. Vibrational assignments

Geometry optimization described in Section 3 showed that the molecules of CP, NP and AP were
non-planar with C1 symmetry in the ground state. CP consists of 23 atoms, whereas this number
is 25 for NP and AP. Hence, the number of vibrational fundamentals for CP is 63, whereas the
same parameter for NP and AP is 69 each, according to the formula (3N-6) for a nonlinear mol-
ecule, where N is the number of atoms in the molecule. All these fundamental vibrations in the
three molecules with Cl symmetry belong to a-species and are active in both infrared and
Raman spectra.

Observed infrared and Raman frequencies, corresponding un-scaled and scaled frequencies
computed by theory, predicated IR and Raman intensities, potential energy distribution (PED)
and vibrational assignments for CP, NP and AP are listed in Tables 2–4, respectively. Modes orig-
inating from the aromatic nucleus are designated using Wilson’s notation,45 for the phenolic ring
substituted with either chlorine atom or nitro group or amino moiety, considering it as a tri-sub-
stituted benzene46 and with a prime (0) on the mode for the non-phenolic ring, treating it as a

10 L. RAVINDRANATH ET AL.
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mono-substituted benzene.46 A comparison of FT-IR spectra, both experimental and simulated, is
made in Figures 2, 4 and 6, for CP, NP and AP, whereas comparison for their Raman counterpart
is made in Figure 3, 5 and 7.

The rms error, for CP, NP and AP is 7.44, 8.98 and 6.97 cm�l, between measured and scaled
fundamentals, respectively, whereas the corresponding RMSD values are 7.09, 9.39 and 6.59 cm�1.
Further, observed IR and Raman fundamentals exhibit good agreement with their corresponding
computed values, as evident from Tables 2–4 and Figures 2–7 for CP, NP and AP. Hence, reliable
vibrational assignments can be proposed for CP, NP and AP, on the basis of present calculations,
with emphasis on dominant PED contributions.

The results available in Tables 2–4 are self-explanatory. Hence, the discussion of vibrational
assignments is mainly confined to the fundamentals originating from the phenolic ring and its
substituents.

Figure 2. FT-IR spectra of CP (a) experimental and (b) simulated with DFT/B3LYP/6-311þþG(d,p) formalism.
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4.2.1. Vibrations of the phenolic ring

4.2.1.1. C–C Stretching vibrations:. In CP, NP and AP, modes 8a and 8b are expected in the fre-
quency range 1500–1600 cm�1. The higher frequency (scaled value) is a C–C stretching mode to
the extent of 59 to 67% in the three molecules. It mixes with C–H in plane bending mode 18a
and /CCC bending vibration 6b uniformly in the molecules under consideration. The lower fre-
quency exhibits considerable C–C stretching character ranging from 42 to 55%. It mixes with
C–H in-plane bending fundamental 18a and /CCC bending mode 6b in NP and AP to a small
extent. It is interesting to note that contributions from 18a and 6b in NP and AP, are replaced by
that from mode 18b’ (C–H in-plane bending of benzene ring connected to phenolic ring) and
/CCC ring bending vibration 12 in CP. It is to be noted that C–C stretching fundamental 8a’ of
the monosubstituted benzene ring makes a PED contribution of 19% in CP, whereas this compo-
nent decreases to 6% in NP, while such contribution disappears in AP. There is an additional
contribution to this mode from asymmetric stretching vibration of the nitro group in NP. Present
computation reveal that the frequency of mode 8b should be higher than that of vibration 8a,
which does not agree with that for biphenylcarboxaldehydes, wherein 8a is greater than 8b.47

Hence, Raman shifts at 1598 and 1582 cm�1 in CP and NP, respectively, along with IR absorption

Figure 3. FT Raman spectra of CP (a) experimental and (b) simulated with DFT/B3LYP/6-311þþG(d,p) formalism.
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near 1525 cm�1 are assigned to mode 8a, whereas those around 1608 R (R indicates Raman shift),
1630, and 1525 cm�1 are ascribed to vibration 8b in CP, NP and AP, respectively.

Modes 19a and 19b normally appear in the spectral region 1400–1500 cm�1 in benzene deriva-
tives. The C–C stretching character of the higher fundamental falls in the range 30–37% in CP,
NP and AP. It mixes strongly with C–H in-plane bending normal frequency in the three mole-
cules. This mode also combines with C–H in-plane bending vibration 18a’ in the three molecules.
Mixing with other modes can be identified in Tables 2–4 for CP, NP and AP, respectively. Lower
frequency exhibits C–C stretching nature to the extent of 30–57%. It mixes with C–H in-plane
bending vibration 18a and its counterpart 18a’ of the monosubstituted benzene ring. Other minor
contributions are available in Tables 2–4 for this mode. According to the present calculations fre-
quency of vibration 19b should be greater than that of mode 19a, which is in direct contradiction
with that obtained for biphenylcarboxaldehydes, wherein frequency of 19a is greater than that of
19b.47 Thus, the IR bands around 1367, 1408 and 1400 cm�1 are attributed to mode 19a, whereas

Figure 4. FT-IR spectra of NP (a) experimental and (b) simulated with DFT/B3LYP/6-311þþG(d,p) formalism.
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those near 1480, 1499 R and 1476 cm�1 are assigned to vibration 19b in CP, NP and AP,
respectively.

Characteristic feature of vibration 14 is that the alternate carbon bonds of the ring either
increase or decrease. It appears at 1325C (C indicates calculated scaled value), 1322 and
1301 cm�1 in CP, NP and AP, respectively, wherein the C–C stretching character varies from
16% to 68%. It is known that this vibration shows strong mixing with C–H in-plane bending
mode 3 in many substituted benzenes. However, this is not valid for present molecules as the cor-
responding PED contribution from mode 3 is 6% in CP, 14% in NP and 22% in AP. This result
is identical with that obtained for biphenylcarboxaldehydes.47 A note-worthy point is that this
fundamental mixes with symmetric stretching of nitro group in NP.

4.2.1.2. C–H in-plane bending vibrations. According to the present computations, the bands in
the vicinity of 1247C, 1283 R and 1272C cm�1 essentially originate from C–H in-plane bending
mode 3, as it draws PED to the extent of 33%, 38% and 30% from its own coordinate in CP, NP
and AP, respectively. It exhibits significant mixing with C–C stretching vibration 14 in CP and

Figure 5. FT Raman spectra of NP (a) experimental and (b) simulated with DFT/B3LYP/6-311þþG(d,p) formalism.
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AP, whereas this mixing is of no significance in NP, as it is very low. This mixing in CP and AP
agrees with that for the corresponding vibration in biphenylcarboxaldehydes.47

Raman shifts around 1183 and 1230 cm�1 in CP and NP, along with scaled value near
1234 cm�1 in AP are attributed to mode 18a, considering their PED, which is 43%, 17% and 25%
in CP, NP and AP, respectively. Strong mixing of this mode with vibrations 13 and 14 in NP and
AP, respectively, to the extent of 32% and 31%, is note-worthy, whereas the same mixing drops
to 15% in CP. It is important to note that, this vibration mixes with C–O stretching mode 7a
with 19% PED in AP. Vibration 18b is predicated at 1114C, 1136 and 1041 R cm�1 in CP, NP
and AP, respectively, according to the computations. This vibration has strong mixing with mode
14 in the three molecules. Further, its mixing with C–N stretching mode 7b in NP, and the rock-
ing vibration of amino group in AP are important.

Figure 6. FT-IR spectra of AP (a) experimental and (b) simulated with DFT/B3LYP/6-311þþG(d,p) formalism.
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4.2.1.3. Ring or substituent sensitive modes. Vibrations 1, 6a, 6b and 12 are known as ring modes
or substituent sensitive modes, as their frequency value varies from molecule to molecule.
Further, they are known to mix with several other vibrations of the ring system and substituent
group vibrations that share the same complicated region of spectral space. Hence, it is essential to
use their characteristic eigenvector distribution carefully, for their correct identification and
assignment, as proposed by Patel et al.,48 and successfully implemented by us for a host of substi-
tuted benzenes (for instance see reference47). We employed local symmetry coordinates con-
structed in terms of primitive internal coordinates for vibrations 6a, 6b and 12. Therefore, it is
expected that for a given vibration say 12, the corresponding eigenvector element should have a
relatively prominent magnitude with respect to the elements of the other two normal frequencies.
This is, in fact, found true for the mode 12, wherein the corresponding elements 0.512, 0.639 and
0.602, for CP, NP and AP, respectively, dominate the other two elements ranging from �0.005 to
0.239. Thus the frequencies at 979 C, 888 and 884 cm�1 are assigned to vibration 12 in CP, NP
and AP, respectively, with PED 52%, 39% and 43%, from its own corresponding coordinate. It

Figure 7. FT Raman spectra of AP (a) experimental and (b) simulated with DFT/B3LYP/6-311þþG(d,p) formalism.
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mixes with several other normal modes in these molecules. The details can be found in
Tables 2–4.

The vibrational modes, 6a and 6b were identified and assigned from careful consideration of
their characteristic eigenvector distribution. The C–C–C angles change in the ratio þ2, �1, �1,
þ2, �1, �1 in mode 6a, whereas they change in the ratio 0, þ2, �2, 0, þ2, �2 in mode 6b.
Significant PED contribution comes from the corresponding /CCC bending modes to these
vibrations. For instance, the IR band at 580 cm�1 gets 42% PED from mode 6a, whereas the
Raman shift around 622 cm�1 has 65% PED from mode 6b, in CP. Bands that can be considered
6a and 6b in NP and AP can be read from Tables 3 and 4, respectively.

A characteristic feature of mode 1 is that all ring C–C bonds, either increase or decrease at the
same time. In benzene this frequency is a pure C–C stretching fundamental as it is totally sym-
metric and occurs in a spectral region that is far away from C–H stretching region. As these
restrictions are removed from the present set of molecules, mode 1 can mix with several bending
modes and in particular with lower frequencies of substituent stretching vibrations. As a result,
mode 1 cannot maintain its purity, in the present set molecules, as in benzene. Based on the pre-
sent calculations, the bands near 792C, 1044 and 758 cm�1 are attributed to mode 1 in CP, NP
and AP, respectively. Tables 2–4, reveal its mixing with other normal modes.

4.2.1.4. C–H out-of-plane bending modes. Another name for these vibrations is C–H wagging
modes. They are labeled 5, 11 and 17b in the present set of molecules. There is no difficulty in identi-
fying the bands around 861R, 919 and 839R cm�1 with mode 5, in CP, NP and AP, respectively, as
significant PED comes from the corresponding C–H wagging coordinate, which falls in the range 57
to 84%. In the same way, it is easy to ascribe the normal modes at 758, 786C and 741C cm�1 to
fundamental 11, based on high PED contribution from related C–H wagging coordinate, which varies
from 46 to 75%, in CP, NP and AP, respectively. Similarly, there is no problem in associating the
fundamentals near 834C, 860 and 821 cm�1 with vibration 17b due to dominant PED drawn from
relevant C–H wagging coordinate, which is in the range 33 to 49%, in CP, NP and AP, respectively.
It is to be noted that the attribution of IR absorption in the vicinity of 919, 786C and 860 cm�1 in
NP to mode 5, 11 and 17b compare nicely with those of the corresponding bands in 2,5-dihydroxyto-
luene in the neighborhood of 933, 819 and 878 cm�1, respectively.49

4.2.1.5. Ring torsions. Normal modes 4, 16a and 16b are called the ring torsions in benzene and
its derivatives. Vibration 4 is identified at 694, 722 C and 728R cm�1 in CP, NP and AP, respect-
ively. It essentially results from mixing of mode 4 with normal frequencies 40, 10a and 10b; 11,
10a and 10b; and 11, 10a, 40 and 17b in CP, NP and AP, respectively. Vibration 16a is assigned
to the Raman shifts near 446 and 424 cm�1 in CP and NP, respectively, whereas it is located
around 428 cm�1 in IR absorption, in AP. Similarly, vibration 16b is ascribed to 581C, 500 and
600R cm�1 in CP, NP and AP, respectively. Mixed nature of 16a and 16b can be understood
from Tables 2–4.

4.2.1.6. Vibrations associated with the bonds linking phenyl ring to the substituent groups:. These
are inter-ring C–C bond, phenolic C–O bond, C–Cl bond and nitro and amino C–N bonds.

4.2.1.6.1. Vibrations of the inter-ring C–C bond. There are four vibrations associated with C–C
inter-ring bond that are to be considered here. These are �(C–C7)13, b(C–C7)15, p(C7–C)10b
and s(C–C7). As predicted by the present computations, the Raman shifts at 712, 301, 74 and
scaled value near 44 cm�1 are assigned to the inter-ring C–C bond stretching vibration 13, its
associated in-plane bending mode 15, related wagging fundamental 10b and relevant torsion fre-
quency in CP, respectively. In NP, the Raman shifts around 740, 292, 70, along with scaled value
at 46 cm�1 are due to the vibrations 13, 15, 10b and torsion of inter-ring C–C bond, respectively.
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Similarly in AP, the IR absorptions near 696, 298C, 69C and 54C cm�1 are identified with nor-
mal modes 13, 15, 10b and s(C–C7), respectively. However, it is important to bear in mind that
the former three vibrations are a result of mixing of several fundamentals, whereas the last one is
predominantly torsion mode of the inter-ring C–C bond. The details can be read from Tables
2–4. These assignments for modes 13, 15 and inter-ring torsion in the three molecules coincide
to a good degree of accuracy with those of corresponding bands in biphenyl-2-carboxaldehyde at
731, 277C and 45C cm�1, respectively.47 Obviously, same degree of coincidence cannot be
expected for the wagging mode, due to mass differences involved in the substituted phenyl ring
part of the biphenyl ring.47

4.2.1.6.2. Vibrations of the phenolic C–O bond. These are �(C–O)7a, b(C–O)9b and p(C–O)10a,
that are common to the three molecules CP, NP and AP. On the basis of present computations
the fundamentals at 1225, 1247 and 1251 cm�1; 411 R, 399C and 562C cm�1; and 380C, 204C
and 325C cm�1 are ascribed to modes 7a, 9b and 10a, respectively, in CP, NP and AP. As can
see from Tables 2–4, these vibrations are mixed normal modes.

4.2.1.6.3. Vibrations of the C–Cl bond. Stretching, in-plane and out-of-plane bending vibrations
having their origin in the C–Cl bond, in CP, are designated 7b, 9a and 17a, respectively. Raman
shifts near 180 and 150 cm�1 are identified with b(C–Cl)9a and p(C–Cl)17a, whereas that pre-
dicted at 224 cm�1 is attributed to �(C–Cl)7b. Mode 7b is C–Cl stretch to the extent of 65%,
whereas vibration 9a exhibits 55% C–Cl in-plane bending nature.

4.2.1.6.4. Vibrations of the nitro and amino (C–N) bonds. C–N bond is present in both NP and
AP, each being responsible for three vibrations associated with the C–N bond. The IR absorption
at 1076 cm�1 in NP is a mixed mode of vibrations 12, 19b, 7b, 19b’ and 18b with PED 23%, 18%,
12%, 9% and 8%, respectively. Similarly, the IR band around 1194 cm�1 in AP is also a mixed
vibration of modes 7b, 18a, 7a, 12, 13 and b(OH) having PED contribution 23%, 22%, 11%, 11%,
9% and 5%, respectively, in AP. We find that the stretching frequency of amino C–N bond near
1194 cm�1 is higher than that of nitro C–N bond stretching around 1076 cm�1. This result is
consistent with higher bond length of nitro C–N bond (1.453Å); in comparison with that of
amino C–N bond (1.394Å). This is further supported by the lower value of nitro C–N stretching
force constant, which is 5.080 mdyne Å�1, in comparison with that for amino C–N bond at 6.119
mdyne Å�1. These results are a consequence of deactivating nitro group in NP and activating
amino group in AP, to certain extent only. Because the systematics shown by C–N stretching fre-
quencies and associated force constants of NP and AP cannot be attributed entirely to the move-
ment of electron charge alone, as they are known to depend, to a significant extent, on the
effective mass of NP and AP in general, and that of nitro and amino moieties in particular.
There is no difficulty in assigning Raman shift near 178 cm�1, with 61% PED from vibration 9a,
and the scaled value at 143 cm�1 with 45% PED from mode 17a, in NP, to the normal modes
b(C–N)9a and p(C–N)17a, respectively. The scaled values around 291 and 218 cm�1, attributable
to modes 9a and 17a, in AP, are in fact arise due to participation of several vibrations as evident
from Table 4.

4.2.1.7. Vibrations of the substituent groups.

4.2.1.7.1. Vibrations of the nitro group. These comprise of six vibrations �as(NO2), �s(NO2),
d(NO2), x(NO2), c(NO2) and s(NO2), which are present in NP only. The absorptions near 1538,
1371, 822R, 639, 560 and 87C cm�1 are attributed to the above vibrations in NP, respectively. It
is to be noted that significant PED contribution, ranging from 32% to 57% comes from the corre-
sponding mode of the nitro group except �as(NO2). As these vibrations are situated in a complex
region of vibrational space, they are expected to mix with several other frequencies that fall in the
same region. This is, indeed, found true in Table 3. These assignments for asymmetric stretching,
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symmetric stretching, in-plane deformation and rocking vibrations of the nitro group in NP,
agree well with those of corresponding modes in monohalogenated nitrobenzenes,50 in the vicin-
ity of 1520, 1350, 860 and 540 cm�1. This is also true of scaled value for torsion mode of the
nitro group at 87 cm�1, as it is close to corresponding observed mode near 80–90 cm�1 in several
monohalogenated nitrobenzenes.50

4.2.1.7.2. Vibrations of the amino group. These are relevant for AP only. The symmetric and
asymmetric stretching vibrations of the amino group occur at 3373 and 3287 cm�1 in the solid
phase. Both of them are pure as PED contribution from their corresponding coordinates is 100%.
In-plane deformation of the amino group is identified with infrared absorption near 1602 cm�1.
This is almost a pure mode, as it gets 88% PED from its own coordinate, with a minor contribu-
tion (7%) from amino C–N stretching vibration. Rocking mode of the amino group is assigned to
the Raman shift near 1101 cm�1, having 25% PED from its own coordinate and mixing with
mode 14 (32%), in-plane bending of OH moiety (27%) and 18b (9%). Similarly, IR absorption in
the neighborhood of 511 cm�1 with 27% PED, and Raman shift in the vicinity of 344 cm�1 with
47% PED, from wagging and torsion vibration of the amino group are ascribed to x(NH2) and
s(NH2), respectively. Obviously, they cannot be pure modes (see Table 4). The assignments for
in-phase vibrations of the amino moiety �as(NH2), �s(NH2), d(NH2) andc(NH2) agree reasonably
well with those of the corresponding IR absorptions around 3395, 3204, 1600 and 1048 cm�1, in
2-((2-aminopyridin-3-yl) methylene) hydrazinecarbothioamide51 and its N-ethyl variant at 3362,
3197, 1584 and 1028C,52 respectively, obtained with same level of theory as in the present case.

4.2.1.7.3. Vibrations of the hydroxyl moiety. The three vibrations �(OH), b(OH) and s(OH) (the
twist is around C–O bond of COH moiety, hence, it can also be designated s(C–O)) belong to
this category. The IR absorptions at 3346, 3450 and 3469 cm�1, in CP, NP and AP, respectively,
are pure and assignable to OH stretching vibrations, as the corresponding coordinate contributes
100% PED to them. Raman shift at 1158 cm�1 in CP, along with IR absorptions near 1170 and
1106 cm�1, in NP and AP, respectively, are attributed to in-plane bending mode of the OH moi-
ety. It gets 36%, 21% and 20% PED from its own coordinate in CP, NP and AP, respectively.
There are several other vibrations that take part in this normal mode, as it appears in a compli-
cated region of vibrational spectrum in these molecules (see Tables 2–4). The torsion vibration of
OH group is identified with the bands around 370R, 668 and 254C in CP. NP and AP, wherein
the PED from the corresponding coordinate varies from 63 to 86%. It shows considerable mixing
with ring torsion 16a in NP, whereas in CP and AP, this vibration does not exhibit any such mix-
ing with other vibrations. The assignments for �(OH) and b(OH) in CP, NP and AP are accept-
able, when compared to the attribution of corresponding vibrations for one of the hydroxyl
fragment in 2,6-dihydroxytolune.49

Discussion of attribution of C–H stretching vibrations in detail is not required as all of them
are pure having 94–100% PED from corresponding C–H stretching coordinate. Further, the
assignment of vibrations originating from the non-phenolic ring of CP, NP and AP, can be
understood with the help of PED in Tables 2–4.

4.3. NMR spectral analysis

The NMR serves as a great resource in determining the structure of an organic compound by
revealing its hydrogen and carbon skeleton. In order to make a definite assignment and analysis
of 13C and 1H NMR spectra, theoretical calculations on chemical shifts of CP, NP and AP are
undertaken, as explained in Section 3 dealing with computational aspects. Chemical shifts meas-
ured for CP and NP, in a solution of CDCl3, and those obtained for AP in a solution of DMSO-
d6, employing TMS as internal standard are depicted in Figure SF1 (1H spectra) and Figure SF2
(13C spectra) (see supplementary information).
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Observed and calculated chemical shifts are summarized in Table 5 for both 1H and 13C NMR
signals. The RMSD value for 1H NMR, between the experimental and computed chemical shifts
is 0.19, 0.29 and 0.56 ppm, whereas the same quantity for 13C NMR is 6.34, 6.28 and 5.39 ppm,
for CP, NP and AP, respectively. These are acceptable, as they are small. The linear regression
between the experimental and calculated chemical shifts obtained by DFT method for 1H and 13C
are plotted in Figure FS3 and Figure FS4, for CP, NP and AP, respectively. The correlation coeffi-
cients for proton chemical shifts are 0.990, 0.955 and 0.989, whereas those for carbon-13 chemical
shifts are 0.945, 0.982 and 0.984, respectively, for CP, NP and AP. As these are close to unity the
assignments made for NMR signals are reliable.

The chemical shifts, both experimental and theoretical, for the 1H atoms on the biphenyl ring
appear in the range 6.748–8.544 ppm in the titled molecules. They are assigned for five hydrogen
atoms on the phenyl ring, attached to the phenolic ring below.

CP: 1H NMR (CDCl3, 400MHz): d (ppm) ¼ 7.64 (d, J¼ 2.1Hz, 1H), 7.61–7.46 (m, 5H), 7.40
(dd, J¼ 13.5, 6.2Hz, 1H), 7.17 (d, J¼ 8.4Hz, 1H) and 5.73 (s, 1H, –OH).

NP: 1H NMR (CDCl3, 400MHz): d (ppm) ¼ 10.61 (s, 1H, –OH), 8.34 (d, J¼ 2.3Hz, 1H), 7.85
(dd, J¼ 8.7, 2.3Hz, 1H), 7.60–7.39 (m, 5H) and 7.28 (d, J¼ 4.40Hz, 1H).

AP: 1H NMR (DMSO-d6, 400MHz): d (ppm) ¼ 9.23 (s, 1H, –OH), 7.52–7.22 (m, 5H), 6.95
(d, J¼ 2.34Hz, 1H), 6.76 (dd, J¼ 0.96, 5.77Hz, 1H), 6.74 (d, J¼ 4.20Hz, 1H), and 4.96 (s,
2H, –NH2).

The 13C NMR chemical shifts for an organic compound are usually greater than 100 ppm.53,54

In the present investigation also, 13C NMR chemical shifts are greater than 100 ppm. They vary
from 117.388 to 162.872 ppm for carbons, as per present calculations for CP, NP and AP. The
variation of chemical shifts depends on the decrease in electron donating or shielding ability of
the attached atoms.55 The molecules CP, NP and AP consist of twelve carbon atoms each, and all
of them are aromatic carbons associated with biphenyl unit shown in Figure 1. As expected we
find twelve 13C chemical shifts in NMR spectra of CP, NP and AP, each.

Table 5. Experimental and calculated 1H and 13C NMR chemical shifts d (ppm) of CP, NP and AP.

Atom

CP NP AP

Experimental Calculated Experimental Calculated Experimental Calculated

H13 7.635 7.707 7.842 7.732 7.496 7.705
H14 7.409 7.548 7.413 7.603 7.262 7.590
H15 7.427 7.565 7.580 7.646 7.226 7.559
H16 7.584 7.685 7.864 7.778 7.372 7.641
H17 7.390 7.533 7.489 7.629 7.399 7.653
H18 7.488 7.622 8.544 8.498 6.946 7.071
H21 7.166 7.281 7.267 7.438 6.751 6.899
H22 7.283 7.478 8.337 8.005 6.748 6.840
H23 5.734 5.309 10.607 11.353 9.234 9.125
H24 – – – – 4.959 3.577
H25 – – – – 4.959 3.929
RMSD 0.19 0.29 0.56
C1 139.603 147.550 138.239 145.771 144.723 149.507
C2 127.202 132.467 126.695 132.262 126.582 132.285
C3 128.866 133.562 129.123 133.838 129.105 133.304
C4 120.375 131.594 127.992 132.582 126.125 130.808
C5 128.950 133.710 129.145 134.177 129.129 133.378
C6 126.785 131.890 126.689 132.076 126.350 132.070
C7 135.054 142.582 133.871 141.137 136.645 142.884
C8 127.342 132.714 122.812 128.914 115.226 117.816
C9 126.760 131.887 133.792 140.218 132.106 140.676
C10 150.801 157.160 154.356 162.872 141.487 148.418
C11 116.626 120.375 120.425 124.681 113.500 117.388
C12 127.588 132.923 136.278 144.358 115.854 120.419
RMSD 6.34 6.28 5.39

–: Not relevant.
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They are assigned below.
CP: 13C NMR (CDCl3, 400MHz): d (ppm) ¼ 150.801 139.603, 135.054, 128.950, 128.866,

127.588, 127.342, 127.202, 126.785, 126.760, 120.375 and 116.626.
NP: 13C NMR (CDCl3, 400MHz): d (ppm) ¼ 154.356, 138.239, 136.278, 133.871, 133.792,

129.145, 129.123, 127.992, 126.695, 126.689, 122.812 and 120.425.
AP: 13C NMR (DMSO-d6, 400MHz): d (ppm) ¼ 144.723, 141.487, 136.645, 132.106, 129.129,

129.105, 126.582, 126.350, 126.125, 115.854, 115.226 and 113.500.

4.4. Frontier molecular orbitals

Frontier molecular orbitals facilitate proper understanding of the electronic transitions. They have
significant role in quantum chemistry for determining the molecular reactivity of conjugated sys-
tems56 and capability of a molecule to absorb electromagnetic radiation. HOMO plays the role of
an electron donor, whereas LUMO acts as the electron acceptor.36,37

4.4.1. Analysis of UV-Vis spectra

The electronic absorption spectra of CP, NP and AP were computed with the help of calculations
using TD-DFT/B3LYP/6-311þþG(d,p) method using the Polarizable Continuum Model (PCM)
through the integrated equation formalism (IEF-PCM), to take care of solvent effects,35 as already
mentioned in Section 3. The observed and simulated UV-Vis spectra of the molecules CP, NP
and AP are shown in Figure FS5, and corresponding spectral values are presented in Table ST1
(see supplementary information).

The experimental UV-Vis spectra, in solution, show two absorption bands (kmax) at 305 and
250 nm in CP; 455 and 306 nm in NP; and 305 and 260 nm in AP. In simulated UV-Vis spectra
the absorption bands at 271.60, 264.24 and 255.95 nm for CP; 436.55, 343.79 and 315.01 nm for
NP; and 301.16, 278.71 and 268.75 nm for AP, with associated oscillator strengths f¼ 0.2751,
0.3419 and 0.0041 for CP; 0.0495, 0.0002 and 0.0150 for NP; and 0.2122, 0.0012 and 0.0481 for
AP, respectively, are predicated as in Table ST1. Calculations show that the higher of the two
observed absorptions is a n!p� transition, whereas the lower one is a p!p� transition. Further,
the major contribution of molecular orbitals for the maximum absorption wavelength corre-
sponds to the electronic transition from the H!L (57%) and H-1!Lþ 1 (34%) for CP; H!L
(98%) for NP; and H!L (92%) for AP. The other remaining electronic transitions are available
in Table ST1. These transitions, along with their corresponding energy gaps are shown in
Figure 8.

4.4.2. Chemical reactivity descriptors

Frontier molecular orbitals (HOMO and LUMO) and their properties, such as energies, play a
vital role in chemical reactions. The frontier orbital energy gap between HOMO and LUMO helps
to characterize the chemical reactivity, kinetic stability and polarizability of a molecule.57 A small
HOMO-LUMO energy gap implies low kinetic stability and high chemical reactivity since it is
energetically favorable to accumulate electrons in high-lying LUMO by exciting electrons from
low-lying HOMO.58–61 Large energy gap between two frontier orbitals is a reflection of greater
hardness of the molecule. Chemical hardness is a useful concept for understanding the behavior
of chemical systems. It is known that soft molecules have small energy gap and hence are more
polarizable making them chemically more reactive than hard molecules.62 The electrophilicity
index is an indicator of electron flow between a donor and an acceptor.63

The energies of HOMO-LUMO orbitals, and various indicative parameters of chemical reactiv-
ity, obtained as a result of computations at B3LYP/6-311þþG(d,p) level for CP, NP and AP are
presented in Table ST2 (see Figure 8 also). It is seen from Table ST2, the difference between the
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HOMO and LUMO orbital energies is 2.7731, 3.4316 and 3.1091 eV in CP, NP and AP, respect-
ively. The values of chemical hardness and softness are 1.3865 and 0.3606 eV for CP; 1.7158 and
0.2914 eV for NP; and 1.5545 and 0.3216 eV for AP, respectively. It can also be seen from Table
ST2 (depicted as supplementary information), the value of electrophilicity power (x) of the three
molecules is larger which indicates that these molecules are strong electrophilic due to small value
of chemical potential.64 The electrophilicity power of a given molecule can also be used to study
the biological activity and toxicity of that molecule.65,66

4.5. Non-linear optical (NLO) characteristics

Organic NLO materials are being investigated widely by means of DFT,67–70 due to their potential
applications for optical logic, optical switching, optical memory and frequency shifting.71–74

The values of total molecular dipole moment (lt) and its components, total molecular polariz-
ability (at) and its components; and first order hyperpolarizability (bt) and its components of CP,
NP and AP are computed with DFT employing B3LYP/6-311þþG(d,p) level of theory using
Gaussian 09 program. The results are summarized in Table ST3 (see supplementary information).

The NLO behavior of a molecular system is usually evaluated by comparing its total molecular
dipole moment (lt) and the mean first order hyperpolarizability (bt) with corresponding parame-
ters of a prototypical molecule like Urea. Since, Urea is often considered to be a standard NLO
material due to the combination of non-centrosymmetric crystal packing and capacity for intra-
molecular charge transfer. It is one of the standards among second-order NLO materials which
demonstrate the electrooptic effect by which an external field changes the refractive index and
second harmonic generation (SHG), where the material scatters the light at twice the frequency
of the incident light. The efficiency of both NLO processes is determined by the second-order
susceptibility, which vanishes in centrosymmetric media. Therefore, the possibility to design pho-
tonic devices at smaller scale critically depends on new non-centrosymmetric materials with high
nonlinear susceptibility.75 Moreover, Urea does not exhibit a large nonlinearity compared to vis-
ible absorbing molecules. Its second order nonlinearity is substanially larger than that of other
organic molecules, such as fluorobenzene, aniline, nitrobenzene, p-nitroaniline and merocyanine

Figure 8. Frontier molecular orbitals of CP, NP and AP.
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with comparable UV transparency.76 Hence, Urea is considered as standard molecule to study the
NLO behavior of a molecule.

The values of lt and bt for Urea are 1.3732 Debye and 372.8� 10�33 cm5/esu, respectively,
which are used frequently as threshold values. lt is estimated at 0.4306, 1.6847 and 0.5590 Debye,
respectively, for CP, NP and AP, whereas bt for them is predicted near 876.7213� 10�33;
562.4747� 10�33 and 1247.6376� 10�33 cm5/esu. Thus, we find that the value of lt for NP is
higher, and those for CP and AP are lower than the threshold value of Urea, whereas value of bt
for CP, NP and AP is 2.35, 1.51 and 3.35 times higher than the threshold value of Urea. Hence,
due to this relatively higher value of hyperpolarizability for CP, NP and AP, with respect to cor-
responding parameter for Urea, they are potential candidates for NLO applications.
Hyperpolarizability of a molecule is caused by movement of electron cloud through p-conjugated
structure of electrons.77 The charge delocalization in the molecule can be understood from the
components of hyperpolarizability. The maximum charge delocalization occurs along bxxx in the
molecules CP and AP, and bxxy in NP, as evidenced from Table ST3 (see supplementary
information).

4.6. Thermodynamic parameters and rotational constants

Various calculated thermodynamic parameters and rotational constants for CP, NP and AP are
collected in Table ST4 (see supplementary information). The standard thermodynamic functions
such as SCF energy, specific heat capacity at constant volume (Cv), entropy (S), vibrational energy
(Evib), zero-point energy (E0) and rotational constants (A, B and C) are evaluated employing rigid
rotor harmonic oscillator approximation employing standard expressions,78–80 using DFT/B3LYP/
6-311þþG(d,p) level of theory. The rotational constants A, B and C are calculated at 1499, 306
and 262MHz for CP; 1259, 283 and 237MHz for NP; and 1999, 351 and 309MHz for AP,
respectively. Calculation of thermodynamic parameters is performed in gas phase and pertains to
one mole of ideal gas at one atm pressure. As per the second law of thermodynamics in thermo
chemical field,81 the results of present calculations can be used to compute the other thermo-
dynamic energies and help to estimate the direction of chemical reactions.

4.7. Natural bond orbital (NBO) analysis

The NBO analysis provides a description of the structure of a conformer by a set of localized
bond and antibond orbitals; and Rydberg extra valence orbitals. It tells about the interaction
between the bond orbitals, electron delocalization, bond bending effect, intra-molecular charge
transfer (ICT) and identification of hydrogen bonding.82 In the NBO analysis,40,83,84 the electron
wave functions are interpreted in terms of a set of occupied Lewis-type (bond or lone pair) and a
set of unoccupied non-Lewis-type (anti-bond or Rydberg) localized NBO orbitals. The delocaliza-
tion of electron density (ED) among these orbitals causes a stabilizing donor-acceptor interaction.
The stabilization energies of all possible interactions between donor and acceptor orbitals in the
NBO basis can be evaluated using the second order perturbation theory. The interaction yields in
a loss of occupancy from the localized NBO of the idealized Lewis structure into an empty non-
Lewis orbital. The delocalization effects (or donor-acceptor charge transfers) can be estimated
from the off-diagonal elements of the Fock matrix in the NBO basis. So, the natural bond orbital
(NBO) computations are made using NBO 3.1 program85 as implemented in the Gaussian 09W
software at the DFT/B3LYP level using 6-311þþG(d,p) basis set, in order to understand various
second-order interactions between the filled orbitals of one subsystem and vacant orbitals of
another subsystem. The output obtained by second-order perturbation theory is used for identify-
ing the significant delocalization effects. The strength of these delocalization interactions E(2) is
evaluated by the method reported by A. E. Reed et al.40
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The larger the E(2) value, the stronger is the interaction between electron donors and accept-
ors, i.e. the more electron donating tendency from electron donors to acceptors and greater the
extent of conjugation of the whole system. The dominant contributors, to the stabilization ener-
gies, that emerge from NBO analysis for CP, NP and AP are presented in Tables ST5, ST6 and
ST7, respectively. The molecular interaction is formed by the orbital overlap between r(C–C) and
r�(C–C) bond orbitals, which results in intra-molecular charge transfer (ICT) causing stabiliza-
tion of the molecule. Large value of interaction energy indicates weakening of the corresponding
bonds. The intra-molecular hyper conjugative energy between r and r� electrons of aromatic
ring is found at 4.88 kcal mol�1 due to interactions r(C10–C11) ! r�(C9–C10) in CP, whereas
4.54 kcal mol�1 for the interaction of r(C9–C10) ! r�(C8–C9) in NP; while it is 4.56 kcal mol�1

for the interaction of r(C10–C11) ! r�(C9–C10) in AP.
The electron density at the conjugated p-bonds of the biphenyl unit is in the range

1.6405–1.7007, 1.6150–1.7044 and 1.6369–1.7030 in CP, NP and AP, respectively, whereas that
for p�-antibonds are in the range between 0.3234–0.4481, 0.3057–0.4525 and 0.3258–0.3960.

According to NBO analysis, the interactions p(C1–C6) ! p�(C4–C5); p(C2–C3) !

p�(C1–C6); p(C4–C5) ! p�(C2–C3); p(C7–C8) ! p�(C11–C12); p(C9–C10) ! p�(C7–C8);
p(C11–C12) ! p�(C9–C10) and LP(2)O20 ! p�(C9–C10) have high stabilization energy in the
range 20.56–31.15 kcal mol�1, respectively, in CP; the interactions p(C1–C2) ! p�(C3–C4);
p(C3–C4) ! p�(C1–C2, C5–C6); p(C5–C6) ! p�(C1–C2, C3–C4); p(C7–C8) ! p�(C11–C12);
p(C9–C10) ! p�(C7–C8, N19–O24); p(C11–C12) ! p�(C9–C10), LP(2)O20 ! p�(C9–C10)
and LP(3)O25 ! p�(N19–O24) have high stabilization energy in the range 20.03–126.90 kcal
mol�1, respectively in NP; and p(C1–C6) ! p�(C4–C5); p(C2–C3) ! p�(C1–C6); p(C4–C5) !
p�(C2–C3); p(C7–C12) ! p�(C10–C11); p(C8–C9) ! p�(C7–C12) and LP(2)O20 !

p�(C10–C11) interactions have high stabilization energy in the range 20.48–24.09 kcal mol�1,
respectively, in AP. Due to movement of p-electron cloud from donor to acceptor (i.e, ICT), the
molecules get more polarized. This leads us to the inference that the NLO properties of CP, NP
and AP arise from ICT. This result is in supports of our earlier observation that the three materi-
als are good for nonlinear applications, made in the section on NLO properties. As a consequence
of this charge delocalization, the molecule gains total stabilization energy 258.03, 254.67 and
254.81 kcal mol�1 in CP, NP and AP, respectively from the biphenyl unit alone. The stabilization
energies due to charge transfer from lone pairs of oxygen, nitrogen and chlorine atoms to various
other bonds that weaken and elongate the bonds in the three molecules under investigation can
be found in Tables ST5–ST7.

4.8. Analysis of molecular electrostatic surface potential (MESP)

The molecular electrostatic surface potential (MESP) is the net electrostatic effect of a molecule
in the surrounding space and is well defined by the total charge distribution (nuclei and elec-
trons). The MESP correlates with the partial charges, dipole moment, electronegativity and chem-
ical reactivity of a given molecule,86–88 non-covalent interactions, particularly, hydrogen
bonds89–91 and molecular aggregation,92,93 lone pair–p interactions,94,95 aromaticity and reaction
mechanisms.96,97 Molecular electrostatic surface potential has been plotted for CP, NP and AP
molecules with DFT/B3LYP/6-311þþG(d,p) formalism. The negative (electron rich) regions, rep-
resented by red color, in the MESP diagram are related to electrophilic reactivity while the posi-
tive (electron deficient) regions, represented by the blue region, are related to nucleophilic
reactivity. MESP plots are shown, in Figure SF6, for the molecules under investigation. It can be
seen from this figure that the maximum negative electrostatic potential region is located over the
oxygen atoms, which are prone to the electrophilic reactions, whereas regions having the positive
electrostatic potential are around the hydrogen atoms, which are preferentially nucleophilic reac-
tion sites, in the three molecules under investigation.
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5. Conclusions

Geometry optimization of structures revealed that the three molecules investigated are stabilized
in the ground state with lowest energy in a non-planar structure belonging to C1 point group
symmetry, forming intra-molecular hydrogen bond in three molecules. Conformational studies
demonstrated that the hydrogen atom of hydroxyl moiety assumes cis position with respect to
chlorine atom in CP, and nitrogen atom of nitro group in NP, whereas it prefers trans position
with respect to nitrogen atom of amino group in AP. The steric repulsion of nitrogen atom of
amino group in AP influences the C–N bond to be twisted since this group is more compact and
light, whereas, chlorine atom and nitrogen atom, respectively in CP and NP retains in the same
plane of phenolic ring due to their heavy mass. Evaluated geometry parameters obtained in DFT
computations show good agreement with available experimental data. Proposed vibrational
assignments exhibit reasonably good accordance with those of corresponding bands in related
molecules. Deactivating nature of the nitro group in NP and activating property of amino moiety
in AP are well manifested in C–N bond lengths at 1.453Å and 1.394Å, respectively. This result is
substantiated by lower values of nitro C–N bond stretching frequency near 1076 cm�1 and its
associated C–N stretching force constant at 5.080 mdyne Å�1, in comparison with those of corre-
sponding parameters around 1194 cm�1 and 6.119 mdyne Å�1 for amino C–N bond. Measured
1H and 13C NMR chemical shifts and electronic spectra concur satisfactorily with their simulated
counterparts for the three molecules. FMO investigations showed that the studied molecules are
highly reactive as the energy gap for them was comparatively small, and helped in the assignment
of observed UV-Vis spectral bands. It was concluded on the basis of computed NLO parameters
that CP, NP and AP were potentially good for NLO applications. It was found using NBO studies
that intra-molecular charge transfer (ICT) imparts NLO properties to these molecules. The eval-
uated molecular electrostatic potentials proved that the most reactive site is in the vicinity of oxy-
gen atoms in the three molecules investigated here.
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A B S T R A C T   

A series of nanocomposite materials were developed to study microwave absorption properties in 8.2–12.4 GHz 
(X-band) and 12.4–18 GHz (Ku-band) regions. Nanocomposites of ferrite and polymer constituents with ordered 
combination (x) wt% Ni0.48Cu0.12Zn0.4Fe2O4 + (1-x) wt% paraformaldehyde, (x = 1, 0.9, 0.7, 0.5, 0.3, 0.1, 0) 
were prepared by mechanical alloying method. Microwave digestion system was used to prepare nanopowders of 
Ni0.48Cu0.12Zn0.4Fe2O4 by microwave hydrothermal method. Microwave absorption studies revealed that syn-
ergistic combination of ferrite and paraformaldehyde phases in the synthesized composites enhanced the ability 
to absorb electromagnetic waves screening maximum of 99.7% power of incident electromagnetic waves in X 
and Ku band frequency regions. The results proved that maximum reflection coefficient of 0.925 and minimum 
absorption coefficient of 0.072 at 12 GHz were achieved and maximum shielding effectiveness of 26.7 dB was 
obtained with significant contribution from absorption. The studies proved that maximum synergistic effects 
were achieved for 50% polymer phase of the sample wherein balanced combination of dielectric and magnetic 
losses gives rise to minimum reflection loss. The results confirmed that the prepared absorbent dominant ma-
terials are found to be potential candidates for designing microwave filters in radar, stealth and satellite 
applications.   

1. Introduction 

The development of new materials capable of absorbing electro-
magnetic waves is a significant research area in rapid advanced tech-
nologies in various fields such as electronics, telecommunications, 
aerospace, military, medical, environmental and commercial applica-
tions due to increased use of electromagnetic devices in microwave 
frequency regions. The widespread usage of electromagnetic devices in 
GHz frequencies over long time causes unwanted electromagnetic 
interference pollution leading to malfunctioning of other electronic 
components [1,2]. Furthermore, prolonged exposure of microwave ra-
diation can give rise to serious health hazards to human beings and 
harmful effects on environment. Hence, suppression of unwanted elec-
tromagnetic interference radiation is a major task to be addressed [3–6]. 
Creation and designing of materials capable of dissipating electromag-
netic interference pollution efficiently, gained major attraction in recent 
years [7–11]. In general, a good microwave absorbing material should 
satisfy conditions: impedance matching and electromagnetic wave 

attenuation which depend on complex permittivity and complex 
permeability [12,13]. In addition to superior microwave absorption 
performance, the materials designed for electromagnetic interference 
filters should possess the features of wide bandwidth, mechanical 
strength, lightweight, good thermal stability, miniaturization, corrosion 
resistant and low cost, etc. Hence, new materials with superior micro-
wave absorption properties along with the above requirements is still a 
challenging task [14]. Earlier, metal sheets were used as shielding ma-
terials to reflect unwanted electromagnetic interference radiation, but 
these materials were found to be limited practical applications due to 
several factors like processing difficulty, heavy weight, low flexibility, 
easy corrosion and oxidation, high cost, etc [15,16]. Later, ferrites were 
considered to be good absorbing materials with high absorption per-
formance, excellent magnetic and dielectric properties. However, these 
materials suffer drawbacks of natural ferromagnetic resonance occur-
ring at low frequencies, narrow absorption bandwidth [17]. To over-
come these difficulties, polymers have been used in combination with 
ferrites and achieved improved microwave absorption performance 
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[18–21]. Nanocomposites of Ni0.48Cu0.12Zn0.4Fe2O4, prepared by hy-
drothermal method using microwave energy, and conducting polymer, 
polyaniline were prepared and analysed microwave absorption prop-
erties by our earlier reports [22]. 

The present work deals with the preparation of nanocomposites by 
varying combination of Ni0.48Cu0.12Zn0.4Fe2O4(NCZ) nanopowders, that 
were prepared by microwave hydrothermal method, and an insulating 
polymer, paraformaldehyde (PFD), and then studies of synergistic ef-
fects of the nanocomposites over X-band (8.2–12.4 GHz) and Ku band 
(12,4–18 GHz) microwave frequency regions. The purpose of selecting 
present materials is due to favourable characteristics of NCZ ferrite like 
good chemical stability, corrosion resistant and high saturation 
magnetization and encouraging features of thermosoftening polymer, 
PFD, such as easy processing, flexibility, lightweight, low processing 
cost, hight strength and environmentally stable. Prepared samples were 
tested by XRD and SEM techniques to confirm spinel ferrite and polymer 
PFD phases of the nanocomposites. The shielding performance of the 
nanocomposites, studies of reflection coefficient, absorption coefficient, 
transmission coefficient and reflection loss as function of frequency were 
investigated. 

1.1. Experimental 

Among all chemical methods for synthesis of nanopowders, micro-
wave assisted hydrothermal method, a method that uses electromag-
netic energy in microwave frequencies to hydrothermal reaction system, 
was considered as superior synthesis process. In this method heating 
process is uniform and takes place in a closed reaction system for a time 
of short period which enhances reaction kinetics resulting in saving of 
time and energy. Furthermore, the crystal size and morphology can be 
tuned by appropriately selecting the operating parameters [23–25]. 

The NCZ nanopowder was prepared by microwave hydrothermal 
method using microwave digestion system, MARS-5, CEM Corp., 
Mathews, NC. The advantage of using microwave hydrothermal method, 
description of microwave digestion system and NCZ ferrite nanopowder 
preparation were elaborately explained in our earlier reports [22]. 
Paraformaldehyde in solid form was purchased from Sigma Aldrich 
chemicals limited with 99% purity. The paraformaldehyde (PFD) pow-
der was characterized by SEM and XRD. The nanocomposites of NCZ 
nanopowders and PFD with different proportions are prepared using 
mechanical alloying method and the details are as follows. As synthe-
sized NCZ ferrite nanopowder and commercially purchased PFD powder 
are dried separately at 60 ◦C in an oven and then cooled to room tem-
perature. The powders are mixed in different proportions, (x) wt% 
Ni0.48Cu0.12Zn0.4Fe2O4 + (1-x) wt% Paraformaldehyde, (x = 1, 0.9, 0.7, 
0.5, 0.3, 0.1, 0) and labelled as NCZ, NF1, NF2, NF3, NF4, NF5, PFD, 
respectively. Powders of each combination are grounded separately 
using a RetschCo high energy planetary ball mill for 30 h with in-
terruptions of 15 min after every 40 min. The speed of the mill and ball 
to powder mass charge ratio are optimized and set at 400 rpm and 14:1, 
respectively. The grounded powders are annealed at temperature 110 ◦C 
for half an hour time in air atmosphere. Characterization of each 
nanocomposite sample is performed using X-ray diffraction technique 
(Philips PW-1730), and scanning electron microscopy (SEM, LEICA, 
S440i, UK). 

To examine absorption properties in X and Ku-band microwave re-
gions, powders are pressed into cylindrical pellets with measurements 
suitable for rectangular X-band wave-guide (WR90, height = 10.16 mm 
and width = 22.86 mm) and Ku-band wave guide (WR62, height =
7.8994 mm and width = 15.7988 mm). The complex reflection scat-
tering parameters (S11 and S22) and complex transmission scattering 
parameters (S21 and S12) are determined in X and Ku-band regions, using 
Agilent 8722 ES vector network analyser [26]. 

2. Results and discussion 

XRD patterns of crystalline NCZ ferrite, polymer and nanocomposite 
samples are shown in the Fig. 1, reproduced from earlier report [27]. 
The XRD of NCZ ferrite shows characteristic peaks that are matched with 
standard values confirming the spinel structure. The intensity of ferrite 
peaks reduces and PFD peaks intensity rises, as amount of polymer phase 
increases in the composites, this feature can be observed from the figure. 
Moreover, the width of the ferrite peaks increases as PFD content in-
creases in the composites which can be observed in the figure. The 
average crystallite size of each sample is calculated from Scherrer for-
mula, (L = Kλ/β cos θ, K is a constant, λ wavelength of X-rays, β the 
full-width half maximum and θ the diffraction angle) [28] and the ob-
tained values are reported in Table 1. The reported values show that 
crystallite size and lattice parameter of composites reduce as amount of 
PFD content increases in the composites confirming that amorphous 
nature of PFD polymer chains decreases crystalline nature of compos-
ites. This feature indicates the presence of synergy between polymer and 
ferrite phases [29]. 

Fig. 2 depicts morphological microstructures of the samples, which 
are taken from earlier reports [27]. From the figures it can be observed 
that the polymer existence breaks the connectivity of ferrite grains. 
Moreover, the strong interaction between ferrite particles causes the 
agglomeration of grains, as ferrite phase increases, leading to uneven 
distribution of PFD in composites. The average value of grain size was 
estimated by line intercept method, and obtained in the range 24 nm–40 
nm. Fig. 3 gives information about relative amounts of elements exist in 
the samples by energy dispersive X-ray spectroscopy (EDS), EDS spectra 
of SEM images. From Fig. 3 (b), the distribution of elements of ferrite 
phase and elements of PFD phase in composite samples can be found. 
Fig. 3(a) confirms that no peaks of other elements are seen except the 

Fig. 1. XRD of NCZ – PFD nanocomposites.  
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only ones corresponding to ferrite and PFD. 
To examine how effectively electromagnetic waves have been 

attenuated by the composite materials, microwave absorption proper-
ties have been studied in X-band and Ku-band frequencies. Reflection 

coefficient, absorption coefficient, transmission coefficient and absorp-
tion efficiency were calculated from scattering parameters S11 (or S22), 
S12 (or S21) that are measured by vector network analyzer using 
following formulae [30,31]: 

When electromagnetic waves strike the material surface, sum of 
reflection coefficient R, absorption coefficient A, and transmission co-
efficient T, must be equal to one, i.e., 
A+R + T = 1orA = 1 − R − Tand 

Absorption efficiency Aeff, Aeff = (1-R-T)/(1-R) such that  
R= |S11|

2 = |S22|
2, T = |S12|

2 = |S21|
2 

Figs. 4 and 5 show variations of reflection coefficient, absorption 
coefficient, transmission coefficient, absorption efficiency of composite 

Table 1 
Structural parameters of NCZ + PFD nanocomposites.  

Sample XRD Crystallite size (nm) Lattice parameter (Ǻ) Grain size (nm) 
NCZ 35 8.439 ± 0.001 40 
NF1 31 8.423 ± 0.001 37 
NF2 28 8.422 ± 0.001 33 
NF3 23 8.412 ± 0.001 29 
NF4 21 8.404 ± 0.001 26 
NF5 21 8.371 ± 0.001 24  

Fig. 2. SEM images of NCZ – PFD nanocomposites.  

Fig. 3. (a) EDS spectra and (b) EDS elemental analysis of NCZ – PFD nanocomposites.  
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samples in X–band and Ku–band frequency regions respectively. The 
plots revealed that reflection coefficient rises with increase of PFD 
amount in the composites throughout X and Ku-bands. The sample NF5 
with 90% polymer content shows maximum reflection coefficient of 
0.84 and remains almost constant over entire frequency range. The 
absorption coefficient decreases from 0.45 to 0.15 with increase of 
polymer phase, with 0.45 shown by pure ferrite. Transmission coeffi-
cient increases from 0.002 to 0.005 with increase of PFD up to 70% 
polymer (NF4) amount and then reduced for NF5 composite. Lower 
values of transmission coefficient and larger of reflection coefficient 
confirm higher attenuation and absorption dominated electromagnetic 
waves in both X and Ku-band regions. Absorption efficiency is found to 
increase with polymer phase up to 50% PFD content (NF3) and then 
decreases. This feature is observed in both X and Ku frequencies. All 
samples exhibit absorption efficiency of above 95% throughout X-band 
and Ku-band regions. 

Moreover, the synergy between two phases enhances reflection and 
absorption coefficients of nanocomposites which are found to be 0.925 
and 0.0721, respectively, for NF5 sample at 12 GHz. Hence, the com-
posite NF5 is able to shield 99.713% power of incident electromagnetic 
wave that is shared by 92.503% absorption and 7.21% reflection. In Ku- 
band frequency region, at 17.8 GHz, NF5 composite exhibits reflection 

coefficient of 0.91886 and absorption coefficient of 0.07824 which 
contributes 91.886% of absorption and 7.824% of reflection and hence 
able to shield maximum of 99.71% power of incident electromagnetic 
wave. This indicates that there exists balanced combination of magnetic 
and polymer phases (10% ferrite and 90% polymer) in NF5 composite at 
which synergistic effects between magnetic losses and dielectric losses 
are maximum which results in the excellent shielding of electromagnetic 
waves. The obtained results are in agreement with earlier reports [32, 
33]. 

Shielding effectiveness caused by reflection and absorption can be 
written from the measurements of vector network analyzer as [34,35]. 
SER = 10log10(1−R)

SEA = 10log10

(

1−Aeff

)

= 10log10[(T / (1−R)]

Figs. 6–8 represent variations of total shielding effectiveness SET, 
shielding effectiveness due to reflection SER, shielding effectiveness due 
to absorption, SEA, respectively, in 8.2–18 GHz regions. It can be seen 
that addition of polymer enhances SET from 23 dB (NCZ) to 26.7 dB 
(NF3) and on further increment of polymer, shielding effectiveness de-
creases. Fig. 7 shows variation of reflection of shielding effectiveness 
and one can observe that these are low values as compared shielding 

Fig. 4. Variation of (a) Reflection Coefficient (b) Transmission Coefficient (c) Absorption Coefficient and (d) Absorption efficiency of NCZ – PFD nanocomposites in 
X-band frequency region. 
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Fig. 5. Variation of (a) Reflection Coefficient (b) Transmission Coefficient (c) Absorption Coefficient and (d) Absorption efficiency of NCZ – PFD nanocomposites in 
Ku-band frequency region. 

Fig. 6. Variation of shielding effectiveness due to reflection, SER with frequency in (a) X-band and (b) Ku-band regions.  
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effectiveness due to absorption, as shown in the Fig. 8. SER increases 
with the addition of PFD and lies in the range 4 dB–7.9 dB. From the 
Figs. 6–8, we can conclude that the major contribution to shielding 
effectiveness comes from SEA. This is due to the presence of large 
number of dipoles rather than mobile charge carriers in the composites. 
Table 2 depicts SER, SEA, SET values at 8.2 GHz and 12.4 GHz for all the 
samples. 

To further investigate synergistic effects of present nanocomposites, 
variation of reflection loss has been explored for all the samples. Figs. 9 

and 10 indicate variation of reflection loss with frequency in X and Ku- 
bands. From the figures it can be observed that the sample NF3 with 50% 
PFD phase shows minimum reflection loss of – 31.18 at 11.98 GHz with 
bandwidth 3.11 GHz and −27.95 dB at 17.8 GHz, of all other samples. 
The present results are consistent with the earlier reports [21]. Table 2 
gives minimum RL values along with bandwidth. Minimum reflection 
loss varies from −28.5 dB (NCZ) to −31.18 dB (NF3) and then decreases 
with further increase of PFD phase. Among all samples, NF3 with 50% 
PFD phase is optimized to study reflection loss variation for different 

Fig. 7. Variation of shielding effectiveness due to absorption, SEA with frequency in (a) X-band and (b) Ku-band regions.  

Fig. 8. Variation of total shielding effectiveness, SET with frequency in (a) X-band and (b) Ku-band regions.  

Table 2 
Shielding effectiveness and reflection loss properties of NCZ-PFD nanocomposites.  

S. No Sample At 8.2 GHz (X-band) At 12.4 GHz (Ku-band) Minimum reflection loss (dB) and frequency (GHz) Bandwidth over −10 dB (GHz) 
SER SEA SEtot SER SEA SEtot 

1 NCZ 4.32 18.76 23.08 3.15 19.87 23.03 −28.5 dB at 9.14 GHz 8.78–10.8 
2 NF1 5.53 19.00 24.53 3.99 20.45 24.45 −29.2 dB at 9.6 GHz 8.99–10.67 
3 NF2 6.38 19.29 25.67 4.43 20.95 25.38 −29.94 at 8.68, −28.97 at 17.3 8.2–10.65, 16.15–18 
4 NF3 7.05 19.68 26.74 5.73 20.80 26.53 −31.18 at 11.98, 27.95 at 17.83 10.88–13.99, 16.96–18 
5 NF4 7.45 19.41 26.86 7.06 19.77 26.84 −14.18 dB at 11.91 GHz 9.08–14.99 
6 NF5 7.88 18.21 26.09 7.54 18.53 26.07 −8.67 at 9.75 –  
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thickness values in the range 0.5 mm–4.5 mm, which is shown in the 
Fig. 10. RLmin increases initially and then decreases with sample thick-
ness 2.1 mm. 

The present results revealed that by tailoring the amount of PFD 
phase in magnetic composites EMI shielding properties can be tuned in X 

and Ku-bands regions. Hence, it can be concluded that the current ma-
terials are potential candidates for designing microwave absorbers in 
radar, stealth applications and satellite applications [36,37]. 

Fig. 9. Variation of reflection loss of NCZ – PFD nanocomposites in X-band and Ku-band frequency regions.  

Fig. 10. Variation of reflection loss of NF3 nanocomposite for multiple thickness values in X-band and Ku-band frequency regions.  
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3. Conclusions 

Microwave hydrothermally prepared nanopowders of nickel copper 
zinc ferrites were combined with paraformaldehyde polymer success-
fully to constitute nanocomposites. The synergistic combination be-
tween ferrite and polymer phases results in the improved performance of 
microwave absorption in X-band and Ku-band regions. The present 
samples are able to shield effectively, 99.7% of incident electromagnetic 
waves distributed by 92.503% absorption and 7.21% reflection in X- 
band and 91.886% of absorption and 7.824% of reflection in Ku-band 
regions. The present studies confirmed that the nanocomposite mate-
rials are potential candidates for fabricating and designing microwave 
absorbers in radar, stealth and satellite applications. 
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h i g h l i g h t s

� One pot synthesis of defect engineered TiO2-x and RGO/TiO2-x nanocomposites.

� The influence of RGO on defect-rich TiO2-x shown significant improvement in opto-electronic properties.

� Addition of RGO in TiO2-x enhances the charge transfer by reducing electron hole recombination.

� RGO/TiO2-x nanocomposite remarkably enhances rate of Hydrogen evolution under solar and visible spectrum.
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a b s t r a c t

Solar-driven photocatalytic hydrogen generation by splitting water molecules requires an

efficient visible light active photocatalyst. This work reports an improved hydrogen evolution

activity of visible light active TiO2-x photocatalyst by introducing reduced graphene oxide via

an eco-friendly and cost-effective hydrothermal method. This process facilitates graphene

oxide reduction and incorporates intrinsic defects in TiO2 lattice at a one-pot reaction pro-

cess. The characteristic studies reveal that RGO/TiO2-x nanocomposites were sufficiently

durable and efficient for photocatalytic hydrogen generation under the visible light spec-

trum. The altered band gap of TiO2-x rationally promotes the visible light absorption, and the

RGO sheets present in the composites suppresses the electron-hole recombination, which

accelerates the charge transfer. Hence, the noble metal-free RGO/TiO2-x photocatalyst

exhibited hydrogen production with a rate of 13.6 mmol h�1g�1
cat. under solar illumination.

The appreciable photocatalytic hydrogen generation activity of 947.2 mmol h�1g�1
cat with 117

mAcm�2 photocurrent density was observed under visible light (>450 nm).
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Introduction

Exploitation of natural resources as a raw material for

hydrogen production is an admissible strategy in the sus-

tainable energy era. Water splitting has been recognized as a

cleanway to produce hydrogen energy [1]. Manymetal oxides,

sulfides and nitride compounds have been identified as pho-

tocatalytic materials since the discovery of TiO2 [2e11].

However, the unique characteristics of TiO2 such as non-

corrosive, non-toxic, durable and high photocatalytic perfor-

mance have made it TiO2 as the most promising catalyst

[12e15]. On the contrary, from a visible light absorption

perspective, TiO2 has not thrived due to its wide optical

bandgap. So far, enormous efforts have been accomplished to

overcome these glitches with appreciable ideas like metal ion

doping, preparation of composites, loading of noble metals,

fabrication of heterojunctions, and dye sensitization [16e18].

However, all these approaches involve bandgap alteration and

improving its charge mobility to hinder the electron-hole

recombination via charge separation in the TiO2 [19,20].

Recently, the intrinsic defects in the TiO2 lattice evidenced a

significant change in colour and optoelectric properties

[21e27]. Improved visible light-harvesting efficiency of TiO2,

with the incorporation of Ti3þ and oxygen vacancies (Ti3þ/Ov),

are reported [21,28]. Contrasting to traditional doping

methods, the formation of defects in the lattice can create

unremitting new energy levels just below the conduction

band of TiO2 and reduces thermal instability due to other

doping impurities [29]. Furthermore, efficient charge transfer

is possible at stable Ti3þ medium intervals [21,28,30]. Howev-

er, owing to charge recombination, the photocatalytic activity

of pristine TiO2-x remains restricted.

One of themost effectivemethods to counteract the charge

carrier recombination in TiO2 is graphene insertion. Graphene

entails with sp2 hybridized carbon atoms in a 2D layered

structure with unique characteristics such as high specific

surface area, electrical and thermal conductivity. These

unique features made graphene explored in sensors, drug

delivery, supercapacitors, and Li-ion batteries [31e36]. So far,

many researchers have been exploring graphene-based com-

posites to enhance photocatalytic activity [37e43]. Due to its

high conductivity and large surface area, reduced graphene

oxide rapidly mobilizes photogenerated charge carriers to

enhance photoreactions [44]. As a result, graphene is a po-

tential material to increase the photocatalytic hydrogen gen-

eration efficiency. Recently, B. Qiu et al. have reported that

Ti3þ doped TiO2 and graphene composite has significantly

improved over methyl orange dye (MO) degradation under

visible light. There it seems the RGO/TiO2�x nanocomposite

system is a promising approach to enhance photocatalytic

activity towards water splitting. A sufficient interaction

between TiO and RGO layers is essential for the efficient

separation of photogenerated e�/hþ in the hybrid TiO/RGO

nanocomposites [44e47]. However, there are not many efforts

in the literature on the TiO2-x/RGO nanocomposites. The only

report on this TiO2-x/RGO materials that was prepared by

vacuum calcination method evidenced a limited hydrogen

evolution of 400 mmol h�1 [48]. The “firm” combination of

anatase TiO2 (P25) particles and RGO confined the photo-

catalytic activity. Hence, the poor hydrogen evolution from

the TiO2-x/RGO photocatalyst was reported [48]. Furthermore,

the cost of commercial P25 is considerably high,making large-

scale production of TiO2-x/RGO and usage unfeasible at low

cost. Therefore, there is need for developing TiO2-x/RGO

nanocomposites without any doping or any high temperature

treatment.

This report mainly focusses on enhancing the photo-

catalytic activity of defective TiO2-x by incorporating intrinsic

defects using low-cost starting materials and decorating with

RGO sheets through an eco-friendly, cost-effective one pot

hydrothermal route. The reduction of graphene oxide and

incorporation of intrinsic defects in the TiO2 network occurs

in a one-pot reaction. As expected, the prepared defect rich

TiO2-x/RGO nanocomposite triggered the absorption capability

to visible-IR region of solar spectrum and also suppressed the

recombination and charge mobility issues. As a result, the

enhanced hydrogen evolution was achieved under solar light

irradiation.

Experimental section

Materials used

Graphite flakes were purchased from fisher scientific. Phos-

phoric acid (H3PO4), sulfuric acid (H2SO4), Hydrogen Peroxide

(H2O2), Ethanol, TiCl4 (99%), and L-Ascorbic Acid of 99% purity

from Merck. Potassium permanganate (KMnO4) was obtained

from Sigma Aldrich. N-methyl-pyrrolidine (NMP), poly-

vinylidene fluoride (PVDF).

Synthesis of TiO2-x/RGO nanocomposite photocatalysts

The synthesis of TiO2-x/RGO nanocomposites was followed as

earlier reported [49]. The GO sheets were initially prepared

using the modified hummers method [50]. The obtained GO

sheets were taken in various weight concentrations, which

vary from 1% to 5% in each 10 mL of de-ionized water. Gra-

phene oxide solution was ultrasonicated for 1 h to obtain

nicely dispersed graphene oxide sheets (sol A). On other hand,

under stirring the L-ascorbic acid of 0.05 M was dissolved in

25 mL of de-ionized water. Further, a TiCl4 solution of 1.5 mL
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was added drop wisely to the L-ascorbic solution. The pH of

titanium precursor was maintained at four by adding 1 M

NaOH solution and stirred for 30 min (sol B).

Dispersed graphene oxide solution (sol A) was added to sol

B, followed by continuous stirring. The resulting solution was

transferred to a 60 mL stainless steel autoclave with a Teflon-

coated container. The hydrothermal reaction was carried out

by placing autoclave in a hot air oven at 180 �C for hydro-

thermal treatment for 12 h. The resulting obtained product

was rinsed thoroughly with de-ionized water and ethanol,

followed by centrifugation and sonication. The washed ma-

terial was dried in a hot air oven at 90 �C for 10 h, and the

collected sample was ground in a mortar to get a fine powder.

The resultant powder was labelled as RBT1, RBT2, RBT3, RBT4,

and RBT5 where x ¼ 1,2,3,4 and 5% weight percentage of gra-

phene oxide. This process was repeated without adding GO

precursor, and the obtained powder was labelled as TiO2-x.

Pristine TiO2 was obtained without using L-ascorbic acid and

graphene oxide precursor.

Fabrication of photoanodes

For the fabrication of photoanodes, 8 mg of as-synthesized

nanomaterial was mixed with 1 mg of carbon powder and

1 mg of Polyvinylidene fluoride in an N-methyl-pyrrolidine

(NMP) medium. The obtained slurry paste was further coated

on fluorine-doped tin oxide (FTO) substrate using a doctor

blading process. The coated films were dried in a vacuum

furnace at 70 �C for 12 h.

Characterization

The crystal and structural information of the samples was

investigated using X-ray diffractometer (Model- RigakuUltima

IV), and Raman spectrometer (Model- EZRaman-N Series

Raman Analyzers). The optical behavior of the samples was

examined using UV/Vis/NIR spectrometer (Model- Perki-

nElmer lamda 750). Themorphological and Elemental analysis

was obtained using High Resolution Transmission Electron

Microscope (HR-TEM) (Model- Jeol/JEM 2100) and X-ray

Photoelectron Spectroscopy (XPS) (Model- ULVAC-PHI, PHI

5000 Versa probe II). The defect sites of the samples were

investigated with Electron Spin Resonance Spectroscopy (ESR)

(Model- JEOL Model JES FA200).

Photocatalytic H2 evolution process

The photocatalytic H2 evolution study was assessed by using

natural solar light. Solar light intensity was recorded for every

hour from 10:00 to 15:00 with the Newport power meter

(model 843-R) digital exposuremeter. During the experiments,

the average light intensity observed was about

300 ± 10 mW cm�2. The reaction was performed in a quartz

reactor containing 47.5 mL DI water and 2.5 mL glycerol and

10 mg of photocatalyst. The reactive solution was purged for

35 min with pure nitrogen gas under dark conditions to

eradicate dissolved oxygen. After light irradiation, the evolved

gaseswere analyzed every 1 h, using gas chromatography (GC)

(Model- Shimadzu GC-2014) with thermal conductivity de-

tector, 5Ả column molecular sieve and N2 carrier gas.

Photocurrent measurements

The photocurrent transient measurements were recorded in

an aqueous medium of 0.5 M Na2SO4 using three-electrode

electrochemical work station. Fabricated photoanodes, plat-

inum is the working electrode and counter electrodes. Ag/

AgCl (3 M KCl) was used as reference electrodes. The input

voltage bias of 0.5 V vs Ag/AgCl was employed under a

300mW cm�1 Xe lamp solar simulator with UV-cutoff filter for

transient photocurrent measurements.

Results and discussion

The strategy followed in preparation RGO/TiO2-x nano-

composite was dispersion of graphene oxide sheets in the

TiO2 network under ambient conditions by taking advantage

of L-ascorbic acid to reduce the TiO2 and graphene oxide using

the hydrothermal method. During hydrolysis, the titanium

tetrachloride forms Ti4þ ions along 4Cl- with H2O. L-ascorbic

acid is a source of OH group forms HCl and Ti(IV)-oxo species.

The Ti(IV)-oxo species converts into TiO2-x nanocrystals [51].

The diffraction peaks of pristine and defect rich TiO2 (TiO2-x),

and all RGO/TiO2-x nanocomposites correspond to the anatase

phase TiO2 with the tetragonal structure are well-indexed

with standard JCPDS Card 21-1272. The crystal planes (101),

(004), (200), (105), (211), (204), and (116) of all synthesized

samples were reflected at 25.1�, 37.8�, 47.9�, 55.0�, 62.5�, and

68.3�, respectively. On the other side, no characteristic peaks

of GO species were observed in Fig. 1, indicating the formation

of reduced graphene oxide in all the composite materials. The

domination of anatase TiO2 peak over the weak characteristic

peak of RGO at 24.5� could hinder RGO in RBT samples [52].

The crystalline size of all synthesized nanomaterials was ob-

tained using the Debye-Scherer formula, and the same was

tabulated in Table 1. The obtained crystallite sizes were well

correlated with TEM images. Further, the crystallite size, lat-

tice strain, and disorder densitywere calculated to analyze the

Fig. 1 e XRD characteristic patterns of a) TiO2, TiO2-x, and

RBT samples with different GO concentrations.
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crystallographic changes caused by the defect formation and

graphene introduction using XRD data shown in Table 1.

In Fig. 2, the Raman-active modes Eg at 144 cm�1, B1g at

400 cm�1, and A1g at 515 cm�1 frequencies were noticed in all

investigated samples. The Eg peaks of TiO2-x and RBT samples

exhibited a blue shift compared with pristine TiO2. The con-

centration of defective sites and lattice distortion could be

responsible for the blue shift [51,53,54]. The D and G bands of

graphene were observed at 1346 and 1598 cm�1, respectively.

Where D is accompanied by sp3 carbon atom vibrations of

reduced graphene oxide, and band G is accompanying with

plane vibrations of sp2 carbon atoms. This change suggests

that the regular size of the sp2 domain in the plane decreases

during the hydrothermal process [52]. It is reasonable to as-

sume that the partial reduction of the GO sheet will cause a

disruption along with the reaction site and lead to the

appearance of a new graphite domain, resulting in a smaller

size of the RGO sheet. The small size of the RGO sheet will

create many edges, which act as defects and reflects in the

increase of the D band intensity [55]. The Raman spectra of

RBT composites reveal that the partial reduction of GO esca-

lates the mobility of electrons and suppresses more recom-

bination photogenerated e�/hþ [56].

Fig. 3(a) shows the TEM image of the RBT2 sample,

demonstrating that the RGO was finely dispersed in the TiO2-x

hostmatrix of average particle size 6 nm. The HRTEM image of

the RBT2 sample in Fig. 3(b) revealed the interplanar distance

of RGO in TiO2-x crystalline network was 0.39 nm corresponds

to (002) plane, and 0.30 nm reflects (100) plane of anatase TiO2-

x. The sheets of RGO were indicated the nature of the com-

posite structure among them, respectively. SAED pattern

depicted the multi-crystalline nature of nanoparticles and

was shown in Fig. 3(c). Furthermore, elemental mapping im-

ages from scanning transmission electron microscope (STEM)

showed in Fig. 3(c, d, and e) the track of three elements, Ti, O,

and C, which elementally confirms the RGO/TiO2-x.

Fig. 4(a) shows the UVeVis/NIR DRS spectra of the pristine

TiO2, TiO2-x, and RBT composites with different weight con-

centrations of GO varies from 1% to 5%. In Fig. 4(a), the

absorbance capability of TiO2-x and RBT nanocomposites was

protracted towards higher wavelengths of the visible regime.

The incorporation of intrinsic defects and dispersion of RGO

could be the reason for the redshift in optical absorption of

TiO2-x and RBT composite samples [53,56]. Fig. 4(b) shows the

tauc plots for estimated bandgaps of the samples plotted from

the absorption spectra of as-synthesized samples. The energy

gaps were calculated using tauc plots by pointing the x-axis

intercept of an extended tangential line from the curve's linear

regime. These results indicated a bandgap reduction of TiO2-x

and RBT samples due to the intrinsic defects in TiO2-x lattice,

and additional interfacial interaction of RGO could be the

reason for RBT nanocomposites. From Fig. 4, it is projected

that the light absorption could be more efficient in TiO2-x and

RBT samples since the expanded absorbance of light in the

visible-NIR region and bandgap narrowing.

A significant bandgap alteration in the TiO2-x and RBT

samples indicates that a defect layer is formed below the

conduction level. ESR spectra at room temperature were

recorded to investigate defects formation in samples. It has

been noticed that except pristine TiO2, all the samples

received a resonance signal at 1.998 g-value. The resonance

signals would be attributed to surface defects (unsaturated

Ti3þ sites) characteristically owing trapped electrons on oxy-

gen vacancies (Ov) [57]. The insight of ESR spectra confirms

that there is no stable Ti3þ defects on the sample surface.

However, at the surface, Ti3þ would act to absorb ambient O2,

which would be converted to O2
� and displays resonance

signal at g z 1.998 [58].

Fig. 6(a) illustrates the full XPS survey spectra of RBT2

nanocomposite, the peaks of Ti, O, and C are detected, and no

other impurity elements were observed. The Ti 2p peaks of

pristine TiO2, TiO2-x, and RBT2, the Ti 2p peaks of pristine TiO2

were located around 459.59 and 465.35 eV. These peaks Ti 2p3/

2, and Ti2p1/2 spin-orbital doublet corresponding to Ti4þeO,

were shown in Fig. 6(b), respectively [59]. The same peaks

were observed in TiO2-x at 459.49 and 465.24, whereas RBT2

sample peaks were observed around 459.39 and 465.16 eV.

Compared with pristine TiO2. The Ti2p peaks shifted to lower

binding energies along with a simultaneous reduction in the

peak area. Both of these observations suggest the articulation

of Ti3þ defects in TiO2-x [2,53]. In the RBT2 sample, the redshift

indicates the consequences of forming TieC bonds and de-

fects compared to pristine TiO2 [60].

As we know, XPS detection of chemical bonds limited to

top few atomic layers of the material. In the case of the Ti

element, the Ti2p peaks were not deconvoluted into Ti3þ 2p

Table 1 e The average crystallite (D) size, lattice micro
strain, and dislocation densities of pristine TiO2, TiO2-x,

and RGO/TiO2-x (RBT) samples with different GO weight
concentrations.

S.No Sample Crystallite
size(D) nm

Lattice micro
strain x (10�3)

Dislocation
density

1. TiO2 9.84 6.54 0.01030

2. TiO2-x 6.95 5.70 0.02064

3. RBT1 8.20 1.32 0.01290

4. RBT2 8.62 2.33 0.01484

5. RBT3 8.80 3.64 0.01343

6. RBT4 9.21 3.81 0.01178

7. RBT5 9.26 4.67 0.01164

Fig. 2 e Raman spectra of TiO2, TiO2-x, and RBT (1, 2, 3,4,

and 5) samples with different GO concentrations.
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and Ti4þ 2p. Suggesting stable Ti3þ defects are not present in

the TiO2-x and RBT2 samples. Fig. 5(c) shows the C1s region of

the RBT2 nanocomposite. The C]C and CeC bonds are

assigned to the deconvoluted peak at 285.0 eV. Furthermore,

the oxidized carbon peaks located at 286.2, 287.3, and 288.5 eV

are ascribed to the OeC]O, CeO and C]O bonds, respectively

[48].

The XPS analysis confirms a strong interface of TiO2-x and

RGO in the RBT2 nanocomposite, which is more accommo-

dating in establishing electron transport channels and

Fig. 3 e (a, b) TEM images of RBT2 sample and Figure (c) SAED patterns of RBT2 sample. Figure (d, e, and f) STEM images of

RBT2 sample.

Fig. 4 e (a) Diffuse Reflectance UVeVisible spectra. (b) Tauc plots of pristine TiO2, TiO2-x, and RBT samples with different GO

concentrations.
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enhancing photo generated charge separation during the

photocatalytic H2 evolution reaction.

Photocatalytic hydrogen evolution

The enhanced optical properties of TiO2-x and RBT samples

showed tremendous improvement in photocatalytic water

splitting under natural solar light. The hydrogen evolution

was investigated using glycerol as a sacrificial reagent. The

hydrogen evolved from aqueous suspensions containing hy-

drothermally prepared TiO2, TiO2-x, and RGO/TiO2-x composite

samples were shown in Fig. 7(a). It should be noted that

photocatalytic hydrogen evolution performance of pristine

TiO2, TiO2-x, and RBT (1, 2, 3, 4, and 5) nanocrystals were

investigated by directly suspending in the reactor, without

anymetal dopant. It was found that the photocatalytic activity

of the RBT2 sample shows the highest hydrogen evolution,

i.e., 13.6 mmol. h�1 g�1
cat. compared to RBT (1, 3, 4, and 5)

samples. The pristine TiO2 sample showed poor photo-

catalytic H2 generation activity than the TiO2-x and RBT (1, 2, 3,

and 4) samples. The wide bandgap and high rate of recombi-

nation sites could be the reason for the poor photocatalytic

activity of pristine TiO2. In the TiO2-x sample, the defects in the

lattice increase the visible range absorption and enhance

photocatalytic activity by twofold compared with pristine

TiO2.

In comparison with reported data (listed in Table 2), RBT2

composite was demonstrated an improved hydrogen pro-

duction rate under solar light illumination. The introduction

of RGO could explain the increase in hydrogen evolution with

a large surface area and excellent electronic conductivity,

which can more easily promote the photogenerated charge to

the surface of the composite. The free mobility of charge

carriers results in suppressing the recombination process [61].

In contrast, introducing RGO with a large surface area can

increase the number of active sites [62]. The photocatalytic

Fig. 5 e ESR recorded spectra of TiO2, TiO2-x, RBT2, and

RBT5 samples.

Fig. 6 e (a). Shows the complete survey XPS spectra of the RBT2 sample. Figure (b) shows the Ti 2p peaks of the TiO2, TiO2-x,

and RBT2 samples. Figure (c) shows the C 1s deconvoluted peaks. Figure (d) shows O 1s peaks of RBT2 sample.
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activity is enhanced at the optimum 2% of GO content in the

catalyst. The amount of hydrogen evolution increases at a rate

of 13.6 mmol h�1g�1
cat, with 4-h constant irradiation, which is

much higher than TiO2-x (8.1 mmol h�1g�1
cat). Photocatalytic

activity decreased with a further increase of RGO content due

to unfavorable occupation of TiO2-x active centers with an

excess of RGO. Thus a decrease of active sites of the catalyst

results to a decrease in the photocatalytic activity [63].

Furthermore, the content of RGO has a substantial influ-

ence on photon absorption. The photons absorbed by the

photocatalysts improve as the RGO concentration increases.

As a result, the photons cannot be constantly fed into photo-

catalysts resulting in a decrease in photoinduced charge car-

riers [64]. These conflicting aspects are compromised when

RGO is loaded by 2 wt%, at which point the shielding of active

sites balances the impact of increased surface area. As a

result, a composite containing 2% by weight had the highest

photocatalytic activity.

Further, the photocatalytic and Photoelectrochemical ac-

tivity was carried out for pristine TiO2, TiO2-x, and optimized

composite RBT2 using xenon lamp 300 mW cm�1 with a UV-

Cutoff filter (�450 nm). Fig. 8(a) and (b) show the hydrogen

evolution rate and transient photocurrent response curves of

pristine TiO2, TiO2-x, and RBT2 samples. The RBT2 composite

exhibits the highest H2 evolution rate of 947.2 mmol h�1g�1
cat

and photocurrent density of 117 mA cm�2, and it is almost two

times larger than that of TiO2-x. These results confirm that

incorporating oxygen vacancies and insertion of RGO played a

vital role in the TiO2 system for achieving visible activity and

overcoming the recombination issues.

A plausible mechanism for photocatalytic hydrogen

generation

From the optoelectronic studies of TiO2-x and RGO/TiO2-x

nanocomposites, the absorbance of the proposed samples

protracts towards higher wavelengths of the visible NIR

regime the light utilization could be more efficient. Addition-

ally, the role of RGO in the RBT composite promotes the rapid

transportation of photogenerated charge carriers. Which

significantly prevents direct recombination of electron-hole

pairs [74,75]. Fig. 8(a) and (b) show the visible light photo-

catalytic H2 evolution and transient photocurrent response

curves of TiO2, TiO2-x, and RBT2 samples. The RBT2 composite

Fig. 7 e (a) Photocatalytic H2 evolution of TiO2 and TiO2-x and RBT (1, 2, 3, 4, and 5) samples with different GO weight

concentrations under solar irradiation. Figure (b) shows the cycle test of the RBT2 photocatalyst.
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exhibits the highest photocurrent density of 117 mA cm�2,

almost two times larger than TiO2-x. It confirms that including

an optimum percentage of 2% RGO in the RBT composite im-

proves light absorption and significantly accelerates the

composite photogenerated charge separation and trans-

portation. Likewise, RGO can serve as an acceptor for TiO2-x

photogenerated electrons. Because of its high conductivity, it

facilitates rapid charge transfer, effectively preventing charge

recombination in composites.

Fig. 9(a and b) shows the proposed H2 production mecha-

nism of TiO2-x and RBT. During the exposure to visible light,

for TiO2-x systems, in the absence of RGO, the photo-excited

electrons in the conduction band recombine rapidly without

participating in the evolution of H2 due to poor charge trans-

fer. Thus, poor evolution of H2 can occur. Whereas, in RGO/

TiO2-x, the excited conduction band electrons of TiO2-x trans-

ferred to RGO via intimate interface contacts to H2 reaction

sites [76]. As in the presence of RGO, when electrons are

transferred from the conduction band to the RGO layer, the

sheet-like structure of the RGO can help the electrons move

freely; there was a scarcer opportunity for electron/hole

recombination. Thus, RGO acts as a fast charge transfer of

photogenerated electrons and suppresses the possibility of

recombination of electron holes. As a result, water can be

reduced to hydrogen at the RGO surface and oxidized at the

TiO2-x surface. In addition, the feasible enhancement in pho-

tocatalytic activity of RBT2 relative to its counterparts of RGO/

TiO2-x can be explained by the reduction of the bandgap, the

improvement of electron transfer, and charge separation

through RGO, and the reduction of recombination rate. Thus,

the formation of RGO/TiO2-x heterojunction interfaces can

rationally enhance the H2 production activity than TiO2-x and

pristine TiO2.

Conclusion

In summary, pristine TiO2, oxygen vacancy defects rich TiO2-x,

and RGO/TiO2-x samples with different GO concentrations

from 1% to 5% were synthesized at a low-cost hydrothermal

method. The influence of RGO on defect-rich TiO2-x over

structural, morphological, and optical properties was sys-

tematically explored. The as-prepared RBT2 photocatalyst

(without any cocatalyst) exhibits remarkable enhancement in

photocatalytic in the rate of hydrogen evolution

13.6 mmol h�1 g�1
cat., compared to the pristine TiO2, TiO2-x,

and other already reported RGO/TiO2-x. The present workmay

be strong evidence that the optimal content of RGO enhances

the charge transfer, which suppresses the electron-hole

recombination problem.
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h i g h l i g h t s g r a p h i c a l a b s t r a c t

� Synthesized NiS-a/b phase by

simple solvothermal method.

� By changing the water to ethanol

ratio bandgap of NiS varied from

1.83 to 1.53 eV.

� NiS-a phase exhibited H2 genera-

tion of 13.413 mmol h�1g�1.

� NiS acts as alternative photo-

catalyst to binary or ternary

photocatalysts.
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a b s t r a c t

Metal chalcogenides are highly active, inexpensive, and earth-abundant materials for

photocatalytic hydrogen evolution. This work presents cocatalyst-free Nickel Sulphides (a

and b phases) nanostructures for photocatalytic hydrogen generation. NiS nanostructures

are synthesized by the solvothermal method by varying the water to ethanol ratio. The

synthesized sample has shown an optical bandgap of 1.83 eV, which is favorable for H2

generation. X-ray diffractometer (XRD) patterns confirm the formation of hexagonal and

rhombohedral crystal structures with high phase purity for both NiS-a and NiS-b nano-

structures. The multifaceted regular-shaped morphology with 50 nm sized particles was

confirmed by high-resolution transmission electron microscopy (HR-TEM). The photo-

catalytic H2 generation studies reveal that the NiS-a phase exhibited better H2 generation
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Bandgap

Hydrogen generation

Photocatalysis

activity of 13.413 m mol h�1g�1 than the NiS-b phase of 12.713 m mol h�1g�1 under UVeVis

light irradiation without any cocatalyst.

© 2021 Published by Elsevier Ltd on behalf of Hydrogen Energy Publications LLC.

Introduction

Hydrogen is an alternative and renewable fuel for the sub-

stitution of conventional fossil fuel. For sustainable devel-

opment of society, green energy generation and storage

technologies should be encouraged. Photocatalytic H2 gen-

eration is a straightforward and cost-effective approach

[1e3]. Photocatalytic H2 generation by water splitting is a

promising and sustainable technology as it is environmen-

tally friendly and commercially viable [4e9]. This process

draws the attention of many researchers due to its high effi-

ciency, low cost, more stable, less toxic, and long-range active

semiconductor materials. Recently, there have been many

efforts to synthesize photocatalyst composites containing

binary and ternary metal oxides to explore a wide range of

materials such as oxides and nitrides. These materials show

better results but still lag inefficiencies and stability of pho-

tocatalysis for practical purposes [10]. Therefore, it is essen-

tial to look for an alternative class of materials to overcome

these limitations.

Metal sulfides are an attractive group of materials because

of their earth abundance, relatively cheap, visible light active,

lower bandgap, interesting optical and electrical properties

[11]. Most of the dichalcogenides have a wide absorbance

range and their electronic properties can be tuned by varying

the size, morphology, and stoichiometry. This class of mate-

rials are very suitable for hydrogen generation because of less

carrier diffusion time, more stability, and electrical conduc-

tivity [12].

Among various metal sulfides dichalcogenides, the MoS2,

CoS2, FeS2, and NiS2 are more commonly explored as cata-

lysts and cocatalysts in electrocatalytic and photocatalytic

water splitting applications [13e18]. However, there is

limited work reported on NiS2 material as a photocatalyst

due to its unsuitable band positions to the redox potential of

water [19]. Recently, Bhosale et al. reported sulfur deficient

NiS1.97 as a photo-electrocatalyst for water splitting appli-

cations [19]. It opens up space for photocatalytic applications

of nickel sulfide.

Nickel sulfide exists in different phases such as NiS (a and

b), NiS2, Ni3S2, Ni3S4, Ni7S6, and Ni9S8 [20]. Synthesizing single-

phase nickel sulfide is very difficult using low-temperature

wet chemical processes. Various synthesis methods such as

microwave [21], solvothermal [22], hot injection method [23]

have been explored for synthesizing controlled phases of

nickel sulfides. However, mixed-phase formation is the major

challenge in synthesizing this material. Roffey et al. reported

the phase-controlled synthesis of NiS by single-source square-

planar nickel bis(dithiocarbonate) complexes, [Ni(S2CNR2)2]

where, they observed that phase transformation from a to b

phase at higher temperature (280 �C) [24]. Yang et al. has

reported the synthesis of a and b phase NiS by solvothermal

method for dye-sensitized solar cell applications and found

that the a phase outperformed the b phase [22]. By changing

the temperature and capping agents such as citric acid, b

cyclodextrin, and polyvinylpyrrolidone through a sol-

vothermal method, Aniruddha et al. studied tuneable

bandgap NiS for photocatalytic organic dye degradation

application [25]. There are several reports on other phases of

NiS such as NiS2, Ni3S2, Ni3S4, Ni7S6, and Ni9S8. However, so far

the a and b phases of NiS nanostructures have not been

employed in photocatalytic H2 generation as photocatalyst.

Therefore, it is imperative to study the photocatalytic

hydrogen evolution of a and b phase NiS nanostructures.

In this study, a and b phase NiS nanostructures were pre-

pared by green synthesis protocol by utilizing ethanol and

ethanol: water (1:2) ratio through the solvothermal method.

For the first time, photocatalytic H2 generation of a and b

phase of highly crystalline, monophase NiS nanostructures

were studied without cocatalyst. Moreover, the stability of NiS

nanostructures before and after the photocatalytic hydrogen

generation was studied. The photoelectrochemical properties

were exploited to further substantiate the photocatalytic

water splitting of synthesized NiS nanostructures.

Experimental details

Materials and characterization

Nickel acetate tetra-hydrate [Ni (CH3COO)2$4H2O], thiourea

[(NH2)2CS], and sodium dodecyl sulfate [NaC12H25SO4] were

purchased from Merck Chemicals. The procured chemicals

were analytical grade and used without any purification.

Ethanol [C2H5OH] and DI water were used throughout the

experiment. All other chemicals and solvents were used

without any further purification.

Crystal structures and phase purity of the synthesized

samples were carried out using powder X-Ray diffractometer

(XRD) (Rigaku Ultima-IV) ranging from 20 to 70� in 2-theta

with 0.02 steps/sec using Cu-Ka as radiation source

(l ¼ 0.15406 nm) at room temperature. The morphology and

elemental analyses of the prepared samples were analyzed by

scanning electron microscopy (SEM) SU1510 and energy

dispersive X-Ray spectroscopy (EDX), respectively. The high-

resolution transmission electron microscopy (HRTEM) im-

ages were captured using JEOL, JEM 2100. The UVeVis spectra

of the samples were carried out using a PerkinElmer spec-

trometer. The photoluminescence (PL) spectra of the samples

were recorded in JASCO FP 3600 fluorescence spectroscopy. X-

ray photoelectron spectra were analyzed by Shimadzu, ESCA

3100 spectroscopy. The photoelectrochemical measurements

were performed in OrigaLys electrochemical workstation. All
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the measurements were made on a standard three-electrode

system consisting of Ag/AgCl as the reference electrode, Pt

wire as counter electrode and FTO coated photocatalysts

(3� 6 cm2) were used as aworking electrode. 0.1MNa2SO4was

used as an electrolyte. The photocurrent wasmeasured under

a 300 W Xenon lamp at 0.2 V biasing conditions with manual

ON/OFF. Electrochemical impedance spectra were recorded at

e 0.2 V bias at the range of 0.01e106 Hz. The MotteSchottky

measurements were carried out at 1 kHz frequency with

0.1 M Na2SO4 electrolyte.

Preparation of nickel sulphide (NiS)

NiS nanostructures were synthesized by a simple sol-

vothermal technique as shown in Scheme 1. Under typical

synthesis conditions, 4.0 mmol of Ni (CH3COO)2$4H2O, 750mg

of (NH2)2CS, and 57 mg of NaC12H25SO4 (SDS) were dissolved

in a beaker with pure ethanol (NiS-a) and ethanol: DI water

ratio of 1:2 (NiS- b) separately, under continuous stirring.

Further, stirring was continued for ~30 min at room temper-

ature until it becomes green colour. Finally, each green pre-

cursor solution was poured into a 60 ml Teflon-lined

hydrothermal autoclave and kept for 8 h at 200 �C tempera-

ture. Later the autoclave was cooled down to room temper-

ature and the samples in the form of solid-precipitates were

collected by centrifugation. The collected dark brown pow-

ders were washed and dried at 70 �C for 8 h. The sample was

prepared only in pure ethanol named as NiS-a. Similarly, NiS

sample prepared using ethanol: DI water ratio of 1:2 is

referred to as NiS-b. NiS samples prepared with different ra-

tios of solvents (water: ethanol) were found to be mixed a and

b phases with some impurities but only the 1:2 ratio resulted

in b phase NiS.

Photocatalytic activity

The Photocatalytic activity was performed in a quartz reactor

under irradiance of a light source of 260 W Xenon lamps

(wavelength of 200e800 nm). In a typical experimental setup,

the distance between the source of light and the reactor was

maintained at 25 cm in cold water circulation to the reactor to

maintain a stable temperature. In a 185 ml of quartz reactor,

5 mg of NiS nanoparticles were suspended as photocatalyst in

a 50 ml mixture solution of (0.3 M) Na2S and (0.3 M) Na2SO4.

The final concentration of NiS nanoparticles was 0.1 g/l. The

rubber septum was used to seal the reactor and a magnetic

stirrer was used for stirring. Before irradiation nitrogen gas

was purged to remove oxygen. The generated H2 gas was

collected and monitored periodically using an off-line gas

chromatograph with N2 carrier gas (Shimadzu GC-2014 with

Molecular Sieve/5 �A column). The photocatalytic quantum

efficiency was calculated.

Results and discussion

Structural analysis

The crystal structure of theNiS powder sample synthesized by

the simple hydrothermal method was characterized by the

XRD technique. Fig. 1 shows the XRD patterns of NiS-a and

NiS-b samples. The peaks observed in the XRD pattern of the

NiS-a sample correspond to those of the standard hexagonal

crystal structure with a phase (D.B Card number: 9009240).

The diffraction peaks at 2q values of 30.06�, 34.59�, 45.815�, and

53.49� corresponds to (100), (101), (102) and (110) planes,

respectively. On the other hand, NiS-b shows a rhombohedral

crystal structure with b-phase. At 200 �C the saturation vapor

pressure of pure ethanol is 2.95 Mpa, which favours the

Scheme 1 e Schematic of NiS nanostructures synthesized by a simple solvothermal technique.

Fig. 1 e XRD patterns of (a) NiS-a (b)NiS-b synthesized by

hydrothermal method at 200 oC.
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formation of the a phase [22]. Whereas for water, it is 1.55 Mpa

renders the formation of the NiS-b phase. According to NiS

phase diagram, the NiS-a phase is formed at a higher tem-

perature compared to the NiS-b phase [24,26]. This finding is

consistent with the NiS phase diagram. All the diffraction

peaks in the XRD pattern of NiS-b are matched with the

standard rhombohedral NiS-b phase (D.B Card number

5000114). The diffraction peaks at 2q values of 18.38�, 30.22�,

32.21�, 35.60�, 37.26�, 40.355�, 48.85�, 49.99�, 52.48�, 56.08�,

57.26�, 59.5�, 66.32�, and 67.19� correspond to the (110), (101),

(300), (021), (220), (211), (131), (410), (401), (321), (330), (012), (122)

and (600) planes, respectively. The average crystallite size (D)

was calculated by Scherer's equation [27].

D¼0:9l=B cos q (1)

where, l-is the wavelength of the X-Rays, B is the full width at

half maxima, and q is the diffraction angle of the character-

istic peak. The D-value of the NiS-a sample was found to be

~25 nm, whereas, for the NiS-b, the D-value (~50 nm) was

found larger than NiS-a. A larger D-value for the NiS-b sample

may be due to Ostwald ripening during the crystal growth

stage in the reaction under ethanol: water (1:2) mixed solvents

condition [28,29].

Morphology of nanostructured NiS

The surface morphology of synthesized nanostructured NiS

was analyzed through SEM images. Fig. 2 shows SEM images

in two different magnifications for (a-b) NiS-a phase and (c-d)

NiS-b phase. In Fig. 2(a and b), it is observed that the nano-

structured NiS-a particles are well distributed and are in reg-

ular multifaceted shaped particles with size of ~40 nm. On the

other hand, from Fig. 2(c and d), it is observed that NiS-b

particles are agglomerated in nature. The magnified image in

Fig. 2(d) clearly shows the agglomeration of two different

types of nanostructures-elongated oval-shaped particles. The

average length of these particles is ~200 nm and these parti-

cles are oriented randomly in different directions.

The morphology, crystallinity, and particle size of synthe-

sized nanostructured NiS were analyzed using HRTEM. Fig. 3(a

and b) clearly shows images of multifaceted regular-shaped

NiS-a phase nanoparticles with an average size ~50 nm

which is correlated with the images obtained from SEM im-

ages [Fig. 2(a and b)]. Fig. 3(c) shows the image of lattice fringes

from the (101) plane of a thin NiS-a polycrystalline grain of

hexagonal crystal structure. On the other hand, Fig. 3(def)

represent HRTEM images of the NiS-b sample. Similar to the

SEM images [Fig. 2(c and d)], HRTEM images in Fig. 3(d and e)

show the agglomeration of oval and needle-shaped particles.

The average diameter and length of the needles are 100 nm

and 20 nm, respectively. Lattice fringes from two different

planes of (101) and (110) for thin NiS-b polycrystalline grain of

rhombohedral crystal structure were shown in Fig. 3(f). Re-

sults are correlated with the interplanar spacing (d-value) in

XRD patterns.

Optical properties of nanostructured NiS

Fig. 4(a) and (b) shows the absorption spectra and Tauc-Mott

plots of NiS-a and NiS-b, respectively. The bandgap energy

of synthesized NiS-a and NiS-b were calculated by the Tauc-

Mott equation [30].

ðahnÞ¼ Aðhn�EgÞn (2)

where a is absorption coefficient, h is Plank's Constant, n is the

frequency of light, A is proportional constant and n value

depends upon the type of semiconductors [31]. As the nano-

structured NiS sample is direct bandgap material, the calcu-

lated bandgap energy for the NiS-a phase is 1.83 eV, whereas,

the bandgap energy was decreased to 1.53 eV for the sample

NiS-b phase as the absorption band edge was increased to

515 nm. This decrease in bandgap energy for NiS-bmay be due

Fig. 2 e SEM images of (aeb) NiS-a and (ced) NiS-b nanostructures synthesized by hydrothermal method at 200 �C.
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Fig. 3 e HRTEM images of (aec) NiS-a and (def) NiS-b nanostructures synthesized by hydrothermal method at 200 oC.

Fig. 4 e (a)e(b) Absorption Spectra and Tauc-Mott plots (insets) (c) Mott-Schottky plots (d) photoluminescence spectra of NiS-

a, NiS-b, synthesized by hydrothermal method at 200 oC.
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to structural change and/or the nonstoichiometric nature of

the sample [19]. This may be correlated with the XPS spectra

as shown in Fig. 6. The MotteSchottky (MeS) analysis was

carried out to know the electronic band structure and charge

transfer mechanism [32]. The inverse square space charge (1/

Cs2) vs. potential shows a positive slope which, indicates the

n-type behaviour as shown in Fig. 4(c) [33]. The flat band po-

tential of NiS-a and NiS-b samples were determined by

extrapolating the linear portion of the curves to the intercept

at the x-axis. The obtained potentials were further converted

to reversible hydrogen scale and corresponding flat band po-

tentials were calculated to be 0.13 V,0.16 V (vs. RHE), respec-

tively. The conduction edge position of NiS-a and NiS-b

samples were tallied to be �0.17 V, �0.14 (vs. NHE, pH 0) by

using the equation, Efb ¼ E Ag/Agcl þ0.059 � pH þ E0 Ag/Agcl

(pH ¼ 7, E0 Ag/Agcl ¼ 0.197 V) [32,34e36]. The results indicated

that, the Efb potential of the NiS-b sample shifts towards a

cathodic or negative direction from �0.45 V to �0.48 V (vs. Ag/

Agcl) due to more negative surface charge carriers present in

the NiS-b sample [36]. Then, the Valance band edge (Evb) was

found to be 1.66 V and 1.39 V for NiS-a and NiS-b samples

(Evb ¼ Eg-Ecb) [34].

Further, PL spectroscopy was performed to check the

charge carrier behaviour of photocatalyst. The PL emission

spectra from (a) NiS-a phase and (b) NiS-b phase, shown in

Fig. 5(d). The spectra were recorded in the range of

300e500 nm after exciting the samples at 371 nm at room

temperature. The emission peaks at 410 nm and 440 nm

observed for both the samples were attributed to the different

defects states [37]. There were no significant changes in the

peak positions of the PL spectra for both samples, whereas, a

reduced PL intensity observed in the NiS-a samplemay be due

to the presence of non-radiative recombination sites as de-

fects. The presence of non-radiative recombination sites en-

hances the active sites on the photocatalysts which, obviously

enhances the hydrogen evolution rate [19]. At ~490 nm

wavelength, a broad emission peak of low intensity was

observed due to interband transition in both the NiS-a and

NiS-b samples band structure [38].

The transient photocurrent and electrochemical imped-

ance spectroscopy experiments were carried out to find out

the charge separation and charge carrier behaviour of the

synthesized NiS-a and NiS-b samples as shown in Fig. 5(a and

b) the NiS-a shows the highest photocurrent (82 mA/cm2)

compared to NiS-b (47 mA/cm2) which, indicates a higher

charge separation rate [39]. The smallest arcs in the EIS

spectra in Fig. 5(b) represent the lower charge transfer resis-

tance in NiS-a than NiS-b samples, which is following the

photocurrent results of the samples. The lower charge resis-

tance indicates prolonged charge recombination as well as

enhanced electron transfer rate [40]. Which are consistent

with the photocatalytic activity of the synthesized NiS-a and

NiS-b samples.

Fig. 6(a) shows the survey scan of the NiS-a sample which

indicates the presence of Ni and S elements on the surface.

Fig. 6(b) and (c) show the narrow spectrum of Ni-2p and S-2p,

respectively, of the NiS-a sample. The binding energy (Eb)

appeared at 161.8 eV and 162.8 eV in the spectrum were

attributed to S-2p3/2 and S-2p1/2 orbitals of S2� [41,42]. The Eb-

value at 168.8 eVwas corresponded to the surface adsorbed O2,

which may be incorporated at the time of processing the

sample [43]. The Eb-values at 855.68 eV and 872.82 eV were

attributed toNi-2p3/2 andNi-2p1/2, respectively [39,44]. The XPS

spectra of the NiS-a sample confirm the bonding of Ni2þ and

S2� without any Ni (O) state. Fig. 6(d) and (e) show a similar

spectrum of Ni-2p and S-2p, respectively, for the NiS-b sample.

The Eb values at 162 and 163.12 eV were represented S-2p3/2

and S-2p1/2 orbitals of S2�. The Eb values at 855.77 (satellite

peak at 860.76 eV) and 873 eV were appeared due to Ni-2p3/2

and Ni-2p1/2, respectively.

Photocatalytic hydrogen generation of nanostructured NiS

The Photocatalytic H2 generation activity was carried out for

both NiS-a and NiS-b samples using Na2S and Na2SO3 (1:1 mol

ratio) as the sacrificial agent. Fig. 7(a) shows that the NiS-a

phase sample generated 13.413mmol h�1g�1 ofH2 gaswhereas,

the NiS-b phase sample generated 12.731 mmol h�1g�1 of H2

Fig. 5 e (a) Transient photocurrent response and (b) Electrochemical impedance spectra of NiS-a, NiS-b synthesized by

hydrothermal method at 200 �C.
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gas. The H2 gas production rate is shown in Fig. 7(b). To the best

of our knowledge, synthesized NiS shows the highest H2 gen-

eration compared to previously reported binary, ternary com-

posites of metal oxides, sulfides, and carbon nitrides as listed

in Table 1).

TheNiS-a phasewas showing better photocatalytic activity

than the NiS-b phase due to the following reasons; (I) The

photoabsorption capacity of the NiS-a phase was more than

the NiS-b phase, which was confirmed from the UVeVis

Spectra as shown in Fig. 4(a). (II) The long-range and high

photoabsorption capacity of the NiS-a phase shows a

compatible band edge potential of 1.83 eV for water splitting.

These properties influence a greater number of e� and hþ

charge carriers’ generation which are responsible for better

photocatalytic water splitting. The presence of nonradiative

recombination sites as defects in the NiS-a phase causes

charge separation as well as reaction sites for photocatalytic

water splitting [19]. This result correlates with the PL spec-

trum of the NiS-a phase.

The stability of the NiS-a phase was tested for five cycles

under the same conditions as carried out at earlier H2 gener-

ation activity over 4 h which is shown in Fig. 7(c). The reaction

Fig. 6 e XPS Spectrum of NiS-a phase (a) survey scan (b)Ni 2p region (c) S 2p region, and NiS-b phase (d) Ni 2p region, (e) S 2p

region.
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was carried out consecutively for five days and before starting

the reaction on each day, the reactor was always purged by N2

gas. From Fig. 7(c), it was observed that the 5th cycle of H2

generation is reduced by 5% due to the loss of photocatalyst in

recovering process. After five cycles, the recovered samples

were characterized by XRD and SEM analysis to elucidate any

structural and morphological changes that occurred on the

samples as shown in Figs. 8 and 9. XRD and SEManalysis show

that the samples were stable by retaining their structure as

well as morphology which, represents free from any photo

corrosion. Photocatalytic hydrogen conversion efficiency was

found to be 5.2% for NiS-a samples with a 13.413 mmol g�1h�1

hydrogen evolution rate. the photocatalytic hydrogen con-

version efficiency of the NiS-b sample was found to be 4.8%

which is significantly lower compared to the NiS-a sample as

shown in Fig. 7(d).

A plausible mechanism for H2 evolution using

nanostructured NiS

The direct bandgap of 1.83 eV for nanostructured NiS-a pre-

pared only using ethanol was measured using the Tauc-Mott

equation. This low bandgap nanostructured NiS alone as a

photocatalyst can separate photogenerated charge carriers.

Fig. 7 e (a) Photocatalytic hydrogen generation rate of NiS-a and NiS-b phase samples. (b) Comparison of hydrogen

generation activity under 260 W Xe lamp for 4 h for NiS-a and NiS-b samples. (c) Reusability of NiS-a and NiS-b samples for

five-run cycles. (d) The hydrogen conversion efficiency of NiS-a and NiS-b samples.

Table 1e List of recent studies on photocatalytic activities of NiS as co-catalyst under 300WXenon lampwith 420 nm Filter
in different samples.

Sl. No Sample name Co catalyst H2 evolution mmol$g�1 h�1 Reference & Year

1 NiS/HNb3O8 NiS 1.519 [45],2018

2 NiS/CQDs/ZnIn2S4 NiS 0.568 [46],2019

3 TiO2/NiS NiS 0.018 [47],2019

4 ZnIn2S4/In(OH)3eNiS NiS 7.010 [48],2020

5 NiS/WO3/g-C3N4 NiS 2.929 [40],2020

6 MgAl-LDH/NiS NiS 0.358 [49],2020

7 NiS/g-C3N4 NiS 1.346 [50],2020

8 NiS/Zn0.5Cd0.5Se-DETA NiS 13.89 [51],2020

9 NiSeCuSeC3N4 NiS 1.6 [52],2020

10 NiS-a - 13.413 This work
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The conduction band (CB) and valence band (VB) edges were

calculated from Milliken electronegativity theory [53] given in

Eqs. (3) and (4)

EVB ¼c�EC þ 0:5 Eg (3)

ECB¼ EVB�Eg (4)

where, EVB and ECB are the valence band and conduction band

edge potentials, respectively, c is the absolute electronega-

tivity of nanostructured NiS (5.23 eV), EC is the energy of free

electrons on the hydrogen scale (4.5 eV), Eg is the bandgap of

NiS-a (1.83 eV). The EVB potential of 1.645 eV is calculated

using Eq. (3). Similarly, the ECB potential of ‒ 0.185 eV is found

from Eq. (4). The band structures andmechanism of hydrogen

production are shown schematically in Fig. 10. It is observed

that the ECB potential is above the hydrogen evolution po-

tential for splitting water. The protons (Hþ) are reduced by the

conduction band electrons to generate hydrogen. On the other

hand, the holes trapped in the valence band were scavenged

by hole scavenger Na2SO3 in the solution to produce Hþ, and

that further reduced by photo-excited electrons to produce

hydrogen again.

Fig. 8 e XRD patterns of NiS-a and NiS-b phase samples before and after photocatalytic reactions.

Fig. 9 e SEM Images of NiS-a and NiS-b phase samples before and after photocatalytic reactions.
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Conclusions

Nanostructured NiS samples synthesized were used as a

catalyst for photocatalytic H2 generation without any cocata-

lyst. NiS- a and b stable phases were obtained by just varying

solvent ratios through the solvothermal method. The NiS-a

phase was exhibited a better H2 generation of

13.413 mmol h�1g�1 in 4 h with better stability. As synthe-

sized, NiS- a and b sampleswould be a better option compared

to binary or ternary compounds for photocatalytic H2 gener-

ation. This study opens space for cocatalyst-free photo-

catalytic hydrogen generation.
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ABSTRACT

The rheological investigations on cholesteryl bromide (CB) and cho-
lesteryl 2-(ethoxy-ethoxy) ethyl carbonate (CEEEC) were carried out.
The viscoelastic properties of both mesogens are strongly tempera-
ture dependent. In CB, the temperature scans on moduli discovered
an abrupt change which is an indication of Smectic phase. In fre-
quency sweep, the CEEEC is characterized by a prevalent viscous
behavior while for CB a cross-over of moduli with dominating stor-
age modulus. A shear thinning followed by Newtonian flow is found
in CB and Newtonian flowin CEEEC. This study infers the usefulness
as lubricants and additive in tribology.

KEYWORDS

Lubrication; mesogens; non-
Newtonian behavior; shear
thinning; viscoelastic

1. Introduction

The rheological behavior of liquid crystals has been the center of attention in many

engineering applications such as lubrication. Liquid crystals (LCs) are one of the delicate

and beautiful states of matter. Liquid crystals are also called mesogens as they maintain

some of the structure characteristics during flow. The organic compounds with elon-

gated molecules exhibit the cholesteric phase. Cholesteric mesophase is found in deriva-

tives of cholesterol but not in cholesterol (cholest-5-en-3b-ol) itself [1]. The cholesterol

conjugates have much scientific interest in the field of materials science on account of

their unique self-assembling property, which can be driven by an external stimulus.

Cholesterol-based mesogens have a great interest for their intrinsic mechanical, electrical

or optical, biological and chemical properties [2–8]. LCs is a recent addition to the

materials library used in 4D additive manufacturing [9].

Rheology is the study of mechanical properties under different deformations of

complex bodies that appear over a range of applied shear [10]. Several rheological tests

like steady and oscillatory tests were performed on complex materials like mud sam-

ples, drilling fluids, surfactants, colloids, etc., in order to analyze the rheological fin-

gerprint of the material [11–13]. The very nature of liquid crystals invites the

development and correlation of rheological properties. Liquid crystals may flow as
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(anisotropic) liquids, and present a highly complex rheological behavior. The rheo-

logical characterization of cholesteric materials is the subject of continuing work. The

rheological behavior of LCs is catching the attention of researchers due to their

strange physical properties and technological importance of some materials based on

them. Rheological and tribological properties were investigated for thermotropic cho-

lesterics, lamellar LCs [14].

When LCs are introduced as additives then they are able to optimize the tribo-

logical properties oils and greases [15]. The application of some cholesterol esters as

additive positively affects the antifriction properties of mineral industrial oil [16].

Liquid crystals have good load-bearing properties and can reduce friction, wear [17].

Liquid crystalline compounds of the rod-like structures were tested as lubricating

agents [18]. Rheological properties of cholesteric esters were studied to check their

suitability as lubricant additives [19] and are found to be efficient as oil additives [20].

Consistency and viscosity are the important factors that affect the efficiency of LCs in

lubrication [21].

It is of great practical importance to achieve the rheological characterization of liquid

crystals for the apprehension of their tribological properties. As part of our continuing

effort for a better understanding of the rheological behavior of liquid crystals and their

role in tribology, two derivatives of cholesterol were paid attention. The aim of this

work is to investigate the rheological behavior of two cholesterol derivative mesogens.

Furthermore, the study highlights the importance and influence of rheological behavior

on the tribological application.

2. Materials and methods

The two cholesterol derivatives viz., cholesteryl bromide (CB), cholesteryl 2-(ethoxy-

ethoxy) ethyl carbonate (CEEEC) are monotropic cholesterogens belonging to the cho-

lestarene groups of steroids and are obtained from Eastman Kodak Co., USA.

An optical polarizing microscope equipped with crossed polarizers and a hot-

stage is used to examine transition temperatures, mesomorphic textures. The rheo-

logical measurements were made with ARG2 rheometer from TA Instruments in

both steady-shear and oscillation mode. The magnetic bearing and wide gap induc-

tion motor technology associated with the rheometer provides a low torque per-

formance of the order of nN�m. The maximum permitted deviation in

temperature for Peltier plate is 0.1
�

C. A 40mm parallel plate sensor was used. The

sample is loaded after setting zero gaps at test temperatures. After loading, the

mesogens were maintained at their clearing temperature for few minutes to minim-

ize the thermal history fluctuations. All testes were repeated to ensure the reprodu-

cibility of data. The rheology advantage software enables data recording and

analysis. Initially controlled stress measurements were performed. Later on, time

sweep, temperature sweep (with heating rate 0.2
�

C/min), frequency sweep tests are

done to achieve the least disturbance of the internal structures. Subsequently

steady-shear measurements were performed in which stress was varied.
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3. Results

3.1. Thermotropic mesomorphism

Traditionally, the rheology of thermptropic liquid crystals has been studied by first

investigating the phase transition temperatures. The cholesteric phases and transition

temperatures were obtained from a polarizing optical microscope. The derivative

CEEEC exhibits the cholesteric mesophase between 15–32 �C with a layer of the

Grandjean plane cholesteric structures. Cholesteric phase for CB has occurred between

100 and 110
�

C. The phase transition temperatures are in acceptable concurrence with

literature values [22].

3.2. Viscoelastic properties

The most important physical parameters for the use of liquid crystals in Tribology are

their mesomophic range and rheological behavior. All the measurements were per-

formed strictly within the cholesteric mesomorphic temperatures. The linear viscoelastic

results are obtained by small amplitude oscillatory shear at a constant frequency of

6.283 rad/s. The evolution of storage modulus and loss modulus as function of the

applied strain is shown in Figure 1.

CB is exhibiting solid-like behavior and CEEEC is liquid-like to the strain applied.

The response is similar for both the moduli and linear up to a definite value known as

the limit of strain amplitude (cc). A further increase above this level causes a sharp

breakdown of the micro structure. The two derivatives showed linear viscoelastic behav-

ior at small strain amplitude. This limit of strain amplitude or the onset of non-linearity

is lower for derivative CB. With the onset of non-linearity, the flow history would per-

turb the structural configuration of the mesogens. Both the moduli of CB are exhibiting

a higher value than CEEEC. Nevertheless, for both the derivatives the range of linear

viscoelastic limit is almost short and is due to the rod shape of molecules and the cho-

lesteric structure. Thus, the critical percentage of strain value is useful in observing the

Figure 1. Determination of the linear regime.

18 BINDU MADHAVI ET AL.



structural reorganization and relaxation times (�1/xc) at different frequencies. When

the applied strain exceeds the critical strain amplitude then the cholesteric phase shows

a marked rheotropy ever since the change in superstructure of the cholesteric phase.

The second test to perform before any other test is dynamic time sweep in LVR limit.

The thermal stability of the derivatives is checked by keeping frequency fixed at

6.283 rad/s. Such time sweeps on LCs are important for polymer processing and other

industrial applications. The results summarized in Figure 2 suggest that CEEEC had no

viscoelastic property and formed liquid-like situation in testing time (5min). Such a

behavior was understood as a weak cohesion between liquid layers [23]. Langelaan and

Gotsis [24] hypothesized such a result as the stability of the sample and substantiate

that no re-crystallization or chemical degradation occurs. And for CB, G00 is steady with

time as it corresponds to its relaxed state.

Temperature is a key parameter influencing LC structure and rheological behavior.

We know that temperature can largely influence not only the movement of molecules

but the viscoelastic properties also. Temperature-dependent dynamic viscoelastic meas-

urements were carried out at frequency 6.238 rad/s and presented in Figure 3.

The temperature scans on G0 and G00 of CB discovered an abrupt change in moduli

at temperature range 100 �C to 100.2
�

C. This seems to suggest a phase change or

existence of sub phase if any. Vani and Vijayan [25] have proposed a latent Smectic

C or twisted smectic C in CB due to its layered arrangement at this temperature.

This observation was also supported by dominant solid behavior of CB as the

Smectic phase of a pure compound is rather solid-like. Both moduli are characterized

by the same type of mechanical spectrum. A storage modulus reduction leads to less

resistant structures in the solid phase. No significant change in the storage modulus

of CEEEC with temperature is noticed, whereas the loss modulus G” decreased expo-

nentially with time but still dominate over the elastic modulus demonstrating a

weakly structured system.

The dynamic moduli measured in a frequency sweep at fixed temperature are able to

reveal the microstructure existing in the system. Normally this test is done for

Figure 2. Time sweep measurement.
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contemplating the mechanical properties of the materials without upsetting the struc-

ture [10]. The relaxation behavior of shear deformations is shown in Figure 4.

The values of the storage modulus G’ and the loss modulus G" have different behav-

iors as the frequency increases. From the figures, it is depicted that the viscoelastic

behavior was not qualitatively similar for the two derivatives. The molecular orientation

in LCs can greatly influence the viscoelastic nature. In Figure 4 (A) for CB, in the

beginning, G0 has a lower value than G". Hence the response is viscous-like. But with

increasing frequency, both G0 and G" started increasing, and eventually at a frequency

xc ¼ 0.31 rad/s (G’ ¼ G" ¼ 645 Pa) G0 is equal to G". At this cross-over frequency the

derivative is no longer viscous but rather exhibits a viscoelastic behavior. After this

cross-over frequency, the elastic modulus overtakes loss modulus and reached a rubbery

plateau regime. Indeed, G0 tends to level off to a rubber plateau value, demonstrating

the elasticity of solid-like material. Qualitatively similar data have been observed in lyo-

tropic solutions, thermotropic main-chain liquid crystal polymers [26], and in other

cholesteric liquid crystals [27].

In the literature, the leveling off of the storage modulus is generally linked to such

macrostructure that could enhance the material’s elasticity. The reciprocal of the cross-

over frequency here is 3.22 s which is numerically equal to characteristic longest relax-

ation time of CB. The loss modulus, storage modulus curves for CEEEC display a clear

upward concavity over the applied frequencies. The G0 and G" profiles evidence the vis-

cous behavior of CEEEC (G" > G0) at all frequencies. In general, the cholesteric liquid

crystal becomes liquid-like when they are subjected to many cycles of strain.

3.3. Flow properties

Viscosity is another important thermo-physical property which is a measure of internal

friction or ability to flow, and largely determines suitability for any particular applica-

tion. The Viscosities of the two derivatives are measured over a given temperature range

with shear rate fixed at 50 1/s and presented in Figure 5.

Figure 3. Temperature dependence of viscoelastic parameters. (A) Cholesteryl bromide and (B) choles-
teryl 2-(ethoxy-ethoxy) ethyl carbonate.
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Both the derivatives have shown a decrease in viscosity, which is common in fluids.

Generally, an anomaly in the viscosity dependence of temperature reveals a phase tran-

sition or existence of sub phase [28]. Evidence for existence of any sub phases or blue

phases is not found. Here, authors could not find any indication of smectic phase in CB

which was spoken in our viscoelastic measurements. The shear rate considered here

might be high enough to suppress the viscosity peaks. In this work, shear rate was

chosen high bearing in mind that any anomaly in the viscosity at low shears makes it

difficult to handle and limits its application. Also, such a shear thinning behavior

expands their application in many fields.

A typical response of the shear stress to shear rate is represented in Figure 6. These

plots of shear rate versus stress taken on logarithmic scale can be used to emphasize the

generally observed power law behaviors (r ¼ K cm) and m is the slope of the curve

[29]. As the shear rates chosen are �1–103 s�1, the power-law description does well for

CB. A fair straight line seen for the two derivatives corresponds to different tempera-

tures in their cholesteric phase. CB has shown a tendency for non-Newtonian which

Figure 4. Frequency dependent dynamic viscoelastic curves. (A) Cholesteryl bromide and (B) choles-
teryl 2-(ethoxy-ethoxy) ethyl carbonate.

Figure 5. Dynamic temperature sweeps at Shear rate 50/s. (A) Cholesteryl bromide and (B) cholesteryl
2-(ethoxy-ethoxy) ethyl carbonate.
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becomes increasingly pronounced at lower temperatures. CB has shown shear thinning

behavior with the power law index values 0.79 (T¼ 100
�

C), 0.57 (T¼ 105
�

C), 0.61

(T¼ 110
�

C), and 0.69 (T¼ 120
�

C). In LCs, the particle orientation makes the flow

mechanism complicated than that of isotropic fluids.

For CEEEC, the power law exponent value is 0.99 and is independent of temperatures

considered, showing that it is rheological behavior independent of temperature, and

remains Newtonian. Both the lower and higher shear rate behavior has become difficult

to see, and then only the Newtonian region (2) is seen in the steady-state flow plots.

Also, any anomalous thermal dependency of shear viscosities was not observed. Data

for both derivatives reveal that the sample becomes less viscous upon heating. Such a

shear thinning behavior and shape of molecules lead to high mobility of molecules such

that their layers slide readily when added as additives in lubricants. LCs, when used as

additives improve the lubricating capacity of lubricants resulting in the reduction of

coefficient of friction and wear [30].

The shear rate dependence of viscosity is intended in steady-state flow and presented

in Figure 7. Both the lower and higher shear rate behavior has become difficult to see

for both the derivatives.

The power-law region flow curves for CB follow a shear thinning behavior because of

its layered structure. The non-bonded Vander Waal’s forces which stabilize the three-

dimensional structure of CB are suppressed when the shear rate is increased, giving rise

to a shear thinning effect. A strong non-Newtonian behavior with temperature thicken-

ing effect is observed ionic liquid crystals [31]. The main mechanism assumed for shear

thinning reduction of viscosity by the stimulated orientation of cholesteric superstruc-

ture with shear rate [32–34]. It also can be explained as the increased molecular mobil-

ity due to interruption of interactions and entanglement of molecules. A number of

previous rheological studies on cholesteric liquid crystal systems have shown that mate-

rials in the cholesteric state are non-Newtonian up to a significant shear stress, and

show Newtonian limiting viscosity behavior thereafter. Preparatory trend for Newtonian

limiting viscosity at high shear can be clearly seen the graph for CB. During flows, the

flexible rod-like molecules of liquid crystals align in the flow direction. As a result of

Figure 6. Steady-shear measurements. (A) Cholesteryl bromide and (B) cholesteryl 2-(ethoxy-ethoxy)
ethyl carbonate.
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their tendency to return to the random coil configuration they exert a force perpendicu-

lar to the flow direction. Furthermore, the viscous behavior of CB showed an intriguing

reliance with temperature.

Typically, a Newtonian behavior is observed for CEEEC within the shear rates range

from 0.1 to 103/S. This may be understood as the orientation of liquid crystal molecules

in hydrodynamic flow. The Newtonian behavior of viscosity results from the arrange-

ment of molecules along the lines of action even at small forces. This constant viscosity

regime seems to be the plateau regime (region 2) of ‘three regions flow curve’ as pro-

posed by Onogi and Asada [35]. The texture of liquid crystals may be broken in region

1, and hence the wall effect is anticipated to be observed in this region 2. One can be

obliged to use this as some characteristic viscosity of the material.

The viscoelastic, flow properties of these two cholesterics are quite interesting and are

as good as rheological properties of members of homologous series of fatty acid choles-

teryl esters and other commercial liquid crystal additives [19, 36, 37]. The tribological

investigations on the homologous series of fatty acid cholesteryl esters [20, 38] have

shown that they significantly reduced coefficient of friction. The influence of rheological

properties of lubrication compositions of fatty acid cholesteryl esters on their tribo-

logical characteristics has also been determined [39]. The rheological measurements on

ionic liquids were performed to analyze their relationship with friction coefficient [40].

Keeping in mind all these observations we assume that this study might be promising

for the use of liquid crystals in tribology.

4. Conclusions

To summarize the experimental findings, the cholesterol derivative mesogens have

exhibited a rich variety of rheological behavior. It has been observed that cholesteric

phase for CEEEC and CB has occurred between 100 �C and 110
�

C, and 15 �C and

32 �C, respectively. The linear viscoelastic span is comparable for the two derivatives.

Insignificant impact of time on the rheological parameters of CEEEC is observed in the

dynamic time sweep measurements. The temperature scans on G0 and G00 for CB

Figure 7. Effect of temperature on the steady-shear flow. (A)Cholesteryl bromide and (B) cholesteryl
2-(ethoxy-ethoxy) ethyl carbonate.
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discovered an abrupt change in moduli at temperature range 100 �C to 100.2 �C suggest-

ing a phase change or existence of sub phase. For CEEEC, the temperature could not

effect on storage modulus, G’, and its value is always less than loss modulus. Both the

moduli are sensitive to frequency variation for two derivatives. The temperature–viscos-

ity curves exhibited typical exponential decay and could not reflect the existence of sub

phases or blue phases because of high shear applied. Steady-shear flow curves for CB

exhibited typical shear thinning and the non-Newtonian flow affinity is prominent at

lower temperatures. The CEEEC, within the measured shear rates range is Newtonian

owing to the hydrodynamic flow orientation. It is worth highlighting that the rheology

is an important issue for tribology and the two derivatives with such rheological behav-

ior, when considered as potential lubricant additives may enhance ability of lubricants

to reduce the coefficients of friction and the wear.
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Abstract: In modern industrial manufacturing processes, induction motors are broadly utilized as

industrial drives. Online condition monitoring and diagnosis of faults that occur inside and/or

outside of the Induction Motor Drive (IMD) system make the motor highly reliable, helping to avoid

unscheduled downtimes, which cause more revenue loss and disruption of production. This can be

achieved only when the irregularities produced because of the faults are sensed at the moment they

occur and diagnosed quickly so that suitable actions to protect the equipment can be taken. This

requires intelligent control with a high-performance scheme. Hence, a Field Programmable Gate

Array (FPGA) based on neuro-genetic implementation with a Back Propagation Neural network

(BPN) is suggested in this article to diagnose the fault more efficiently and almost instantly. It is

reported that the classification of the neural network will provide the output within 2 µs although the

clone procedure with microcontroller requires 7 ms. This intelligent control with a high-performance

technique is applied to the IMD fed by a Voltage Source Inverter (VSI) to diagnose the fault. The

proposed approach was simulated and experimentally validated.

Keywords: condition monitoring; Induction Motor Drive; fault diagnosis; FPGA; Back Propagation

Neural Network; Discrete Wavelet Transforms

1. Introduction

Industrial induction motors are highly reliable and easy to operate; hence, they are
extensively used as industrial drives [1,2]. They work under harsh and severe conditions,
and as a result, they are subject to both internal and exterior faults and breakdowns [3].
These faults must be sensed at the earliest stage; otherwise, catastrophic failure of the
machine may result in disruptions to production [4,5]. It was this need that necessitated
online supervision and fault analysis design to be integrated with the drive system [6,7].

According to conventional wisdom, the maintenance of Induction Motor Drive (IMD)
happens at a certain interval. However, the performance of IMD may decline at irregular
intervals as a result of environmental and operational factors. As a result, online monitoring
of instant messaging is required to increase efficiency. In new evolving methodologies,
predictive maintenance via condition monitoring (CM) is a critical component, intending
to project the maintenance schedule based on the state of the plant or process [8–10]. It is
possible to improve the performance and efficiency of an IMD by using condition-based
monitoring. Such monitoring also extends the life and productivity of the system and
reduces internal and external damages. It has become vital to use CM and fault detection
in IMDs to prevent unexpected failures and reduce unplanned downtime. There are many
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ways for condition monitoring of IM, including Acoustic Emission (AE) monitoring, vibra-
tion signature analysis, and Motor Current Signature Analysis (MCSA). However, these
monitoring techniques are complicated and need costly sensors [10]. When a CM system is
efficient, it is capable of delivering early warning and forecasting errors. The CM system ob-
tains basic data information from the motor via the use of signal processing or data analysis
methods as described before. Although the method does not need human interpretation,
it does have a fundamental downside [11–13]. The automation of the fault detection and
diagnosis process is a natural evolution in the development of CM technologies [14,15]. An
intelligent system, such as artificial intelligence methods, Genetic Algorithms (GA), Fuzzy
Logic (FL), Artificial Neural Networks (ANN), and expert systems, is required for the
autonomous fault detection system [16]. In an industry-based comprehensive assessment
of high voltage IMD failures, multiple types of classification were used to identify the
causes of the failures [17]. These categories included protection system, machine size, age,
number of poles, maintenance regime, and operating hours. Induction machines have been
subjected to an investigation into the causes of both stator and bearing failures, which
together account for about 75% of all failures [18].

To gather information regarding CM and diagnostic measures, a survey on IM drives
for industrial applications was conducted [19]. The research focused on the challenges that
are now being addressed and those that will be addressed in the future in the development
of autonomous diagnostic methods. The LabVIEW platform was used to produce cutting-
edge capabilities for online control of induction motors [20–22]. It has been determined that
the use of stator current analysis-based demodulation methods is the most suited method
for diagnosing bearing faults.

There are many noncontact CM approaches that may be used to diagnose inductor
motor failures. Specifically, it was discovered that the park vector analysis and instanta-
neous power analysis procedures are the most effective methods for recognizing motor
failure signals. The Support Vector Machine (SVM)-based algorithms have demonstrated
that they provide improved results for the classification and fault diagnosis of a three-phase
induction motor [23]. The Bearing Damage Index (BDI), which is based on the wavelet
packet node energy coefficient analysis method, has been proposed not only to detect faults
in bearings but also to detect the severity level of the fault [24]. The Bearing Damage Index
(BDI) is based on the wavelet packet node energy coefficient analysis method. A review of
the most current literature has been published on the automation of condition monitoring
in IMD [25]. When it comes to directing maintenance for electrical machines, one of the
factors that has been identified as a barrier is the cost-to-benefit ratio between capital and
operating expenses [26–28].

In the last two decades or so, condition supervision and fault identification of IMD
attracted the attention of many researchers who developed AI-based control schemes such
as expert systems, fuzzy interference systems, neural network and neuro-fuzzy techniques.
All these techniques when implemented in real time are computationally complex, time-
consuming, and lacking in optimal switching strategies. Hence, a new method, neuro-
genetic design and implementation of fault diagnosis of induction motors based on a FPGA
are proposed in this article [29,30]. The measured signals are processed through DWT
for feature extraction. These features are used to detect the type of fault that occurred in
the system.

The remaining article is structured as follows. The proposed test system model is
presented in Section 2. Section 3 details the proposed method, and Section 4 presents the
experimental results. Lastly in Section 5 the conclusions are presented.

2. Proposed System Description

The schematic diagram of the IMD with a FPGA-based neuro-genetic implementation
is shown in Figure 1. The proposed system consists of a power supply block having an
AC to DC converter node and a DC to AC inverter node, a squirrel cage induction motor,
a flux and signal estimation (Programmable Cascaded Low Pass Filter (PCLPF)) block, a



Micromachines 2022, 13, 663 3 of 11

neuro-genetic based fault diagnosis block, a controller block, a neuro-genetic-based Space
Vector Pulse Width Modulation (SVPWM) block, and a binary block. The input signals
corresponding to the induction motor’s terminal voltages and currents are transformed
into output signals indicating torque and flux by the lux and signal estimation block. These
signals are sent into the controller block, which creates input signals for the SVPWM block,
which processes and generates suitable pulses for the binary logic block. The fault diagnosis
block receives signals matching the Insulated Gate Bipolar Transistor (IGBT) inverter’s
output voltages.

aV

bV

cV

s

dsV

s

qsV

s

dsI
s

qsI

sω

s

cT

s

cΨ

 

Figure 1. Schematic of Neuro-Genetic-based fault diagnosis drive system.

It processes them in the neural network to produce TRIAC signals for the modified
structure of the IGBT inverter. These, together with the output signal of the SVPWM block,
are input to the binary logic block, the output signals of which are utilized to transfer the
jurisdiction from the faulty leg to the backup leg.

2.1. Reconfiguration of Inverter Topology

IGBT inverter topology is shown in Figure 2. The inverter structure has three legs,
with every leg carrying two switches, S1, S2, S3, S4, and S5, S6, correspondingly. The
fourth leg has another two switches, S7 and S8. Three Triacs, T1, T2 and T3, are utilized
for configuring the inverter later fault existence and its elimination. If there is a misfiring in
power switch Sn, the fault identification part finds this fault and separates the correspond-
ing fault leg by disconnecting the gate signals to the switch Sn. The phase current ‘isn’ is
reduced to zero by the freewheeling diodes Dn in the faulted leg. Then the restructuring
module fires Tn which interconnects ‘n’ (Leg) and ‘o’ (C1 and C2).
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Figure 2. IGBT Inverter topology.

2.2. Fault Diagnosis Based on a FPGA

To accurately diagnose the fault when it occurs, the trend or changes in the monitoring
signals must be sensed unambiguously so that the same could be converted into binary
code. These coded signals could be used to translate the fault category and its position.
Then appropriate gate signals can be generated for suitable action on the system. To carry
out the above processes, the control scheme should consist of facilities such as a signal or
feature eradication, neural network regulation, fault identification, and gating signals. For
the drive system under consideration, the fault diagnosis is performed as follows. The
backfire in any one of the switches in a leg of the inverter can be recognized by an error
in the corresponding leg voltage. The neural network is experienced with ordinary and
extraordinary data for the inverter operation, and so outputs of the neural network are
almost ‘0’ and ‘1’ as binary code. Then, corresponding to the error signal of the faulty leg
voltage, binary code is generated and sent to the fault identification structure which senses
and decodes the fault category and its location. Thereupon, the neural network selects the
switches to isolate the faulty leg and bring in the spare leg so that the inverter regains its
normal state as a three phase VSI to supply the IMD, making it fault tolerant. Suppose if
the fault occurred in leg ‘n’, causing a deviation in the leg voltage ±∆Vno. Then, the leg
voltage after fault occurrence can be given as Equation (1),

V′no = Vno ± ∆Vno (1)

This signal may not distinguish itself from Vno, and so a signal transformation tech-
nique is required to accurately diagnose the fault. The feature or signal extractor should
be such that it provides adequate and significant details about the trend of the signal to
enable the neural network to diagnose the fault type and its location with a high degree of
accuracy. To achieve this, a feature extractor using a Discrete Wavelet Transform (DWT)
technique is employed. The Register Transfer Language (RTL) schematic diagram of the
DWT technique is shown in Figure 3. Discrete wavelet transformation is good in time
resolution of high frequencies [11].
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Figure 3. Schematic view of DWT. 
Figure 3. Schematic view of DWT.

3. Neuro-Genetic Approach for Fault Classification

For accurate fault isolation, the signals (voltage, current, and speed) are transformed
with the DWT technique for feature extraction [8]. After transformation, the output voltage
variations are classified by using the neuro-genetic approach which continues to feedback
the signals until desired (target) output is obtained representing the fault situation.

Neuro-Genetic Architecture Design

The structure of the BPN classification based on a FPGA is shown in Figure 4. For
the given drive system fed by a VSI, there are seven states to represent the conditions, i.e.,
normal, fault on S1, fault on S2, fault on S3, fault on S4, fault on S5, fault on S6, and fault
on S7. It requires a seven-layer neural structure. In addition, there are three hidden nodes
and one yield node.
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Figure 4. Development of BPN classification structure.

The neuro-genetic-SVPWM has double subnets. One is the voltage amplitude subnet
with a 1-3-1 structure, and the other is the angle subnet with the architecture of 1-18-3 to
produce a three-phase yield. The sigmoid activation function is used. Every structure is
experienced with one set of normal data and four sets of faulted data.

The use of GA helps achieve an optimized weight value for BPN to obtain the desired
output for the fault situation. Thus, the neuro-genetic technique based on a FPGA when
implemented functions in such a way that the control scheme is capable of fast processing to
achieve fault diagnosis almost instantly [12,13]. Here, the mixed design of neural networks
and genetic algorithms is developed and implemented in the FPGA process as given by
the flow diagram in Figure 5. The idle, birth, selection, crossover, mutation, and store
states are used in GA. Linear feedback shift register (LFSR) is used to produce arbitrary
numbers [13,14]. A fitness value is designated to every part in the community depending
on the discrepancy in the set and original output of the structure. The total number of Pins
in the FPGA appliance is 208 and utilized pins in the suggested structure are only 49. The
experimental setup presented in Figure 6 is verified on the xc3s500e-4-pq208 board (Xilinx,
San Jose, CA, USA). The three-phase induction motor specifications are listed in Table 1.
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Figure 5. Flow chart of neuro-genetic design.
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Figure 6. Neuro-genetic implementation based on a FPGA.

Table 1. Induction motor specifications.

Parameter Range

Speed 1390 rpm
Volts 415 V

Frequency 50 Hz
Power 0.75 kW
Pole 4

4. Results and Discussion

The problem associated with ANN concerning weight optimization to train the net-
work is adequately addressed using GA. The use of DWT as a feature extractor provides
significant details in the pattern set to the neural network, enabling it to perform with a
high degree of accuracy in fault diagnosis.

With successful configuration by a FPGA, the neuro-genetic-SVPWM processes the
signals such that the variation of the neural network provides the yield with minimum
and maximum time of 10.85 ns and 11.99 ns. It is reported that the classification of the
neural network will provide the output within 2 µs although the clone procedure with a
microcontroller requires 7 ms [17]. However, the neuro-genetic approach obtained the low
and high period of yield as 10.857 ns (7.440 ns logic, 3.417 ns route, 68.5% for logic and
31.5% for route) and 11.99 ns (8.042 ns for logic, 3.952 ns for route, 67.1% for logic and 32.9%
for route), respectively. The result simulations are performed by using integer numbers.
The selected device power information is shown in Table 2. The prototype requirement of
the proposed method device utilization summary is provided in Table 3. According to the
defective and normal conditions, the output voltage waveform reveals how quickly the
neuro-genetic process will produce the switching wave shape. A total of 173,524 kilobytes
of RAM are used. The suggested design achieves the use of hardware and efficiency to
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minimize power consumption in different aspects. Table 4 shows the full clock reports
and timing summary. The simulation timing and real-time clock utilization by VHDL is a
hardware description language (HDL) software and is tabulated below in Table 5.

Table 2. Power summary.

Parameter Power (W) Voltage Range Icc (A) Iccq (A)

Vccint 0.031 1.20 1.14 to 1.25 0.000 0.026
Vccaux 0.045 2.5 0.000 0.018
Vcco25 0.005 2.5 0.000 0.002

Table 3. Device utilization summary.

Logic Utilization Used Available Range

Total number of slice registers 188 9312 2%
Number used as flip flops 105
Number used as latches 83 2.5
Number of 4 input LUTs 270 9312 2%

Logic Distribution Used Available Range

Number of occupied slices 217 4656 4%
Number of slices containing only related logic 217 217 100%

Number of slices containing unrelated logic 0 217 0%
Total Number of 4 input LUTs 303 9312 3%

Number used as logic 270
Number used as a route-through 33

Number of bonded IOBs 81 159 51%
IOB latches 11

Number of BUFGMUXs 3 24 12%
Number of M|ULT|I18X18SIOs 4 20 20%

Table 4. Clock Report.

Clock Net Resource Locked Fanout Net Skew (ns) Max Delays (ns)

X4/y0_not001 BUFGMUX_X2Y10 No 12 0.011 0.142
Clk1_BUFGP BUFGMUX_X2Y11 No 75 0.076 0.196

State_out1_1_OBUF BUFGMUX_X1Y10 No 11 0.030 0.148
x3/ov4 Local 16 0.045 1.249
x3/ov1 Local 6 0.211 1.988
x3/ov3 Local 5 0.460 1.124
x3/ov2 Local 6 0.224 2.235

Table 5. Timing Summary.

Parameters Frequency

Minimum period 10.857 ns
Maximum frequency 92.108 MHz

Minimum input arrival time before clock 20.18 ns
Maximum output required time after clock 11.99 ns

Maximum combinational path delay 8.610 ns
Total REAL time to Xst completion 11.00 s
Total CPU time to Xst completion 10.41 s

5. Conclusions

Fault diagnosis of IMD has been attempted for fault occurrence in VSI by using a
neuro-genetic technique based on a FPGA. The neuro-genetic algorithm (BPN with GA)
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processes the error to diagnose the fault type and its location to transfer the switching from
faulty leg to spare leg of the IGBT inverter, thereby making the system a fault tolerant
IMD. The implementation of this technique is found to increase the speed of response for
situational observation and fault identification, thereby enhancing the reliability of the
drive system in modern industrial processes. With successful configuration by a FPGA, the
neuro-genetic-SVPWM processes the signals such that the variation of the neural network
provides the yield with minimum and maximum time of 10.85 ns and 11.99 ns. The
proposed techniques can be extended in the near future with various machine-learning
methods and switching response can be improved.
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Abstract: This article describes the incompressible two-dimensional heat and mass transfer of an 

electrically conducting second-grade fluid flow in a porous medium with Hall and ion slip effects, 

diffusion thermal effects, and radiation absorption effects. It is assumed that the fluid is a gray, 

absorbing–emitting but non-scattering medium and the Rosseland approximation is used to de-

scribe the radiative heat flux in the energy equation. It is assumed that the liquid is opaque and 

absorbs and emits radiation in a manner that does not result in scattering. It is considered an un-

steady laminar MHD convective rotating flow of heat-producing or absorbing second-grade fluid 

across a semi-infinite vertical moving permeable surface. The profiles of velocity components, tem-

perature distribution, and concentration are studied to apply the regular perturbation technique. 

These profiles are shown as graphs for various fluid and geometric parameters such as Hall and ion 

slip parameters, radiation absorption, diffusion thermo, Prandtl number, Schmidt number, and 

chemical reaction rate. On the other hand, the skin friction coefficient and the Nusselt number are 

determined by numerical evaluation and provided in tables. These tables are then analysed and 

debated for various values of the flow parameters that regulate it. It may be deduced that an in-

crease in the parameters of radiation absorption, Hall, and ion slip over the fluid region increases 

the velocity produced. The resulting momentum continually grows to a very high level, with con-

tributions from the thermal and solutal buoyancy forces. The temperature distribution may be more 

concentrated by raising both the heat source parameter and the quantity of radiation. When one of 

the parameters for the chemical reaction is increased, the whole fluid area will experience a fall in 

concentration. Skin friction may be decreased by manipulating the rotation parameter, but the Hall 

effect and ion slip effect can worsen it. When the parameter for the chemical reaction increases, there 

is a concomitant rise in the mass transfer rate. 
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1. Introduction 

A few decades ago, the majority of academics focused more of their attention on 

MHD fluid flow difficulties. Still, they overlooked the Hall current and the Ion-slip current 

in Ohm’s law. The flow of MHD heat and mass transfer in the presence of a high magnetic 

field is essential in solving a wide variety of engineering issues, including those involving 

astronomy, chemical engineering, and geophysics. There is a good chance that Hall and 

ion-slip currents play an essential role in the flow of laboratory plasma. As a result, a 

recent suggestion has been made to investigate the heat and mass transfer of a free-con-

vection MHD flow that goes through an infinite vertical porous plate while considering 

Hall and ion slip currents. Recent research on magnetohydrodynamic (MHD)-driven 

flows, on the other hand, is focused on the firm application of a magnetic field since this 

causes many other complicated phenomena, such as the Hall current, ion slip, Joule heat-

ing, and so on (Sutton and Sherman [1]). This application’s relevance may be observed in 

many different engineering processes, such as magnetic fusion systems, energy genera-

tors, Hall sensors, and Hall accelerators, as well as in specific astrophysical applications. 

Abo-Eldahab et al. [2] investigated the combined effects of the hall and ion-slip currents 

on free convective flow across a semi-infinite vertical plate. Ref. [2] Srinivasacharya and 

Kaladhar [3] used the homotopy analysis method to investigate the effect of Hall and Ion-

slip currents on fully developed electrically conducting fluid flow between vertical paral-

lel plates in the presence of a temperature-dependent heat source. This study was con-

ducted in the presence of a temperature-dependent heat source. After that, Darbha-

sayanam et al. [4] looked at how Hall and ion slip currents affect the flow of electrically 

conducting couple stress fluid between two circular cylinders when a temperature-de-

pendent heat source is present. Tani [5] researched the steady motion of an electrically 

conducting viscous liquid in the presence of Hall current. Motsa and Shateyi [6] per-

formed a numerical analysis on magnetomicropolar fluid flow, heat and mass transfer 

with suction through porous material to determine the impacts of Hall currents, ion-slip 

currents, and changing thermal diffusivity on these processes. Attia [7] used an analytical 

approach to research the flow of a dusty fluid when Hall and ion slip current were present. 

The flow of a magnetohydrodynamic boundary layer was examined by Ghosh [8] across 

a stretched sheet while a chemical reaction was taking place. The chemically reactive sec-

ond grade via porous saturated space was investigated by Raghunath et al. [9] using a 

perturbation technique. Raghunath et al. [10] have investigated the effects of Soret, Rota-

tion, Hall, and Ion Slip on the unsteady flow of a Jeffrey fluid through a porous medium. 

At the same time, heat is absorbed, and chemical reactions occur. Sibanda and Makinde 

[11] have investigated the hydromagnetic steady flow and heat transfer characteristics of 

an incompressible viscous electrically conducting fluid past a rotating disk in a porous 

medium with ohmic heating, Hall current and viscous dissipation. 

The study of magnetohydrodynamics in the presence of heat and mass transfer, as 

well as radiation and diffusion, has captured the interest of a sizable number of academics 

as a result of the wide variety of applications it may be put to use. In the fields of astro-

physics and geophysics, it is used to examine the structures of stars and the sun, radio 

transmission via the ionosphere, and other such phenomena. Its uses may be found in 

engineering, such as in MHD pumps, MHD bearings, and other places. The process of 

mass transfer is also quite prevalent in theoretical discussions on the structure of stars, 

and its effects may be noticeable on the sun’s surface. The investigation of the impact of a 

magnetic field plays a significant role in free convection flow, particularly in the case of 

liquid metals, electrolytes, and ionized gases. The thermal physics of hydromagnetic is-

sues with mass transport has vast implications in the field of power engineering. Various 

industrial and environmental activities involve the presence of radiative fluxes. A few ex-

amples of this are heating and cooling chambers, energy processes involving the burning 

of fossil fuels, evaporation from huge open water reservoirs, astrophysical flows, solar 

power technologies, and the re-entry of space vehicles. Seth and Sarkar [12] investigated 

the influence of an induced magnetic field on the hydromagnetic natural convection flow 
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of a chemically reacting fluid across a moving vertical plate with ramping wall tempera-

ture. The effects of an induced magnetic field on the flow of a free convective channel 

were studied by Sarveshanand and Singh [13]. Sarma and Pandit [14] investigated the 

effects of thermal radiation, chemical reactions, and generated magnetic fields on MHD 

mixed convection flow across a vertical porous plate. Following that, Ojjela et al. [15] in-

vestigated the effects that thermophoresis and an induced magnetic field had on a mixed 

convective Jeffrey fluid contained between two porous plates. Jha and Aina [16] show the 

interplay of conducting and non-conducting walls on the MHD natural convection flow 

in a vertical micro-channel with an induced magnetic field. Shaw et al. [17] have studied 

impact of Entropy Generation and Nonlinear Thermal Radiation on Darcy–Forchheimer 

Flow of MnFe2O4-Casson/Water Nanofluid due to a Rotating Disk. Very recently Sharma 

[18] has studied FHD flow and heat transfer over a porous rotating disk accounting for 

Coriolis force along with viscous dissipation and thermal radiation. Ram et al. [19] have 

possessed a Ferrofluid flow over a moving plate in a porous medium is theoretically in-

vestigated by solving the boundary layer equations with boundary conditions using Neu-

ringer–Rosensweig model. Mahantesh et al. [20] have studied impacts of a novel expo-

nential space dependent heat source on MHD slip flow of carbon nanoliquids past a 

stretchable rotating disk. The flow is created due to rotation and stretching of the disk. 

Vijay and Sharma [21] have studied heat and mass transfer of ferrofluid flow between co-

rotating stretchable disks with geothermal viscosity. 

The investigation of first-order chemical reactions that include simultaneous heat 

and mass transfer has attracted many researchers in recent years. It has been the focus of 

considerable stress in recent times. Evaporation at the surface of a water body and heat 

and mass transfer all take place concurrently in several different processes, including en-

ergy transfer in a wet cooling tower, flow in a desert cooler, and energy transfer in a desert 

cooler. Some of the uses of this flow may be found in many different sectors, such as the 

power industry. One of the techniques of producing electrical energy is to directly extract 

it from moving conducting fluid, which is one of the applications of this flow. Studying 

heat production or absorption in flowing fluids is vital in issues involving chemical pro-

cesses that dissociate fluids. These problems may be broken down into two categories: 

The effects that the creation of heat might cause could potentially change the temperature 

distribution and, as a result, the pace at which particles are deposited in nuclear reactors, 

electronic chips, and semiconductors wafers. It is interesting to study the effects of a mag-

netic field on the temperature distribution and heat transfer when the fluid is not only an 

electrical conductor but also capable of emitting and absorbing radiation because some 

fluids are also capable of emitting and absorbing thermal radiation. Because of this, heat 

transmission through thermal radiation is becoming more significant as we become more 

concerned with space applications and higher operating temperatures. Recent research 

conducted by Raghunath and colleagues [22–24] investigated the impact of chemical re-

actions on different flow geometries. The effects of Soret on the unsteady free convection 

flow of a viscous incompressible fluid through a porous medium with high porosity 

bounded by a vertical infinite moving plate have been discussed by Ramachandra et al. 

[25]. This flow occurs under thermal diffusion, a chemical reaction, and a heat source. 

Raghunath and Mohanaramana [26] have researched Hall, Soret, and rotational effects on 

unsteady MHD rotating flow of a second-grade fluid through a porous media in the pres-

ence of chemical reaction and aligned magnetic field. Their findings were published not 

too long ago. 

In the fields of geophysics, petrochemical engineering, meteorology, oceanography, 

and aeronautics, the notion of fluid flow, heat and mass transfer inside a rotating environ-

ment plays a very significant part in the applications of these sciences. Applications in 

geophysics and fluid engineering are where the impetus for scientific study on rotating 

fluid systems first began. This is where the field has been propelled forward. The effect of 

rotation significantly impacts the motion of the atmospheres of both planets and the earth. 

This has implications for several different elements of atmosphere motion. The theory of 
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rotational flow is used for figuring out the fluid’s viscosity, constructing centrifugal de-

vices like the turbine, and other similar activities. Ali et al. [27] have studied Saleel, En-

tropy Generation Analysis of Peristaltic Flow of Nanomaterial in a Rotating Medium 

through Generalized Complaint Walls of Micro-Channel with Radiation and Heat Flux 

Effects. Ali et al. [28] have analyzed the slippage phenomenon in hydromagnetic peristal-

tic rheology with Hall current and viscous dissipation. Awais et al. [29] possessed Con-

vective and peristaltic viscous fluid flow with variable viscosity, J. Engin. Thermophys. 

Ali et al. [30] investigated Oscillatory Flow in a Porous Channel with Porous Medium and 

Small Suction. Ali et al. [31] have studied Oscillatory flow of second grade fluid in cylin-

drical tube. Ilya et al. [32] have possessed Heat source and sink effects on periodic mixed 

convection flow along the electrically conducting cone inserted in porous medium. 

Raghunath et al. [10] conducted research not too long ago in which they studied the 

effect of Hall and ion-slip currents on the unsteady MHD flows of a viscous, incompress-

ible, and electrically conducting fluid that was occurring between two vertical plates in a 

rotating system when the lower plate was impulsively started. The work done by 

Raghunath et al. [10] for the diffusion thermal and Second grade fluid cases will be ex-

tended even further with the help of this effort. After obtaining the flow equations in a 

dimensionless form using the perturbation technique, the flow equations are then analyt-

ically solved under the appropriate conditions. The graphical representation and subse-

quent discussion of the influence of various flow parameters on the fluid velocity, volume 

flow rate, and surface friction are shown below. The significance of the findings acquired 

from this research is that they provide the criteria for verifying the accuracy of various 

numerical or empirical methodologies. In addition, the results that were produced from 

this study have the potential to be used in the fields of fluid mechanics and heat transport. 

2. Formulation of the Problem 

We considered the heat and mass transfer of an unsteady two-dimensional MHD 

convective flow of a viscous laminar heat initiating second-grade liquid over a semi-infi-

nite longitudinal moveable porous layer engrained in consistent permeable material. We 

adapted to a homogeneous transverse magnetic field. We do this while considering Hall 

and ion slip consequences. The Cartesian coordinate system is selected so that the x-axis 

is maintained along the wall in the direction of upward movement, and the z-axis is per-

pendicular to this orientation. A magnetic field with strength of B0 and a uniform intensity 

is moving in a direction that is perpendicular to the flow. In their original, undisturbed 

states, the fluid and the plate are both rotating in a fixed orientation relative to the per-

pendicular to the plate at a constant angular velocity. At the surface, the temperature and 

concentration are subject to random fluctuations; this is true for both the fluid and the 

plate. The investigational challenge may be seen by looking at the physical model shown 

in Figure 1. 

 

Figure 1. Flow diagram. 
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The fluid properties are assumed to be constant except that the influence of density 

variation with temperature has been considered only in the body-force term. The concen-

tration of diffusing species is very small in comparison to other chemical species, the con-

centration of species far from the wall, �� s infinitesimally small and hence the Soret and 

Dufour effects are neglected. The chemical reactions are taking place in the flow and all 

thermophysical properties are assumed to be constant of the linear momentum equation 

which is approximated according to the Boussinesq approximation. Due to the semiinfi-

nite plane surface assumption, the flow variables are functions of z and the time t only. 

The flow governing equations and boundary conditions as followed by Raghunath et al. 

[10]. 
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The proper boundary requirements for the velocity, temperature, and concentration 

distributions are provided if the assumptions outlined above hold. 

0
, 0, ( ) , ( ) at 0iwt iwt

w w w w
u U v T T T T e C C C C e z 

 
          (6)

, 0, asu U v T T C C z       (7)

In light of the fact that the solution to the continuity equation is either a constant or 

a function of time, we will assume that. 

w = −w10(1 + Aεeiwt) (8)

where A is a real positive constant, ε and Aε are small, less than unity, w0 is the scale of 

the suction velocity which has a non-zero positive constant. 

The Rosseland approximation can be used for the radiative heat flux vector qr be-

cause, for an optically thick fluid, in addition to emission, there is also self-absorption. 

Since the absorption coefficient is typically wavelength dependent and significant, we can 

use the Rosseland approximation. Therefore, qr may be deduced from 

z

T

k
qr






42

1

1

3

4
 (9)

where k1 is the Rosseland mean absorption co-efficient and σ1 is the Stefan–Boltzmann 

constant. 

We assume that the temperature differences within the flow are sufficiently small so 

that T4 can be expressed as a linear function. Using Taylor’s series, we expand T4 to the 

free stream temperature T and neglect higher order terms. This results in the following 

approximation: 
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Because it is presumed that the frequency of electron–atom collisions is very high, it 

is impossible to ignore Hall and ion slip currents. Therefore, the velocity in the y-direction 

is caused by Hall currents and ion slip currents. When the magnitude of the magnetic field 

is exceptionally great, the generalised law of Ohm is adjusted such that it takes into ac-

count the Hall effect as well as the ion slip effect (Sutton and Sherman [1]), 
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Further it is assumed that �� = ����~�(1) and �� = ���� ≪ 1, In the Equation (13) 

the electron pressure gradient, the ion-slip and thermo-electric effects are neglected. We 

also assume that the electric field E = 0 under assumptions reduces to 
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Beyond the border layer, Equation (20) provides 
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To standardise the mathematical representation of the physical issue, we will intro-

duce the non-dimensional quantities and parameters listed below. 
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By exploiting variables that are not dimensional, the three governing Equations (5), 

(12), and (20), reduced to 
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The equations that relate to the boundary conditions are as follows: 

0at1,1,0  zeeUq tiwiwt   (26)

 zq as0,0,0   (27)

3. Solution of the Problem 

The expressions (23) and (25) portray a set of partial differential equations that cannot 

be solved in closed form; nonetheless, if the equations can be reduced to a set of ordinary 

differential equations in dimensionless form, then the equations can be solved analyti-

cally. This can be accomplished by expressing the velocity, temperature, and concentra-

tion as, 
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The following pairs of equations are obtained by substituting the Equations (28)–(30) 
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The requirements that relate to each border are as follows: 

0at1,1,1,1,0, 1010100  zqUq   (37)

 zqq as0,0,0,0,0,0 101010   (38)

By applying the initial conditions (37) and (38) and then solving Equations (31)–(36), 

one obtains the following approach: 

)exp( 10 zm  (39)

)exp()exp( 22111 zmbzmb   (40)

)exp()exp( 34130 zmbzmb   (41)

1 5 1 6 2 7 3 8 4
exp( ) exp( ) exp( ) exp( )b m z b m z b m z b m z          (42)

)exp()exp()exp( 511310190 zmbzmbzmbq   (43)

1 12 1 13 2 14 3 15 4

16 5 17 6

exp( ) exp( ) exp( ) exp( )

exp( ) exp( )

q b m z b m z b m z b m z

b m z b m z

        

  
 (44)

Substituting Equations (39)–(44) into Equations (28)–(30), we acquire the velocity 

temperature and concentration 
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))exp()exp(()exp( 22111 zmbzmbezm iwt    (47)

For this particular boundary layer flow, the skin friction co-efficient, the Nusselt 

number, and the Sherwood number are all crucially significant physical characteristics. 

The following is a definition and determination of each of these parameters: 

3.1. Skin Friction 

Very important physical parameter at the boundary is the skin friction which is given 

in the non-dimensional form and derives as 
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3.2. Nusselt Number 

Another physical parameter like rate of heat transfer, in the form of Nusselt number, 

is expressed by 

  )( 483726153413
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Nu iwt
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3.3. Sherwood Number 

The rate of mass transfer in the form of Sherwood number is also derived by 

)( 22111
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mbmbem
z

Sh iwt

z




















 (50)

4. Results and Discussion 

The present investigation aims to investigate the effects of radiation absorption, Hall, 

and ion slip on the uncertain free convective flow of an electrically conducting fluid that 

is viscous and incompressible over an unbounded vertical porous plate. At the same time, 

a uniform transverse magnetic field is present. A regular perturbation approach is used 

to find solutions to the governing equations of the flow field when the Eckert number Ec 

is small. The closed-form solutions for the velocity, temperature, and concentration have 

been derived analytically. Its behaviour is computationally addressed concerning various 

flow characteristics such as the Hartmann number (M), the Hall parameter (e), the ion slip 

parameter (e), the thermal Grashof number (Gr), the mass Grashof number (Gm), the per-

meability of porous media (K), the radiation absorption criterion (Q1), the diffusion 

thermo criterion (Du), the Prandtl number (Pr). For computational intention, we are set-

ting up the values A = 2, ↋ = 0:001; U0 = 0.1, while the parameters being M = 2, K = 0.5, R = 

1, S = 0.5, Gr = 5, Gm = 3, be = 1, bi = 0.2, Pr = 0.71, H = 1, Sc = 0.22, Kc = 1, Du = 2, Q1 = 0.5, 

t = 2 fixed over the range. Figures 2–18 are shown here, with their respective velocities, 

temperatures, and concentrations represented as distributions. The stresses, Nusselt num-

ber, and Sherwood number at the plate are analyzed numerically, explained with govern-

ing factors, and summarized in the Tables 1–3. The outcomes of this investigation, as in-

dicated in Table 4, are consistent with the findings of the prior study [10], which 

Raghunath and his colleagues conducted. 

Figures 2 and 3 illustrate the consequences of the thermal buoyancy force, denoted 

by Gr, and the concentration buoyancy force, characterized by Gm. Increasing the thermal 

and mass Grashof numbers causes fluid velocity in the principal flow direction inside the 

boundary layer area. This is the case regardless of whether the Grashof number is in-

creased. This is because an increase in both the thermal and the solutal Grashof number 

causes a rise in buoyancy effects, and these effects cause more flow in the direction that is 
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already the dominant flow. There is a reverse flow occurring in the direction of the sec-

ondary flow. When the temperature and concentration of Grashof numbers are increased, 

the secondary velocity profiles rise in the boundary layer area further away from the plate. 

At the same time, they fall closer to the plate. It should also be observed that there is no 

reversal flow in the secondary flow direction when neither heat nor concentration buoy-

ancy forces are present. This is something that should be taken into consideration. This 

indicates that the forces associated with buoyancy and the movements of the free stream 

are to blame for the induction of reverse flow. 

We see a decrease in the size of the velocity components u and v, as well as a reduc-

tion of the velocity of resultant velocity when the strength of the magnetic field is in-

creased, as shown in Figure 4. Because the effects of a transverse magnetic field on an 

electrically conducting fluid generate a piezoresistive force (also known as the Lorentz 

force), which is analogous to the drag force, growing M causes the drag force to raise, 

which in turn causes the motion of the fluid to slow down as a direct result of the increased 

drag force. As the passage of time causes the permeability factor (K) to grow, Figure 5 

demonstrates that the subsequent velocity component u becomes more concentrated 

while increasing in height. When K is made higher, the consequent velocity is also pushed 

higher, increasing the thickness of the momentum boundary layer. A decrease in porosity 

leads to an increase in fluid speed that is less visible once measured within the flow zone 

filled by the liquid. 

Both Figures 6 and 7 illustrate how the Hall current parameters, denoted by (βe), and 

the ion-slip parameter, denoted by (βi), affect the fluid velocity. It is clear from looking at 

Figures 4 and 5 that as the Hall and ion-slip parameters are increased, the fluid velocity 

in the primary flow direction decreases in the boundary layer region that is close to the 

plate, but it increases in the boundary layer region that is further away from the plate. 

This phenomenon can be seen in both of these figures. The fluid velocity in the secondary 

flow direction increases everywhere in the boundary layer area due to an increase in the 

hall parameter, except for a narrow region where it disappears. This is because the Hall 

current is generated as a result of the spiralling of conducting fluid particles around mag-

netic lines of force, which have the potential to create secondary motion in the flow field. 

The nature of the ion-slip current on the fluid flow in the secondary flow direction is 

shown to be the exact opposite of that of the Hall current. 

The influence of the diffusion thermo specification can be seen in Figures 8 and 9, 

which depict the velocity and temperature profiles, respectively. Figure 8 demonstrates 

the effect of the Dufour number on the primary and secondary velocities, which may be 

found on this page. It shows that greater values of the Dufour number cause the initial 

momentum to increase, but it indicates that the behaviour of the second velocity is the 

exact reverse of what one would expect. This pattern is a direct result of the generation of 

energy flow, which makes it possible for the rate of motion to pick up speed. Figure 9 

makes it clear that an elevation in the values of the Dufour number leads to an accompa-

nying rise in the temperature of the fluid. This is shown by the fact that an increase in the 

importance of the Dufour number can be seen. The generation of energy flow, which 

causes a temperature rise, is responsible for this occurrence. 

The impact of the radiating absorption characteristic is seen in Figure 10 in both the 

primary and secondary velocity directions. According to the statistics, the main velocity 

graphs increase when there is an increase in radiating absorption. Still, the secondary ve-

locity graphs go down when there is a drop in radiating absorptions over the whole liquid 

region. It was interesting to see how an increase in the radiating absorption characteristics 

might result in a rise in velocity. Inside the border layers, a description of the effects of the 

radiation-absorption parameter on the temperatures is depicted. As seen in Figure 11, it 

has become abundantly clear that the temperature distributions are rising functions of the 

absorbed radiation. In contrast, the inverse pattern was found when the rotation parame-

ter was used, as shown in Figure 12. 
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The influence of the radiation factor on the velocity and temperature is shown in 

Figures 13 and 14. It is clear from looking at Figure 13 shows that a rise in the radiation 

parameter causes a decrease in the essential velocity, but it has the opposite effect on the 

secondary velocity. As a consequence of this, the resulting velocity decreases as the value 

of R increases over the whole of the area that is occupied by the fluid. The influence of the 

thermal radiation parameter is quite essential when it comes to temperature profiles. It 

has been discovered that there is a negative correlation between the increase in the radia-

tion parameter and the temperature (Figure 14). As a result of the action of the radiation 

parameter, it is also possible to observe that the thickness of the thermal boundary layer 

quickly decreases. 

Figure 15 illustrates how the Prandtl number (Pr) influences temperature profiles 

when certain fluids are present. These fluids include hydrogen (Pr = 0.684), air (Pr = 0.71), 

carbon dioxide (Pr = 0.72), and water (Pr = 1.0). According to the data in this figure, a rise 

in the Prandtl number results in a drop in temperature over the whole flow field. This 

agrees with the theory that the thickness of the thermal boundary layer decreases as the 

Prandtl number increases. Figure 16 displayed the differences in temperature profiles that 

resulted from using various values for the heat source specification H. Bringing down the 

temperature of the flow field, increasing the value of the heat source parameter. This may 

occur because of the fluid’s elastic quality. 

Figures 17 and 18 illustrate the chemical reaction parameter Kc’s influence and the 

effect that the Schmidt number has on the concentration distribution. Figure 17 demon-

strates an increase in the value of the parameter for the chemical reaction. The concentra-

tion profiles were quickly decreased due to Kc. As the number of chemically responsive 

factors increases, the number of chemical reactions that influence the quantities of solutal 

particles also increases, which causes the concentration domain to decrease. The end effect 

of the chemical reaction is a reduction in the breadth of the solute border stratum. In Fig-

ure 18, the concentration gradient is shown as having decreased over the whole flow field 

as the Schmidt number Sc increased. This demonstrates that heavier diffusing species 

have a higher impact on inhibiting the concentration dispersion of the flow field. 

 

Figure 2. Velocity profiles for u and v for thermal Grashof number (Gr). 
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Figure 3. Velocity profiles for u and v for modified Grashof number (Gm). 

 

Figure 4. Velocity profiles for u and v for Magnetic field parameter (M). 

 

Figure 5. Velocity profiles for u and v for Permeability of porous media (K). 
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Figure 6. Velocity profiles for u and v for Hall parameter (βe). 

 

Figure 7. Velocity profiles for u and v for Hall parameter (βi). 

 

Figure 8. Velocity profiles for u and v for Diffusion thermo specification (Du). 
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Figure 9. Temperature profiles for Diffusion thermo specification (Du). 

 

Figure 10. Velocity profiles for u and v for Radiation Absorption (Q1). 

 

Figure 11. Temperature profiles for Radiation absorption (Q1). 
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Figure 12. Velocity profiles for u and v for Rotation specification (R). 

 

Figure 13. Velocity profiles for u and v for Radiation parameter (F). 

 

Figure 14. Temperature profiles for Radiation parameter (F). 
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Figure 15. Temperature profiles for Prandtl number (Pr). 

 

Figure 16. Temperature profiles for Heat absorption Parameter (H). 

 

Figure 17. Concentration profiles for Chemical reaction (Kc). 
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Figure 18. Concentration profiles for Schmidt number (Sc). 

The values for the magnitudes of skin friction are summarized in Table 1, which may 

be found below. An increase in the Hartmann number will be introduced to decrease the 

amount of skin friction. This application uses second-grade fluid because of its elastic na-

ture, which reduces the frictional drag caused by the liquid. It is explored what happens 

to similar behavior when the rotation factor, the Prandtl number, the heat source factor, 

the Schmidt number, the chemical reaction factor, and the amount of time are all en-

hanced. An increase in the permeability parameter or the second-grade fluid parameter 

will further improve the expansion of skin friction in intensity on the edge of the surface. 

The analogous activity is explored for the same when an increase in the thermal Grashof 

number, mass Grashof number, Hall and ion aspects that affect them are enhanced on the 

boundary of the surface. 

As a consequence, a rise in the Nusselt number also results from an increase in the 

radiation parameter, the Prandtl number, and the heat source parameters, as shown in 

Table 2. The radiation absorption parameter and the frequency oscillations of the radiation 

need to be increased for it to be diminished. According to Table 3, an increase in the 

Schmidt number, the chemical reaction parameter, the frequency of fluctuations, or non-

dimensional time all contribute to strengthening the Sherwood number as time proceeds. 

In Table 4 expressed as the results of the present study are pretty congruent with the find-

ings of the previous study by Raghunath and colleagues [10]. Recently, investigations re-

garding nanomaterials are listed in Refs. [33,34]. 
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Table 1. Skin friction. 

Gr Gm βe βi Pr H Sc Kc R Du M K S Q1 τ 

5 3 1 0.2 0.71 1 0.22 1 1 1 2 0.5 0.5 0.5 2.1521 

5 3 1 0.2 0.71 1 0.22 1 1 1 3 0.5 0.5 1 2.7852 

5 3 1 0.2 0.71 1 0.22 1 1 1 2 1.0 05 1 1.4521 

5 3 1 0.2 0.71 1 0.22 1 1 1 2 1.5 0.5 1 3.7852 

5 3 1 0.2 0.71 1 0.22 1 1 1 2 0.5 0.5 2 3.5211 

5 3 1 0.2 0.71 1 0.22 1 1 1 2 0.5 1.0 3 2.0332 

5 3 1 0.2 0.71 1 0.22 1 1 1 2 0.5 1.5 1 2.7852 

9 3 1 0.2 0.71 1 0.22 1 1 1 2 0.5 0.5 1 3.7852 

12 3 1 0.2 0.71 1 0.22 1 1 1 2 0.5 0.5 1 2.7852 

5 6 1 0.2 0.71 1 0.22 1 1 1 2 0.5 0.5 1 5.4621 

5 9 1 0.2 0.71 1 0.22 1 1 1 2 0.5 0.5 1 3.3221 

5 3 2 0.2 0.71 1 0.22 1 1 1 2 0.5 05 1 3.0214 

5 3 3 0.2 0.71 1 0.22 1 1 1 2 0.5 0.5 1 4.7852 

5 3 1 0.4 0.71 1 0.22 1 1 1 2 0.5 0.5 1 2.0324 

5 3 1 0.6 0.71 1 0.22 1 1 1 2 0.5 0.5 1 3.7852 

5 3 1 0.2 5.0 1 0.22 1 1 1 2 0.5 0.5 1 3.0125 

5 3 1 0.2 7.0 1 0.22 1 1 1 2 0.5 05 1 2.7852 

5 3 1 0.2 0.71 2 0.22 1 1 1 2 0.5 0.5 1 1.3214 

5 3 1 0.2 0.71 3 0.22 1 1 1 2 0.5 0.5 1 1.7852 

5 3 1 0.2 0.71 1 0.25 1 1 1 2 0.5 0.5 1 2.7852 

5 3 1 0.2 0.71 1 0.30 1 1 1 2 0.5 0.5 1 2.1255 

5 3 1 0.2 0.71 1 0.22 2 1 1 2 0.5 05 1 2.7852 

5 3 1 0.2 0.71 1 0.22 4 1 1 2 0.5 0.5 1 2.1254 

5 3 1 0.2 0.71 1 0.22 1 2 1 2 0.5 0.5 1 2.7852 

5 3 1 0.2 0.71 1 0.22 1 2 2 2 0.5 0.5 1 2.7852 

5 3 1 0.2 0.71 1 0.22 1 2 3 2 0.5 0.5 1 2.6221 

Table 2. Nusselt number. 

F Q1 H Pr ω Du Nu 

2 0.5 1 0.71 π/6 1 1.1251 

3 0.5 1 0.71 π/6 1 1.7852 

1 1 1 0.71 π/6 1 −0.12541 

1 2 1 0.71 π/6 1 −1.65514 

1 0.5 2 0.71 π/6 1 1.4521 

1 0.5 3 0.71 π/4 1 1.4021 

1 0.5 1 5.0 π/3 1 1.2785 

1 0.5 1 7.0 π/6 1 1.3210 

1 0.5 1 0.71 π/4 1 1.4521 

1 0.5 1 0.71 π/3 1 1.0321 

1 0.5 1 0.71 π/3 2 1.7520 

1 0.5 1 0.71 π/3 3 1.0321 

Table 3. Sherwood number. 

Sc Kc ω Sh 

0.3 1 π/6 0.6521 

0.6 1 π/6 0.9852 

0.22 2 π/6 0.1201 

0.22 3 π/6 0.5200 
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0.22 1 π/4 0.4520 

0.22 1 π/3 1.4520 

Table 4. Comparison of results for primary velocity (A = 5, n = 0.5, t = 0.5, є = 0.01, U0 = 0.5, Sc = 0.22, 

Kc = H = Q1 = F = 1, Du = 0). 

M K Gr Gm Previous Results Raghunath et al. [10] Present Values 

2 0.5 5 3 0.703484 0.752100 

3    0.452455 0.452114 

4    0.302545 0.302144 
 1.0   0.797822 0.785210 
 1.5   0.835478 0.842011 
  8  0.934587 0.962214 
  12  1.161458 1.122348 
   5 0.780458 0.788752 
   7 0.851458 0.852147 

5. Conclusions 

i. By increasing the magnetic field’s strength, the rotating speed, or the properties of 

the second-grade fluid, the velocity produced may be reduced. 

ii. Permeability of the porous medium may be enhanced to have the same effect as in-

creases. 

iii. The velocity is intended to decrease if the pore size of a porous medium decreases, 

which is the same behaviour seen in the case of radiation. 

iv. An increase in the Hall parameter and the ion slip parameter over the fluid region 

contribute to the rise in the ultimately produced velocity. 

v. The resultant velocity is affected by the thermal and solute buoyancy forces, and it 

will continue to increase in intensity until it hits a significant threshold. 

vi. As the diffusion thermo and radiation absorption parameter, the resulting velocity 

and temperature. 

vii. When both the heat source parameter and radiation increase, the temperature distri-

bution becomes more concentrated. The fluid medium has decreased concentration 

due to the chemical reaction and the Schmidt number. 

Author Contributions: Conceptualization, V.V.L.D. and M.M.A.L.; methodology, N.R.K.; software, 

N.R.K.; validation, M.I.K., K.R. and F.A.; formal analysis, M.O.; investigation, K.G.; resources, K.G.; 

data curation, M.I.K.; writing—original draft preparation, V.V.L.D.; writing—review and editing, 

E.S.M.T.-E.; visualization, A.M.G.; supervision, M.I.K.; project administration, M.M.A.L.; funding ac-

quisition, E.S.M.T.-E. All authors have read and agreed to the published version of the manuscript. 

Funding: The authors would like to thank the Deanship of Scientific Research at Umm Al-Qura Uni-

versity for supporting this work by Grant Code: 22UQU4331317DSR85. The authors express their grat-

itude to Princess Nourah bint Abdulrahman University Researchers Supporting Project (Grant No. 

PNURSP2022R152), Princess Nourah bint Abdulrahman University, Riyadh, Saudi Arabia. 

Data Availability Statement: All the data are clearly available in the manuscript. 

Conflicts of Interest: The authors declares no conflict of interest. 

Nomenclature 

x, y dimensional co-ordinates (m) 

u, v velocity components along x,y directions (m/s) 

A real positive constant 

B0 applied magnetic field (A/m) 

C non- dimensional fluid concentration (kg/m3) 

Cp specific heat at a constant pressure (J/kg. K) 
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Cw the uniform concentration of the fluid at the plate (kg m−3) 

C∞ the concentration of the fluid far away from the plate (kg m−3) 

D coefficient of mass diffusivity (m2/s) 

DM Chemical molecular diffusivity; m−2·s−1 

g acceleration due to gravity (m s−2) 

Gr thermal Grashof number 

Gm mass Grashof number 

B magnetic field vector (A/m) 

E electric field vector (c) 

V velocity vector (m/s) 

Q0 heat source parameter 

J current density vector (A/m2) 

Jx, Jy current densities along x and y directions 

k permeability of porous medium (m2) 

k1 thermal conductivity (W/m K) 

K permeability parameter 

Kc chemical reaction parameter (w/mk) 

Kl chemical reaction rate constant 

m Hall parameter 

M Hartmann number 

N constant 

Nu local Nusselt number 

Pe electron pressure (Pascal) 

Pr Prandtl number 

qm local surface mass flux (kg s−1 m−2) 

qw local surface heat flux (W m−2) 

R rotation parameter 

S second grade fluid 

Sc Schmidt number 

Sh local Sherwood number 

Q1 radiation absorption parameter 

t time (s) 

Tw the uniform temperature of the fluid at the plate (K) 

T∞ the temperature of the fluid far away from the plate (K) 

u0 plate velocity (m s−1) 

w slip velocity (m s−1) 

w0 scale of suction velocity 

qr radiative heat flux 

Greek symbols 

β coefficient of thermal expansion of the fluid 

β* coefficient of mass expansion of the solid 

θ non-dimensional temperature (K) 

  non-dimensional concentration (mol/m3) 

ν kinematic viscosity (m2/s) 

 fluid density (Kg/m3) 

σ electrical conductivity (S/m) 

Ω angular velocity (s−1) 

τw local wall shear stress (pascal) 

τ local skin friction coefficient 

τe electron collision time (s) 

ωe cyclotron frequency (e/mB) 

Subscripts and superscripts 

e electrons 

i ions 

w conditions on the wall 

∞ free stream conditions 
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Abstract: This article presents a study on the performance characteristics of a Francis turbine op-
erating with various guide vane openings to determine the best operating point based on unit
quantities. The guide vane openings were specified based on the width between the vanes at their
exit, i.e., 10 mm, 13 mm, 16 mm, and 19 mm. The performance characteristic curves of the Francis
turbine—head versus speed, torque versus speed, discharge versus speed, and efficiency versus
speed—were obtained at various input power and guide vane openings. From these data, unit curves
were plotted and the corresponding best efficiency points were obtained. The highest efficiency of
50.25% was obtained at a guide vane opening of 19 mm. The values of head, discharge, speed, and
output power at BEP were 7.84 m, 13.55 lps, 1250 rpm, and 524 W, respectively.

Keywords: renewable energy; Francis turbine; guide vane opening; performances & unit quantities

1. Introduction

The motive energy found in water is known as hydropower. By using hydroelectric
power plants, it can be transformed into electrical energy. All that is needed is a constant
inflow of water and a height difference between the location where the water is found and
the location where it can be released. The potential for hydropower is impressive. It is a free
resource that is perpetually renewable and nonpolluting. Hydropower plays a significant
role in the multipurpose use of water resources in many situations. The destructive forces
of flood flows and the energy of normal flows are harnessed by hydropower projects
to provide useful electrical energy. The economy of different power sources is reflected
in the cost of electricity. Countries that have a large proportion of hydropower in their
systems have the lowest tariffs. Upgrading existing hydropower plants is frequently more
economical than building new ones. High initial investment-prone hydropower plants hold
the substantial potential of uprating at the time of renovation, thereby making upgrading
proposals cost-effective [1]. Due to the rising demand for electricity, hydropower plants are
now more necessary than ever. Therefore, modernizing hydroelectric facilities is crucial to
meeting public demand.
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1.1. Selection of Turbines

The head under which a turbine is going to be operated gives guidance for the selection
of the type of turbine. The range of operation of each type is shown concerning the head
(H) and specific speed (ns) [2]. The total power to be installed must be known and the
number of machines then are chosen by economic consideration of load factor, the extent of
water storage, if any, cost of powerhouse, the convenience of operation, and maintenance.
Once the output per machine has been decided, information must be obtained concerning
the suitable speeds for which the generator can be constructed economically. From these
data, the coupling power, effective head, and speed of the turbine are known. Hence,
the specific speed is calculated. From the previous table, the suitable turbine is selected.
Since the speed of the generator can generally be selected from several suitable numbers
of pairs of poles, the appropriate specific speed is not limited to one value. In many cases,
the overlap is considerably extended and the problem arises of selecting from two types
of turbines, either of which could be used [3]. Here, knowledge of the advantages and
disadvantages of each type will assist, especially concerning efficiency when running at
part load. If the machine is required to operate for long periods of part loads, the Pelton
turbine would be preferred to the Francis turbine. Similarly, if the choice lay between two
Francis turbines, that with the lower specific speed would be more suitable, whereas if
the choice lay between a Kaplan turbine or a propeller turbine or a Francis turbine with a
high specific speed, the Kaplan turbine would be preferred. This is because of the flattest
efficiency curve being obtained from the Kaplan turbine, followed by the Pelton turbine,
the low-specific-speed Francis turbine, the high-specific-speed Francis turbine, and finally
the propeller turbine, which has the most peaked form of the efficiency curve. It must not
be assumed that the highest possible specific speed is always desirable [4,5].

1.2. Francis Turbine

Francis turbines can be built to handle a wide range of head and flow rates. This,
combined with their high efficiency, has resulted in them being the most widely used turbine
in the world. The Francis-type units have a head range of 20 m to 700 m, a specific speed of
60 to 400 rpm, and an output power ranging from a few kilowatts to one gigaton. Large
Francis turbines are custom-built for each location to achieve the highest possible efficiency,
typically exceeding 90% [6]. The water initially needs to enter the scroll (volute), which
is an annular channel that surrounds the runner, and then flows between the stationary
vanes and adjustable guide vanes, which provide the water with the best flow direction. It
then enters the completely submerged runner, altering the momentum of the water and
causing a reaction in the turbine. Water flows in a radial direction towards the center. The
water is impinged upon by curved vanes on the runner. The guide vanes are configured
in such a way that the energy of the water is largely converted into rotary motion, rather
than being consumed by eddies and other undesirable flow phenomena that cause energy
losses. The guide vanes are typically adjustable to provide some adaptability to variations
in the water flow rate and turbine load. The Francis turbine’s guide vanes are the elements
that direct the flow of water [7]. The authors investigated flow parameters, such as flow
angles at the runner’s inlet and outlet, flow velocities, and guide vane angles, to derive
flow characteristics. The goal was to analyze the pressure distribution and flow behavior to
achieve the level of accuracy required for the concept design of a revitalized turbine. The
obtained results are in good agreement with the on-site experiments, particularly for the
characteristic curve [8].

For three different specific speed turbines, the authors predicted the accuracy and
compared it to the model test results. It was demonstrated that the numerical model
test presented in this investigation could predict important characteristics of the Francis
turbine with high accuracy not only quantitatively but also qualitatively by comparing
simulation results with model test results for pressure-fluctuation characteristics, efficiency
characteristics, and cavitation characteristics. As a result, it was determined that numerical
model testing would be a more realistic estimation tool for Francis turbine hydraulic
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performance, contributing to cost reduction in the development of the Francis turbine [9].
The authors investigated Francis turbine guide vanes with pivoted support and an external
control mechanism for converting pressure to kinetic energy and directing it to runner
vanes. It has been discovered that increasing the clearance gap of the guide vane opening
increases leakage, lowering energy conversion and turbine efficiency and resulting in a
larger secondary vortex [10].

Many simulated results on hydroturbines have been conducted using various tur-
bulence models to identify their performance parameters [11]. Three distinct turbulence
models were explored in this work to measure the sensitivity of the model for the derivation
of Francis hydroturbine performance characteristics. To evaluate the performance of the
turbine, three different operating circumstances were chosen: part load, overload, and best
efficiency point. The highest velocity fluctuation inside the Francis runner was anticipated
by the model. The turbulence model can be used to capture the vortex rope that appears at
the runner’s output [12]. The influence of blade thickness on hydraulic performance was
investigated numerically using six types of impellers with varied blade thicknesses that
were integrated into the same pump to compare head and efficiency under design point [13].
The effect of clearance on the performance of a Francis turbine was investigated, and it was
discovered that as transverse flow and loss increased, efficiency decreased significantly.
When considering a specific degree of erosion, the pressure on both sides of the blade and
at the outflow of the blade was precisely proportional to the erosion state [14–16]. The
flow conditions in the runner inlet of a low-speed-number Francis turbine are found to be
identical when a cascade with one guide vane between two flow channels is optimized [17].

Guide vane (GV) clearance gaps grow larger due to abrasive wear, which worsens
the flow and reduces efficiency. In order to reduce potential consequences of an eroded
guide vane on the performance of the turbine, this research evaluates several guide vane
profiles. It is discovered that the pressure differential between the neighboring sides causes
the clearance gap to create a leakage flow. A vortex filament is created when the leaky
flow combines with the main flow and is forced within the runner [18]. The authors offer a
methodology for the design, optimization, and additive manufacture of turbine blade rows
and other components of highly stressed turbomachinery. The technique subsequently
produces final geometries that have been suitably represented for additive manufacturing.
A few aluminum prototypes of the newly improved turbine blade have been produced
in order to undergo mechanical and fatigue testing [19]. The mechanical power turbine’s
torque varies with its size. With a peak value of 3249.7 Nm at pitch angle 17◦, significant
torque was obtained in the pitch angle range of 15–20◦. As turbines grow in size and
their pitch angle range increases, they will produce more power, reaching a maximum
of 124,987.1 W or 125 kW [20]. The findings demonstrated that in operating conditions
involving substantial flow rates, severe sand abrasion might be seen close to the blade head
and outlet. In working conditions with low flow rates, there may be very minor abrasion
found close to the blade flange. The runner is severely abraded and its effectiveness is
lowered in proportion to the sediment concentration and sand diameter [21]. While the
flow separation on the suction side close to the blade tip merges, the flow characteristics
on the blade pressure side are often stable. The flow-separation phenomenon manifests
itself more visibly with larger tip clearance. The tip leakage vortex, which is also a spatial
three-dimensional spiral structure created by the entrainment effect of the tip leakage flow
and main flow, becomes more pronounced as the tip clearance rises [22].

After detailed review of the literature, it was apparent that lots of research has been
carried out on hydroturbines, but few studies have made an attempt at different guide
vane openings and no literature was found on best operating point based on unit quantities.
As such, the present work focuses the best operating point based on unit quantities by
studying the performance characteristics of the Francis turbine at various input powers
and guide vane openings.
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2. Experimental Setup
2.1. Experimental Setup of Francis Turbine

The model Francis turbine available at Hydro Turbo Machines Lab was designed and
built by Nilavalagan (1973) and was used for these experiments, as shown in Figures 1 and 2.
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Figure 2. Schematic of Francis turbine test setup.

The Francis turbine is a machine that uses the energy of water and converts it into
mechanical energy. Thus, it becomes the prime mover to run the electrical generators to
produce electricity. The head is generated using a pump that draws water from the storage
tank and supplies it to the inlet of the turbine. The torque generated by the turbine is
measured using a brake drum. The water outlet flow of the turbine is sent to the measuring
tank through the draft tube. The excess water from the measuring tank flows to the
storage tank.

Four pressure tapings made near the inlet of the turbine were made to form a piezo-
ring and were connected to a pressure gauge (range 0–2.5 kg/cm2). The tachometer was
used to measure the speed (N) of the turbine. The turbine was loaded with the help of a
brake drum connected to a loading belt. The tension in the belt on both sides of the brake
drum was measured with spring balances. The load on the turbines was altered with the
help of hand wheels connected to balances. The diameter of the brake drum was 225 mm
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and the thickness of the belt 5 mm. At the back of the turbine casing, there is a guiding
vane mechanism. The distance between the two successive guide vanes can be altered by
rotating a hand wheel. The maximum distance between one guide vane’s tip to another
was measured using a vernier caliper. It was found to be 19 mm maximum.

2.2. Specification of the Instruments Required for Measuring

(a) Discharge

The discharge measurement in this experiment was done using a rectangular notch,
shown in Figure 3, fitted in the measuring tank. The discharge formula found by the Indian
Standard (IS: 9108-1979) was used and is discussed below.
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The Kindsvater–Carter rectangular weir formula is

Q = Ce
2
3

√
2gbeh3/2

e (1)

where,
Q = discharge, m3/sec
Ce = coefficient of discharge,
be = effective width, in mm, and
he = effective head in mm.
The coefficient of discharge was determined by experiment as a function of two

variables from the formula:
Ce = f(

b
B

,
h
p
) (2)

The effective width and head are defined by the equations:

be = b + kb = b + 3.6 (3)

he = h + kh = h + 0.0012 (4)

Which and are experimentally determined quantities, in meters, which compensates
for the combined effects of viscosity and surface tension.

From the value of b/B, formula for Ce can be written as

(b/B = 0.6): = 0.593 + 0.018 (5)

The water-level gauge was used to measure the height of the water level in a rectangu-
lar notch. This water-level gauge was fixed with the scale. This gauge mechanism has a
rotating device for making adjustments.

(b) Speed

The digital tachometer was used to measure the speed of the turbine. Its range is
0–5000 rpm. This tachometer is kept at the back of the brake drum to find the speed of
the turbine.
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(c) Pressure

A Bourdon tube pressure gauge was used to find the pressure at the inlet of the turbine.
The pressure gauge range was 0 to 2.5 kg/cm2.

(d) Load

The spring balance was used to find the loads applied on the brake drum. The
spring-balance range was 10 kg × 50 gm and 20 kg × 100 gm.

2.3. Experimental Methodology

â Connect the supply-pump motor unit to 3 ph, 440 V, 30 A, electrical supply, with
neutral and earth connection and ensure the correct direction of pump motor unit.
Keep the gate closed before the pump is on. Later, press the green button of the
supply-pump starter and then release. The guide vane distance is maintained at
19 mm initially for fully open guide vane position and altered to 16 mm, 13 mm, and
10 mm distance with the help of a hand wheel. For each of the above guide vane
openings, the speed of the turbine is maintained initially at 1000, 1500, 2000, and
2500 rpm by adjusting the pump outlet valve. Later, the load is applied in steps of
250 g till the lowest possible speed at which the turbine can run continuously. For
each corresponding set of readings, the pressure at the inlet of the turbine, speed, load
on the brake drum, and head over notch are noted. Then, the gate valve is closed and
the supply-water pump switched off.

â The performances of the turbine were calculated, i.e., discharge, head, torque, input
power, output, efficiency, and unit quantities. Later, the performance characteristics
of the turbine were plotted.

3. Results and Discussion

The best efficiency point of the Francis laboratory scale was found by operating the
water pump at different guide vane openings. The performance characteristics were plotted
for these conditions. For each water supply, the reading was obtained and respective
characteristics curves plotted for four different guide vane openings. The guide vane
openings were specified based on the width between the vanes at their exit, i.e., 10 mm,
13 mm, 16 mm, and 19 mm. For each water supply and respective guide vane opening, an
experiment was conducted as per the procedure indicated in Section 2.3. Each experiment
was repeated and performance curves for discharge versus speed, head versus speed,
torque versus speed, and efficiency versus speed were plotted.

A polynomial curve fit was done for the two individual sets of readings that were re-
peated for the same experimental condition to check repeatability. Then, the two individual
experimental results were merged as one single set and fitted as a polynomial curve. The
correlation coefficient was found to be not less than 0.98. The respective polynomial equa-
tion for each of torque, discharge, and head with speed were substituted in the efficiency
formula and corresponding efficiency was calculated.

3.1. Performance Characteristics of Francis Turbine

The performance characteristics of discharge versus speed, head versus speed, torque
versus speed, and efficiency versus speed for 10 mm guide vane opening are shown in
Figures 4–11. At lower input power, few points could be obtained. The turbine came to a
halt at higher loads, but starting the turbine at higher power enables taking a large number
of readings. The discharge appears to be less at high speeds compared to low speeds; this
may be because the machine is vibrating and fluctuating while it is functioning.
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Figure 5 shows the plot of the variation of the head concerning the speed for different
power inputs. The head increases with an increase in the power inputs. The head is almost
constant at lower speeds and then increases with speed. There is a slight increase in the
head curves even during the lower speeds for the power input of 2049 (W). In this plot also,
it may be observed that the repeatability of the readings is good.

A study of Figure 6 showing the plot of torque versus speed shows that at no load
conditions, the speed of the turbine is about 2500 rpm for the power input of 2049 (W). This
is the maximum speed that was achieved for the highest possible power input. The speed
at no load came down to 2000 rpm, 1500 rpm, and 1000 rpm, respectively, as the input
power was decreased. In fact, during the experiments, the input valve that changes the
power input to the turbine was fixed based on the speed in the no-load condition. When a
load is applied, the torque rises, increasing the frictional forces acting between the brake
drum and the belt. This causes heat to be released, reducing speed. The repeatability of the
readings can also be seen in the two sets plotted in Figure 6.

Efficiency versus speed for different power inputs is shown in Figure 7. It may be seen
that higher maximum efficiency was obtained for higher inputs and efficiency increased
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to a maximum then decreased as speed increased. This is because the output power is
contributed by the torque and speed. The speed decreases with increases in torque; thereby,
the overall output power increases, reaches a maximum, and then decreases. One can argue
that the effect of input power may also contribute to the variation in efficiency. This is
true, but only at higher speeds. The discharge and the head were almost constant at lower
speeds, so the variation of input power becomes insignificant. That is the reason that the
efficiency curves show the increasing and decreasing trend.

The two sets of points in Figures 4–7 indicate clearly that the results are repeatable
and hence they were considered together and a single curve fitted for every value of
input power.

Figure 8 shows the plot of the variation of the head concerning the speed for different
power inputs. Trial 1 and trial 2 were combined and plotted as a single curve. It can be
seen that head decreases with a decrease in the power inputs.

Figure 9 shows that when the load is applied, the torque increases the frictional forces
acting between the brake drum and the belt increase and dissipate the energy in the form
of heat; therefore, the speed comes down. The torque is increased by decreasing the speed.

The efficiency versus speed for different power inputs is shown in Figure 10. The
higher maximum efficiency was obtained for higher input power. However, there is only a
slight variation of maximum efficiency at 445 W, 1031 W, and 2049 W input power.

The iso-efficiency lines plotted on discharge versus speed curves are shown in Figure 11.
From the efficiency curves, horizontal lines corresponding to efficiencies of 20%, 25%, 30%,
35%, and best efficiency point (BEP) were drawn and the speed and the discharge corre-
sponding to the point where the efficiency curves intersect the horizontal iso-efficiency
lines were noted and plotted, as shown in the above figure. It may be noted that the value
of discharge and speed at maximum efficiency is 32%, 36%, 37%, and 38% at input power
of 77 W, 243 W, 647 W, and 1414 W for guide vane opening of 10 mm.

The head versus speed curve shown in Figure 12 was obtained at a guide vane opening
of 13 mm. The head is decreasing with decreasing the speed. When input power is more,
the head seems to be more.

Energies 2022, 15, x FOR PEER REVIEW 11 of 25 
 

 

 
Figure 11. Discharge vs. speed and iso-efficiency line at 10 GVO. 

The head versus speed curve shown in Figure 12 was obtained at a guide vane 
opening of 13 mm. The head is decreasing with decreasing the speed. When input power 
is more, the head seems to be more. 

 
Figure 12. Head vs. speed at a guide vane opening of 13 mm. 

From Figure 13, it may be seen that as speed decreases, the torque starts to increase 
when the load is applied to the brake drum. There is not much variation in these curves 
between guide vane openings of 13 mm and 10 mm, as seen in Figure 13 and Figure 9. 

Figure 12. Head vs. speed at a guide vane opening of 13 mm.

From Figure 13, it may be seen that as speed decreases, the torque starts to increase
when the load is applied to the brake drum. There is not much variation in these curves
between guide vane openings of 13 mm and 10 mm, as seen in Figures 9 and 13.
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Figure 13. Torque vs. speed at a guide vane opening of 13 mm.

The maximum efficiency was observed at a power input of 953 W for a guide vane
opening of 13 mm, as seen in Figure 14. At input power of 123 W, 456 W, and 953 W the
maximum efficiency increases gradually, but at power input 2089 W it is decreased slightly
due to the vibration, which leads to cavitations within the turbine.
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Figure 14. Efficiency vs. speed at a guide vane opening of 13 mm.

Figure 15 shows that the discharge is more or less constant at different input power.
The iso-efficiency plot seems not much different between the guide vane openings of 10 mm
and 13 mm. The values at best efficiency points are 33%, 37%, 40%, and 39%.
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Figure 15. Discharge vs. speed and iso-efficiency line at 13 GVO.

The plot of the variation between the head and speed for different power input at
16 mm GVO is shown in Figure 16. The head decreases with decreasing power input. A
notable variation may be observed at higher speeds.
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Figure 16. Head vs. speed at a guide vane opening of 16 mm.

From Figure 17, it may be concluded that at a GVO of 16 mm, when the torque
increases the speed starts decreasing when the load is applied on the brake drum. There is
not much variation from guide vane openings of 16 mm, 13 mm, and 10 mm.
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Figure 17. Torque vs. speed at a guide vane opening of 16 mm.

From Figure 18, it is observed that the maximum efficiency at 16 mm GVO was seen at
a power input of 1784 W. The maximum efficiency decreases as input power is decreased.
As there is an increase in guide vane opening, the efficiency improves compared to the low
guide vane opening due to there being no impediment or vibration.
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Figure 18. Efficiency vs. speed at a guide vane opening of 16 mm.

From Figure 19, it is seen that at 113 W power input, the discharge was constant.
At other input power, the discharge was slightly decreased as speed increased at 16 mm
GVO. The iso-efficiency lines plotted seem to be a straight line with different slopes. The
discharge versus speed at BEP is 32%, 38%, 42%, and 46%.
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Figure 19. Discharge vs. speed and iso-efficiency line at 16 GVO.

Figure 20 shows the plot of the variation of head with respect to the speed for different
power input at a GVO of 19 mm. The head increases with increase in the power input.
There is a variation in the head curves at higher speed for all the four power inputs.
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Figure 20. Head vs. speed at a guide vane opening of 19 mm.

According to Figure 21, when the load is applied the torque increases the frictional
forces acting between the brake drum and the belt increases and dissipates the energy in
the form of heat, and thus the speed comes down. The torque is increased with increased
input power. There is a large variation in torque at 1652 W power input compared to other
lower input power.
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Figure 21. Torque vs. speed at a guide vane opening of 19 mm.

From Figure 22, maximum efficiency is observed at 1652 W. Maximum efficiency
observed at 871 W was higher compared to the 96 W and 369 W power inputs. Compared
to all other guide vane openings, the 19 mm guide vane opening showed the best efficiency
due to no obstruction and vibration compared to low guide vane openings. As per the
standard of this turbine, it could not achieve more efficiency at 19 mm guide vane opening
due to some of the drawbacks, such as leakages between the blades and the casing and
vibrations of the turbine.
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Figure 22. Efficiency vs. speed at a guide vane opening of 19 mm.

Discharge was found to be constant as speed was varied at different input powers,
as shown in Figure 23 at a GVO of 19 mm. The iso-efficiency was plotted and seems not
much different between guide vane openings of 10 mm, 13 mm, 16 mm and 19 mm. The bp
values are 41%, 46%, 47% and 50%.
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Figure 23. Discharge vs. speed and iso-efficiency line at 19 GVO.

3.2. Best Efficiency Point Curves

Figure 24 shows that all the best efficiency points with different guide vane openings
are plotted in 10 mm guide vane opening. The four best efficiency points combined are
intersecting at 930 speed and 11 discharge. They all split at higher discharge and lower
discharge. All the discharge curves seem to be constant. As the guide vane opening was
varied, there was a variation in the line of best efficiency, as shown in Figure 10. This plot
indicates that all these lines merge at speed of 920 rpm.
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Figure 24. Discharge vs. speed for best efficiency point at 10 mm GVO.

3.3. Unit Curves

The unit discharge versus unit speed curve is shown in Figure 25. For all trial 1 and
trial 2 readings at various input power, the points seem to coalesce, so one universal trend
line was drawn for all the data indicating the variation of the unit discharge with respect to
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unit speed. Compared to characteristic curves of discharge versus speed, the unit discharge
decreases with increase in unit speed.
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Figure 25. Unit discharge vs. unit speed at a guide vane opening of 10 mm.

The variation of output power versus unit speed operating at different power inputs is
shown in Figure 26. These points form a second-order polynomial curve fit with correlation
coefficients near one. The maximum unit output power is found at a unit speed of 396 rpm.
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Figure 26. Unit output power vs. unit speed at a guide vane opening of 10 mm.

For the 10 mm guide vane opening, the maximum efficiency is obtained for unit speed
of 400, as shown in Figure 27. The highest efficiency is about 38%.
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Figure 27. Efficiency vs. unit speed at a guide vane opening of 10 mm.

For a guide vane opening of 13 mm, the unit discharge versus unit speed curve is
shown in Figure 28. The unit discharge decreases with increase in unit speed at this guide
vane opening also. When compared to that for 10 mm, the unit discharge increases and
decreases with increasing speed.
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The variation in unit output power versus unit speed operating at different power
inputs is shown in Figure 29. The maximum output power is found at a unit speed of
396 rpm, the same as that at a GVO of 10 mm.
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Variation in efficiency versus unit speed is shown in Figure 30. The efficiency gradually
increases and decreases. The maximum efficiency is attained at a unit speed of 400 rpm.
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For a guide vane opening of 16 mm, the unit discharge versus unit speed curve is
shown in Figure 31. The unit discharge decreases with an increase in unit speed.
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The variation in unit output power versus unit speed operating at different power
inputs is shown in Figure 32. The maximum output power is found at a unit speed of
396 rpm, the same as that at a GVO of 10 mm and 13 mm.
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Figure 33 shows that a higher maximum efficiency is obtained at 45% with a guide vane
opening of 16 mm. This curve at a unit speed value of 400 rpm attained maximum efficiency.
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Figure 33. Efficiency vs. unit speed at a guide vane opening of 16 mm.

The unit discharge versus unit speed curve is shown in Figure 34. The unit discharge
decreases with increasing unit speed. The unit discharge decreases with increasing unit
speed. The unit discharge curve looks similar to GVO of 13 mm, 16 mm, and 19 mm.
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The variation in unit output power versus unit speed operating at different power
inputs is shown in Figure 35. The maximum output power is found at a unit speed of
400 rpm, the same as that at a GVO of 10 mm, 13 mm, and 19 mm.
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Figure 36 shows the variation in efficiency with unit speed for GVO of 19 mm. It
shows that the unit speed at BEP is 400 rpm.
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Figure 36. Efficiency vs. unit speed at a guide vane opening of 19 mm.

Using results obtained for other GVOs, as mentioned in Table 1, variations of unit
quantities at the best efficiency point were plotted concerning GVO. The results presented
in Figure 37 show the values to be more or less constant for all guide vane openings.

Table 1. Best efficiency points from characteristics of Francis turbine.

S. No
Guide Vane

Opening
GVO (mm)

Speed
N (rpm)

Discharge
Q (lps)

Head Given
to Turbine

H (m)

Brake Output
Power (W)

Power Input
to the

Turbine (W)

Efficiency
(%)

1

10

600 6.02 1.31 25.08 77.44 32.39
2 700 8.77 2.82 88.15 242.86 36.30
3 1000 11.83 5.58 239.34 647.33 36.97
4 1250 14.89 9.68 537.68 1414.14 38.02

5

13

450 5.86 1.09 20.90 62.89 33.24
6 700 8.92 2.81 92.36 245.79 37.58
7 950 11.06 5.39 236.09 584.55 40.39
8 1300 15.14 9.61 558.15 1427.69 39.09

9

16

450 5.47 1.14 20.57 61.33 33.54
10 650 8.49 2.47 78.64 205.51 38.27
11 950 11.29 4.67 220.64 517.26 42.66
12 1250 13.94 8.29 522.94 1134.04 46.11

13

19

350 5.47 0.91 19.99 48.89 40.88
14 700 8.40 2.25 85.26 185.57 45.94
15 900 11.38 4.19 209.13 468.15 44.67
16 1250 13.55 7.84 524.00 1042.79 50.25
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4. Conclusions

In the current work on the best operating point based on unit quantities by studying
the performance characteristics of the Francis turbine at various input powers and guide
vane openings, the important conclusions are revealed below.

The performance characteristic curves were plotted within the available range of
variation of guide vane openings (10 mm to 19 mm) and input power (96 W to 2089 W).
From these available data, unit curves were plotted and corresponding best efficiency
points obtained. The highest efficiency of 50.25% was obtained at a guide vane opening
of 19 mm. The values of head, discharge, speed, and output power at BEP were 7.84 m,
13.55 lps, 1250 rpm, and 524 W, respectively. As per the condition of this Francis turbine,
the main reason for not obtaining more than the higher efficiency of 50.25% was leakage
flow that passed through the clearance gap between the guide vanes’ high-pressure and
low-pressure sides. To determine how much leakage flow there is, finding the velocity
vectors inside the gap can be used.
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Abstract: The most recent developments in Thermal Barrier Coating (TBC) relate to engine perfor-
mance, manufacturing and other related challenges. TBC on the piston crown and valves to enhance
engine characteristics while using diesel and Mahua Methyl Ester (MME) as a petroleum fuel has a
great sustainable development. For this utility, a Direct Injection (DI) conventional diesel engine was
renewed to an LHR engine by applying 0.5 mm thickness of 3Al2O3-2SiO2 (as TBC) onto the piston
crown and valves. The MME is used in the LHR (Low Heat Rejection) engine. For examination,
the fuel injector pressure is set at 200 bar. Compared to a standard DI diesel engine, the results
demonstrate that the application of TBC boosts brake thermal efficiency to 13.65% at 25% load. The
LHR engine’s SFC and BTE significantly improved at full load while using MME fuel. The lower tem-
perature of exhaust gases is achieved by combining MME and diesel fuels with TBC. It was observed
that both MME with and without TBC significantly reduced the smoke density. In addition, it was
exposed that using MME fuel with TBC very slightly reduced carbon monoxide emissions under
all loads. It was also shown that MME with TBC significantly reduced environmental hydrocarbon
emissions at all loads.

Keywords: mahua methyl ester biodiesel; diesel fuel; thermal barrier coating; low heat rejection
engine; environment; renewable energy

1. Introduction

In India, the production of inedible oil is poor, leading to some development work
undertaken by the Government of India for the production of alternative fuel to inedible
oils, such as Jatropha, Mahua, Karanja, Linseed, Cotton, Mustard, Neem, etc. In India, most
of the states are tribal regions where Mahua seeds are found in abundance [1,2]. The Mahua
tree can provide sources from the seventh year of the plantation onward. Mahua seed oil is
a common ingredient of Indian hydrogenated fat. The Mahua raw oil is extracted from the
seed kernels and its oil appears similarly to semi-solid fat at room temperature, pale yellow
due to the high viscosity in oil. Mahua crude oil contains 30 to 40% free acids. During
biodiesel production, the manufacturer can produce various products from glycerin [3,4].
Generally, the raw Mahua Oil (MO) has a high percentage of Free Fatty Acids (FFA) and
the change in FFA to biodiesel is very much essential in employing the transesterification
or esterification process [5,6]. It is also observed that MO’s properties and chemical compo-
sition are approximately similar to other inedible oil such as Cotton, Neem, Karanja, etc.,
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but the Mahua has a high content of viscosity and FFA. Some renowned processes such
as transesterification, esterification, dilution, microemulsion and pyrolysis are utilized to
reduce the viscosity in order to produce biodiesel. However, transesterification is one of
the best processes for obtaining maximum yield with some effective properties compared
to diesel properties [7,8]. The impact of n-butanol/diesel blended fuels on the performance
and emissions of heavy-duty diesel engines was investigated. The results showed that the
engine performed better when 10% n-butanol was combined with diesel [9]. The effect of
n-butanol/diesel fuel on engine performance and emission parameters was investigated
and the results revealed that n-butanol at 2% and 4% in the blended fuel reduced emis-
sion levels [10]. The impact of n-butanol blended fuels on Euro VI diesel engines was
investigated. The findings revealed that diesel/n-butanol mixed fuels increased CO and
HC emissions while having no influence on NOx emissions [11]. The combustion and
exhaust characteristics of an n-butanol/diesel fuel blend were investigated. The results
revealed that the 20% n-butanol/diesel blend reduced soot, NOx, and CO emissions by
56.52%, 17.19%, and 30.43%, respectively, when compared to diesel [12]. The combustion
and exhaust characteristics of a blended n-butanol/diesel fuel engine were investigated.
The results revealed that n-butanol reduced CO and soot emissions while increasing NOx
emissions in n-butanol/diesel fuel [13]. Particulate matter emissions from vehicles can
be produced directly throughout fuel combustion or through condensation in the air and
nucleation during the dilution and cooling of hot tailpipe exhaust [14]. The majority of
particles produced by engine combustion are graphitic carbon, with minor amounts of
metallic ash, sulfur compounds, and hydrocarbons [15]. Particle number size distributions
(PNSDs) and PM emissions from vehicles are influenced by several factors, including en-
gine type such as SI or CI Engines, type of fuel and engine specifications, vehicle operating
conditions, particulate filter technology, and atmospheric conditions (temperature, wind
speed, and humidity) [16,17]. One of the physical methods for using vegetable oil in a diesel
engine that does not require any chemical treatment is microemulsion [18]. Microemulsions
are made by combining esters and dispersants (solvents) with or without diesel fuel to
form clear, thermodynamically stable oil-surfactant dispersion [19]. As a result of their
higher alcohol content, microemulsions have a lower calorific value than diesel; however,
these alcohols have a higher latent heat property and can cool the combustion chamber,
reducing nozzle coking. The effects of microemulsification and transesterification on the
performance of vegetable oil engines using methanol were examined. The effectiveness of
methanol/vegetable oil microemulsions is based on employing methanol-based biodiesel
as a surfactant. Previous research focused on the impact of co-surfactants and the effect of
catalysts in water oil microemulsions produced from various refined and high-free fatty
acid (FFA) oils [20,21]. A few thermos-chemical liquefication studies have focused on using
waste sludge mixed with various co-surfactants to develop diesel fuel via microemulsion
in enhancing its use and the physicochemical properties of the emulsified fuel. However,
due to the high carbon waste and low efficiency, more research is required to enhance this
technology for large-scale use [22,23]. As per the authors view, during the combustion of IC
engines it was noticed that heat loss is one of the major problems and plays a vital role in
all aspects of engine operation such as engine efficiency, fuel consumption, and emissions.
Due to the loss of heat energy, the engine’s performance and efficiency will be reduced.
When the combustion gases take place inside the combustion chamber, the heat energy
will be rejected to the atmosphere and pass through the other heat transfer modes. The gas
temperature and pressure will be lost due to the engine output.

According to the Global Energy Statistical Yearbook 2020, India consumed 1230 TWh
of energy in 2019. In comparison to 2018, global consumption increased by 0.7%. Global
energy consumption is expected to skyrocket in the coming century. New industrial power
generation equipment materials have resulted in more efficient and long-lasting engines to
meet increasing energy demands [24]. Turbines generate energy over a long period. Gas
turbines are widely used in energy generation and transportation. The material used in
turbine engines has a longevity of over 50,000 h when operated at temperatures ranging
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from 900 to 1100 ◦C. The materials will oxidize regardless of how good they are. Protective
coatings are commonly used to keep the fabric from further oxidation and corrosion.
Surface modification aims to improve or enhance surface properties that aid in corrosion
and oxidation resistance. Coatings have become more resistant to deterioration under
operational conditions in recent years [25].

Thermal barrier coatings act as heat barriers, preventing heat from spreading through-
out the material. TBC plays an important role in safeguarding parts of gas turbines, internal
combustion engines, and other high-temperature machines. TBC is a patterned framework
that is layered over metallic segments, such as gas turbine blades. TBCs are distinguished
by their low heat conductivity; the coating withstands extremely high temperatures when
subjected to a heat stream [26,27]. The need for a higher working temperature in today’s
gas turbines is an ever-increasing process to improve their work productivity. As a result,
the extended working temperatures exceed the melting point of nickel-based super alloys,
which is deleterious to the chemical and heat-resistant properties of these composites. As
a result, it is critical to protect these substrate materials from high operating temperature
levels by providing heat protection via TBC’s. Many years ago, ceramics were used before
the LHR Engines. Cerium is also used in a thermal barrier coating with a high melting point
that is spattered on the outside of alloy parts and has a thickness of 120–400 µm. Ceramic
materials have a lower heat conduction coefficient and weight than the other materials
used in conventional methods [28]. Nowadays, it is observed that ceramic materials have
grown to achieve a better performance in diesel engines [29,30]. Lanthanum zirconate
(LaZrO) is well-known in aircraft engines for its high melting point and good thermal
stability. The thermal properties and failure mechanisms of these advanced TBCs remain
difficult to understand [31]. Due to TBC’s capacity to shield, which permits greater working
temperatures and lowers the cost of cooling systems, this trend will undoubtedly continue,
improving component efficiency overall [32]. The significant lengthening of YSZ TBC
lifetime with the application of particular transient regimes with medium cooling/heating
rates. This would enable the usage of YSZ at surface temperatures much higher than
1200 ◦C [33,34]. This paper examines the current state of TBCs, including the most recent
developments in terms of their performance and manufacture, associated difficulties, and
suggestions for their potential usage in severe settings such as diesel engines, aerospace,
nuclear, high-temperature, or other.

Consequently, the loss of heat transfer energy in the engine decreases the overall
performance. Many experimental studies have been conducted to gain a better understand-
ing of the mechanisms that affect heat transfer within the combustion chamber. Each of
these fundamental studies has contributed to understanding heat transfer in the IC engine,
with the ultimate goal of improved engine performance and efficiency. Thus, many have
demonstrated that the most essential factors affecting heat transfer include engine load,
speed, compression ratio, ignition timing, fuel pressure variation, and equivalence ratio.
By applying TBC onto the piston crown and valve, the direct injection (DI) conventional
diesel engine is transformed into an LHR engine to reduce heat loss [24]. Enhancing the
LHR engine with effective TBC promises lower fuel consumption, higher thermal efficiency,
lowering emissions and elimination of the cooling system [25]. Several ceramic coatings
such as Mullite, AL2O3, TiO2, CaO/MgO–ZrO2 and Yttria-stabilized Zirconia (YSZ), have
been used in several engine applications [26,27].The key contributions of this paper are
summarized as follows:

• The system was designed to improve the diesel engine with certain modified parame-
ters such as Thermal Barrier Coating on the piston crown and valve surface based on
a thorough literature review;

• The conventional diesel engine was aimed renewed to an LHR engine by applying
0.5 mm thickness of 3Al2O3-2SiO2 (as TBC) onto the piston crown and valves;

• In addition, an alternative fuel was used to reduce emissions with a low heat rejec-
tion system;



Sustainability 2022, 14, 15801 4 of 15

• Mahua oil was selected for investigation with TBC due to more O2 content present in
Mahua oil.

As per the literature survey, further criteria are discussed in choosing the TBC for
diesel engines and the Mullite material characteristics are covered in Section 2. The trans-
esterification procedure for creating Mahua Methyl Ester from its raw oil is described in
Section 3. The comparison of the various fuel attributes is discussed in Section 4, along
with an analysis. The experimental photography and the engine parameters are described
in Section 5, alongside their specifications.

2. Low Heat Rejection Engine
Selection of TBC Material for IC Engines

To fulfill the requirement of a suitable TBC, we have to find an appropriate TBC with a
good attachment of coating materials that can resist rigorous conditions in the diesel combustion
chamber. The essential requirements for an excellent quality TBC are outlined below.

• Chemical inertness;
• Good adherence capability with a metallic substrate;
• Higher melting point of a material;
• Lower thermal conductivity of a material;
• At room temperature, no phase changes take place;
• Same thermal expansion coefficient with the metallic substrate [35,36].

Even though numerous ceramic materials are used as TBC in diesel engines, the
physical properties of Mullite, such as thermal conductivity, high corrosion resistance, high
hardness, good thermal shock resistance below 1273 K, etc., are promising. There are some
physical properties of Mullite as TBC as shown in the below Table 1. From the below
table, we can expect that a quality outside layering material is quite suitable for an internal
combustion engine’s purpose.

Table 1. Properties of Mullite.

Name Properties

Mullite
(3Al2O3-2SiO2)

Melting Point Poisson’s Ratio Thermal
Conductivity (λ) Young’s Modulus (E) Thermal Expansion

Coefficient (α)
2123 K 0.25 3.3 W/mk (1400 K) 127 GPa (293 K) 5.3 × 10−6 (293–1273 K)

The conventional engine was converted into an LHR engine with a Mullite coating in
order to improve the engine. For this purpose, one bore diesel engine is transformed into
LHR engine by applying the Mullite of 0.5 mm thickness onto the valves and piston crown
as shown in Figure 1.Later, experimental work was carried out with standard diesel and
biodiesel with and without TBC to analyze the performance and emission characteristics.
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3. Transesterification Process

In this section, the transesterification process is presented. Initially, the Mahua oil is
preheated at 65 ◦C to 70 ◦C for 30 min to remove the moisture content. After the preheating
process, 1000 mL of Mahua oil is taken with 14 g of potassium hydroxide and 300 mL
of methanol. The potassium hydroxide and methanol are added to 1000 mL of Mahua
oil, then it is heated at 55 ◦C and simultaneously the solution has to be stirred for 60 min.
During the process, the chemicals react with the Mahua oil and produce the MME. After
finishing the process, the mixture is allowed to settle down in a separating flask for 24 h.
Once the reaction process is completed, the glycerin must be settled down and the methyl
ester should be separated in a separate container. After the separation, the MME should be
washed with distilled warm water. The distilled water is heated at 45 ◦C; then, the heated
distilled water is mixed with MME and after mixing the solution, it must be shaken gently
to remove residual catalyst or soap content. Then, the distilled water is removed. The
MME is then heated at 100 ◦C for 30 min to remove the trace of water left over in it. Finally,
the Mahua biodiesel was obtained as per the methodology of the reference article [37] as
shown in Figure 2.
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4. Fuel Properties

Various physical properties of diesel and MME fuels are mentioned in Table 2. Some of
the physical properties, such as density, specific gravity, kinematic viscosity, calorific value,
flash point, fire point, Cloud point, pour point and colour, were tested in the fuel laboratory
of Malla Reddy Engineering College, India and the rest of the properties were cited [38]. The
properties of the MME fuel are within the standard of ASTM D 6751 and EN 14214.
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Table 2. Properties of the Fuels.

Properties Diesel MME Test-Method Instruments Used

Density(15 ◦C), kg/m3 835 872 EN ISO 3675/EN ISO
12185 Hydrometer

Specific gravity 0.850 0.916 ASTM D792 Hydrometer
Kinematic viscosity at 40 ◦C,

mm2/s 2.4 4.0 EN ISO 3104/EN 14105 Redwood Viscometer

Calorific value (KJ/kg) 42,930 39,400 ASTM D240 Bomb Calorimeter

FlashPoint ◦C 70 127 EN ISO 2719/EN ISO
3679 Pensky-Martens

FirePoint ◦C 76 136 EN ISO 2719/EN ISO
3679 Pensky-Martens

Cloud point ◦C −10 to −15 6 ASTM D2500 Cloud Point
Pour point ◦C −35 to −15 1 ASTM D97 Pour Point

Colour Light brown Dark yellow NM Based on eye visibility
Cetane number 51 46 EN ISO 5165 [38]

Aniline point ◦C 69 63 EN 14111 [38]
Iodine value NM 60 ASTM D1959-97 [38]
Diesel index 150 145 NM [38]

Note: NM = Not measured.

5. Experimental Setup Description
5.1. Engine Test

A 3.5 kW single bore diesel engine (Table 3) with a fixed speed 1500 rpm water cooled
is used for the investigation to progress the performance and to diminish the harmful
emissions. The layout of the experimentation setup has been depicted in Figure 3. For
loading the engine, the eddy current dynamometer has been used for investigation.

Table 3. Engine Specifications.

Name of the Specifications Values

Name of Engine Kirloskar
Stroke 4

Type of cooling Water Cooled
Loading Type Eddy Current Dynamometer

BHP 5
Stroke length 110 mm

Bore 80 mm
No. of Cylinder 1

Compression Ratio 16.5:1
Speed 1500 rpm

Fuel Injection Pressure 200 bar
Rated output 3.68 kw (5.0 hp)

Connecting Rod Length 230.0 mm
Exhaust Valve Open 20◦ BBDC [39]
Exhaust Valve Closes 20◦ ATDC [39]

Inlet Valve Open 20◦BTDC [39]
Inlet Valve Close 25◦ ATDC [39]

Injection Advance 27◦ BTDC

The fuel has been injected into a cylinder with a pressure of 200 bar. The timing made
for valve opening and closing is the exhaust valve opens at 20◦ BBDC, the exhaust valve
closes at 20◦ ATDC, the inlet valve opens at 20◦ BTDC and the inlet valve closes at 25◦

ATDC. The fuel injection timing was maintained at 27◦ before Top Dead Center. Emission
gas analyzers and smoke analyzers were used to find the content of HC, CO, NOx, and
smoke opacity.
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5.2. AVL 444 Gas Analyzer

This procedure must be performed on gas analyzers after they have been field-
commissioned and for subsequent calibration. The accuracy and measuring ranges are
presented in Tables 4 and 5.

Table 4. Gas Analyzer Measuring Range.

S. No. Measured Parameter Specification

1 Oxygen 0–22% vol.
2 Carbon monoxide 0–10% vol.
3 Carbon dioxide 0–20% vol.
4 Hydro carbon 0–20,000 ppm
5 Nitrogen oxide 0–5000 ppm
6 Engine speed 400–6000 rpm
7 Oil temperature 30–125 ◦C
8 Lambda 0 to 9.999

Table 5. Gas Analyser Accuracy.

S. No. Measured Parameter Specification

1 Oxygen <2% vol.: ±0.1% vol.
>2% vol.: ±1% vol.

2 Carbon monoxide <0.6% vol.: ±0.03% vol.
>0.6% vol.: ±5% vol.

3 Carbon dioxide <10% vol.: ±0.5% vol.
>10% vol.: ±5% vol.

4 Hydro carbon <200 ppm: ±10 ppm
>200 ppm ±5% of ind. value

5 Nitrogen oxide <5000 ppm: ±50 ppm

6 Engine speed ±1% of ind. value

7 Oil temperature ±4 ◦C
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The test procedure for gas analyzers is as follows:

• Ensure that the power supply meets the manufacturer’s specifications and that the
electrical earthing is correct;

• Ensure that all of the accessories specified by the manufacturer are present and functional;
• Validate the span and zero calibration with suitable CO and HC sample gases;
• Examine the electrical calibration;
• Ensure that the sampling system is leak-free;
• The printer is operational, and the printout details are correct;
• Using this analyzer, check one vehicle for idling emission measurement.

5.3. Specification of AVL Smoke Meter and its Operating Conditions

The specifications of AVL smoke meter are presented in Table 6. Operating conditions:

• Warm-up time:20 min (max.) at 220 V Supply;
• Operating temperature:0–50 ◦C;
• Relative humidity:90% at 50 ◦C relative humidity (non condensing).

Table 6. Specification of AVL smoke meter.

Type Values/Model

Make and Model AVL 437C Smoke meter
Sampling type Partial flow
Light source Halogen Lamp, 12 V/5 W

Range 0–100% opacity, 0–99.99 m−1 absorption
RPM 400–6000 in

5.4. Percentage Uncertainties of Calculated Parameters

The uncertenities of calculated parameters are shown in Table 7.

Table 7. Uncertainties for Calculated parameters.

Parameters Percentage Uncertainties

Brake power ±0.5
Brake specific fuel consumption ±1.5

Brake thermal efficiency ±1.0

6. Results and Discussion

At different loadings, the LHR engine was investigated for different diesel and
biodiesel with TBC and without TBC. The result was analyzed and is presented in the
following sections.

6.1. Performance and Emission Parameters
6.1.1. Brake Specific Fuel Consumption

The variation of brake specific fuel consumption (BSFC) with a load at 200 bar pressure,
which shows the results both with and without TBC for different fuels, is presented in Figure 4.
Here, the fuel consumption of diesel is lower when compared to biodiesel. The BSFC without
TBC of diesel at full load is 0.40 kg/kWh and for biodiesel is 0.44 kg/kWh. The comparison
of TBC of diesel at full load is 0.37 kg/kWh and for biodiesel is 0.42 kg/kWh. At 25% load
diesel with TBC, fuel consumption was found to be lower. The use of with and without TBC
increases biodiesel fuel consumption because of its lower calorific value.



Sustainability 2022, 14, 15801 9 of 15

Sustainability 2022, 14, x FOR PEER REVIEW 9 of 15 
 

 
Sustainability2022, 14, x. https://doi.org/10.3390/xxxxx www.mdpi.com/journal/sustainability 

use of with and without TBC increases biodiesel fuel consumption because of its lower 

calorific value. 

 

Figure 4. BSFC vs. Load. 

6.1.2. Brake Thermal Efficiency 

The Figure 5 shows the variation of brake thermal efficiency (BTE) with load at 200 

bar pressure. The experiment was conducted with and without TBC for different fuels. At 

25% load condition, diesel with TBC was found to be improved. At full load conditions, 

not much remarkable improvement was observed because higher viscosity leads to poor 

atomization, fuel vaporization and combustion. Hence, there was not much improvement 

in thermal efficiency. 

 

Figure 5. BTE vs. Load. 

  

Figure 4. BSFC vs. Load.

6.1.2. Brake Thermal Efficiency

The Figure 5 shows the variation of brake thermal efficiency (BTE) with load at 200 bar
pressure. The experiment was conducted with and without TBC for different fuels. At
25% load condition, diesel with TBC was found to be improved. At full load conditions,
not much remarkable improvement was observed because higher viscosity leads to poor
atomization, fuel vaporization and combustion. Hence, there was not much improvement
in thermal efficiency.
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6.1.3. Exhaust Gas Temperature

Figure 6 shows the variation of exhaust gas temperature with a load at 200 bar injection
pressure. The results showed that, in all cases, the exhaust gas temperature increased with the
increase in load. For the diesel and biodiesel fueled without TBC, the biodiesel was the highest
value of exhaust gas temperature of 265 ◦C, whereas the corresponding value with diesel
was found to be 255 ◦C; for biodiesel with TBC, the highest value of exhaust gas temperature
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was 427 ◦C, whereas the corresponding value with diesel was found to be 337 ◦C only. The
exhaust temperature having a higher percentage of biodiesel was found to be higher at the
entire load in comparison to diesel oil with TBC. The MME and diesel without TBC were
found to lower exhaust gas temperature compared to others with TBC. This may be due to
the higher combustion temperature of TBC, which gains more heat during the combustion
process, and the presence of more oxygen in biodiesel, resulting in a higher peak combustion
temperature; this, therefore, increases the exhaust gas temperature for biodiesel at full load.
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6.1.4. Smoke Density

The variation of smoke density with load is shown in Figure 7. The smoke density of
biodiesel with and without TBC was found significantly reduced compared to diesel with TBC
and without TBC. This is because biodiesel has a better vaporization effect at higher combustion
temperatures, and there is more oxygen in biodiesel. In comparison to all other trends, the
particulate matter has been reduced for biodiesel with TBC because TBC has the ability to resist
heat in the combustion chamber, which has aided in the burning of smoke particles.
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6.1.5. CO Emissions

Figure 8 shows the variation of carbon monoxide emission with load at 200 bar
injection pressure. The results were compared with and without TBC which was fueled
with diesel and biodiesel. At 100% load condition, the results were found to increase the
CO emissions compared to the different loads such as 0%, 25%, 50% and 75%. At 1% to
75% load, the CO emission was found to be lower because of improvements in combustion
and because more oxygen molecules are contained in biodiesel [40]. At all load conditions,
the flow rate of the air will be constant, but the fuel flow rate will vary as the load varies.
So, as the fuel flow rate increases, the mixture keeps becoming rich. However, in the case
of high load, with more amount of fuel and a lower amount of air present, and also as a
result of the improper mixing, more carbon monoxide will be released.
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6.1.6. HC Emissions

The comparisons of hydrocarbon emissions of diesel and biodiesel at 200 bar injection
pressure with and without TBC are shown in Figure 9. Biodiesel was found to emit much
fewer HC emissions compared to the baseline fuel. At maximum load without TBC, the
HC emissions are 90 (PPM) for diesel and for biodiesel 47 (PPM). At 100% load without
TBC, biodiesel emits much fewer CO emissions compared to diesel. At maximum load,
there was a remarkable reduction in HC emissions: 63 (PPM) for diesel and 45 (PPM) for
biodiesel with TBC. The use of thermal barrier coating inside the cylinder resists the high
temperature at the surface of the cylinder due to the high temperature, the formation of
hydrocarbon will reduce. Additionally, the use of biodiesel with TBC enhances in the
reduction in HC due to the oxygen present in biodiesel. This may be owing to an increase
in combustion gas temperature as a result of a decline in heat losses.

6.1.7. NOx Emissions

The variation of oxide of nitrogen (NOx) with load at 200 bar pressure, which is
shown with and without TBC for diesel and biodiesel fuels, is presented in Figure 10.
NOx is formed by oxidizing nitrogen in the atmosphere at a sufficiently high temperature,
depending on the number of oxygen ions present. It was well noted that the biodiesel
with and without TBC causes more NOx emissions because more O2 levels are present in
biodiesel which helps in better combustion and results in increasing the temperature. The
diesel without TBC was found to lower NOx emissions.
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7. Conclusions

In the current work, to improve engine performance with Mahua biodiesel in CI
engines, different technologies with and without TBC have been studied and compared
with baseline fuel. Here, experiments were conducted with biodiesel and TBC technologies
and have been studied extensively through performance and emissions. The experiments
were demonstrated with constant fuel injector pressure of 200 bar and at a constant speed of
1500 rpm. Now that we have conducted the investigation and analysis of the LHR engine,
we reveal the important conclusions below.

The Mahua methyl ester properties of density, fire point, flash point, and kinematic
viscosity were observed to be within the limits of ASTM D 6751 and EN 14214 specifications.
The property value is observed to be sealed and higher than the diesel. The calorific value
(CV) of the alternative fuel is seen to be lower than diesel. This will cause an increase in
ignition delay during the combustion process in LHR engine.

DI diesel engine was transformed to an LHR engine with the modification of 0.5 mm
thickness of 3Al2O3-2SiO2 as TBC onto the piston crown and valves. Later, the engine
characteristics were investigated and analyzed.
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The fuel consumption of diesel is lower when compared to MME biodiesel. Due to the low
calorific value, using and not using the TBC will increase the fuel consumption of biodiesel.

A significant increase in brake thermal efficiency at 25% load condition diesel with
TBC was found to be improved due to the TBC.

Using TBC, good results for exhaust gas temperature with diesel and MME were
obtained at all loads. The use of thermal barrier coating inside the cylinder resists the
high temperature at the surface of the cylinder due to this more heat is attained during
combustion by the TBC. A temperature of 427 ◦C was achieved by biodiesel with TBC
high load and 337 ◦C by diesel with TBC at a high load. The smoke density of MME with
and without TBC was found significantly reduced due to the greater amount of O2 atoms
present in the biodiesel and as well as the use of thermal barrier coating inside the cylinder
resist the high temperature at the surface.

CO emissions were observed to decrease with the combination of biodiesel and TBC
at all loads. This was due to the resistance of heat in a combustion chamber, as well as
the biodiesel being given an extra dose of oxygen content in burning. At all loads, MME
biodiesel with TBC was found a remarkable reduction in HC emissions. At maximum load,
there was a remarkable reduction in HC emissions: 63 (PPM) for diesel and 45 (PPM) for
biodiesel with TBC. This happened due to the O2 molecules present in the MME oil.

It is observed that biodiesel with and without TBC causes more NOx emissions, and
that biodiesel with TBC has increased to 870 ppm of NOx emission at high load conditions.
High-temperature fuel combustion occurs when a fuel is burned at a temperature high
enough (over 1300 ◦C or 2370 ◦F) to cause some of the nitrogen in the air to oxidize and
produce NOx emissions. The diesel without TBC was found to lower NOx emissions.

As a result, MME biodiesel can be used as a substitute fuel for diesel engines, rather
than modified and unmodified diesel fuel. For added benefit, the TBC can be used as
a diesel engine substitute fuel.In future works, we can go to further enhance the engine
with different alternative fuels and fuel additives. Moreover, to reduce the NOx, it can be
investigated with the exhaust gas recirculation system.
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10. Şahin, Z.; Aksu, O.N. Experimental investigation of the effects of using low ratio n-butanol/diesel fuel blends on engine
performance and exhaust emissions in a turbocharged DI diesel engine. Renew. Energy 2015, 77, 279–290. [CrossRef]

11. Lapuerta, M.; Hernández, J.J.; Rodríguez-Fernández, J.; Barba, J.; Ramos, A.; Fernández-Rodríguez, D. Emission benefits from the
use of n-butanol blends in a Euro 6 diesel engine. Int. J. Engine Res. 2018, 19, 1099–1112. [CrossRef]

12. Nayyar, A.; Sharma, D.; Soni, S.L.; Mathur, A. Experimental investigation of performance and emissions of a VCR diesel engine fuelled
with n-butanol diesel blends under varying engine parameters. Environ. Sci. Pollut. Res. 2017, 24, 20315–20329. [CrossRef] [PubMed]

13. Siwale, L.; Kristóf, L.; Adam, T.; Bereczky, A.; Mbarawa, M.; Penninger, A.; Kolesnikov, A. Combustion and emission characteristics
of n-butanol/diesel fuel blend in a turbo-charged compres-sion ignition engine. Fuel 2013, 107, 409–418. [CrossRef]

14. Maricq, M.; Chase, R.; Podsiadlik, D.; Vogt, R. Vehicle exhaust particle size distributions: A comparison of tailpipe and dilution
tunnel measure-ments. SAE Trans. 1999, 108, 721–732.

15. Shi, J.P.; Mark, D.; Harrison, R.M. Characterization of Particles from a Current Technology Heavy-Duty Diesel Engine. Environ.
Sci. Technol. 2000, 34, 748–755. [CrossRef]

16. Myung, C.L.; Park, S. Exhaust nanoparticle emissions from internal combustion engines: A review. Int. J. Automot. Technol. 2011,
13, 9–22. [CrossRef]

17. Vu, T.V.; Delgado-Saborit, J.M.; Harrison, R.M. Review: Particle number size distributions from seven major sources and
implications for source apportionment studies. Atmos. Environ. 2015, 122, 114–132. [CrossRef]

18. Fangrui, M.; Hanna, M.A. Biodiesel production: A review. Bioresour. Technol. 1999, 70, 1–15.
19. Yusuf, N.; Kamarudin, S.; Yaakub, Z. Overview on the current trends in biodiesel production. Energy Convers. Manag. 2011, 52,

2741–2751. [CrossRef]
20. Wellert, S.; Karg, M.; Imhof, H.; Steppin, A.; Altmann, H.J.; Dolle, M.; Richardt, A.; Tiersch, B.; Koetz, J.; Lapp, A.; et al. Structure

of biodiesel based bicontinuous microemulsions for environmentally compatible decontamina-tion: A small angle neutron
scattering and freeze fracture electron microscopy study. J. Colloid Interface Sci. 2008, 325, 250–258. [CrossRef]

21. de Jesus, A.; Silva, M.M.; Vale, M.G.R. The use of microemulsion for determination of sodium and potassium in biodiesel by
flame atomic absorption spectrometry. Talanta 2008, 74, 1378–1384. [CrossRef] [PubMed]

22. Ding, X.; Yuan, X.; Leng, L.; Huang, H.; Wang, H.; Shao, J.; Jiang, L.; Chen, X.; Zeng, G. Upgrading Sewage Sludge Liquefaction
Bio-Oil by Microemulsification: The Effect of Ethanol as Polar Phase on Solubilization Performance and Fuel Properties. Energy
Fuels 2017, 31, 1574–1582. [CrossRef]

23. Leng, L.; Han, P.; Yuan, X.; Li, J.; Zhou, W. Biodiesel microemulsion upgrading and thermogravimetric study of bio-oil produced
by liquefaction of different sludges. Energy 2018, 153, 1061–1072. [CrossRef]

24. Karaoglanli, A.C.; Dikici, H.; Kucuk, Y. Effects of heat treatment on adhesion strength of thermal barrier coating systems. Eng.
Fail. Anal. 2013, 32, 16–22. [CrossRef]

25. Buyukkaya, E.; Cerit, M. Experimental study of NOx emissions and injection timing of a low heat rejection diesel engine. Int. J.
Therm. Sci. 2008, 47, 1096–1106. [CrossRef]

26. Cao, X.Q.; Vassen, R.; Stoever, D. Ceramic materials for thermal barrier coatings. J. Eur. Ceram. Soc. 2004, 24, 1–10. [CrossRef]
27. MohamedMusthafa, M.; Sivapirakasam, S.; Udayakumar, M. Comparative studies on fly ash coated low heat rejection diesel

engine on performance and emission characteristics fueled by rice bran and pongamia methyl ester and their blend with diesel.
Energy 2011, 36, 2343–2351. [CrossRef]

28. Jia, L.; Wen, T.; Tian, C.; Liu, Z.; Yu, J.; Yuan, L. Preparation and thermophysical properties of RE2CrTaO7 (Y, Sm, Dy, Yb) ceramics
for thermal barrier coating applications. Ceram. Int. 2022, 48, 23814–23820. [CrossRef]

29. Lima, C.; Guilemany, J. Adhesion improvements of Thermal Barrier Coatings with HVOF thermally sprayed bond coats. Surf.
Coatings Technol. 2007, 201, 4694–4701. [CrossRef]

30. Gatowski, J.A. Evaluation of a selectively-cooled single-cylinder 0.5-l Diesel engine. SAE Trans. 1990, 99, 1580–1591.
31. Shen, Z.; Liu, G.; Dai, J.; He, L.; Mu, R. LaNdZrO thermal barrier coatings by electron beam physical vapor deposition:

Morphology, thermal property and failure mechanism. Chem. Eng. J. Adv. 2022, 11, 100328. [CrossRef]
32. Mondal, K.; Nuñez, L., III; Downey, C.M.; van Rooyen, I.J. Recent advances in the thermal barrier coatings for extreme

environments. Mater. Sci. Energy Technol. 2021, 4, 208–210. [CrossRef]
33. Vaßen, R.; Bakan, E.; Mack, D.E.; Guillon, O. A Perspective on Thermally Sprayed Thermal Barrier Coatings: Current Status and

Trends. J. Therm. Spray Technol. 2022, 31, 685–698. [CrossRef]
34. Mondal, K.; Nuñez, L., III; Downey, C.M.; Van Rooyen, I.J. Thermal barrier coatings overview: Design, manufacturing, and

applications in high-temperature industries. Ind. Eng. Chem. Res. 2021, 60, 6061–6077. [CrossRef]
35. Kamo, R.; Assanis, D.N.; Bryzik, W. Thin Thermal Barrier Coatings for Engines. SAE Trans. 1989, 98, 131–136. [CrossRef]
36. Abedin, M.J.; Masjuki, H.H.; Kalam, M.A.; Sanjid, A.; Ashraful, A.M. Combustion, performance, and emission characteristics of

low heat rejection engine operating on various biodiesels and vegetable oils. Energy Convers. Manag. 2014, 85, 173–189. [CrossRef]

http://doi.org/10.1016/j.fuel.2021.121204
http://doi.org/10.1016/j.renene.2014.11.093
http://doi.org/10.1177/1468087417742578
http://doi.org/10.1007/s11356-017-9599-8
http://www.ncbi.nlm.nih.gov/pubmed/28702919
http://doi.org/10.1016/j.fuel.2012.11.083
http://doi.org/10.1021/es990530z
http://doi.org/10.1007/s12239-012-0002-y
http://doi.org/10.1016/j.atmosenv.2015.09.027
http://doi.org/10.1016/j.enconman.2010.12.004
http://doi.org/10.1016/j.jcis.2008.05.062
http://doi.org/10.1016/j.talanta.2007.09.010
http://www.ncbi.nlm.nih.gov/pubmed/18371793
http://doi.org/10.1021/acs.energyfuels.6b02269
http://doi.org/10.1016/j.energy.2018.04.087
http://doi.org/10.1016/j.engfailanal.2013.02.029
http://doi.org/10.1016/j.ijthermalsci.2007.07.009
http://doi.org/10.1016/S0955-2219(03)00129-8
http://doi.org/10.1016/j.energy.2010.12.047
http://doi.org/10.1016/j.ceramint.2022.05.036
http://doi.org/10.1016/j.surfcoat.2006.10.005
http://doi.org/10.1016/j.ceja.2022.100328
http://doi.org/10.1016/j.mset.2021.06.006
http://doi.org/10.1007/s11666-022-01330-2
http://doi.org/10.1021/acs.iecr.1c00788
http://doi.org/10.4271/890143
http://doi.org/10.1016/j.enconman.2014.05.065


Sustainability 2022, 14, 15801 15 of 15

37. Kumar, M.V.; Veeresh Babu, A.; Ravi Kumar, P. Experimental investigation on mahua methyl ester blended with diesel fuel in a
compression ignition diesel engine. Int. J. Ambient. Energy 2019, 40, 304–316. [CrossRef]

38. Vijay Kumar, M.; Babu, A.V.; Kumar, P.R.; Reddy, S.S. Experimental investigation of the combustion characteristics of Mahua
oil biodiesel-diesel blend using a DI diesel engine modified with EGR and nozzle hole orifice diameter. Biofuel Res. J. 2018, 5,
863–871. [CrossRef]

39. Basaran, H.U.; Ozsoysal, O.A. Effects of application of variable valve timing on the exhaust gas tem-perature improvement in a
low-loaded diesel engine. Appl. Therm. Eng. 2017, 122, 758–767. [CrossRef]

40. Hegab, A.; Dahuwa, K.; Islam, R.; Cairns, A.; Khurana, A.; Shrestha, S.; Francis, R. Plasma electrolytic oxidation thermal barrier
coating for reduced heat losses in IC engines. Appl. Therm. Eng. 2021, 196, 117316. [CrossRef]

http://doi.org/10.1080/01430750.2017.1392351
http://doi.org/10.18331/BRJ2018.5.3.6
http://doi.org/10.1016/j.applthermaleng.2017.04.098
http://doi.org/10.1016/j.applthermaleng.2021.117316


Case Studies in Thermal Engineering 40 (2022) 102557

Available online 17 November 2022
2214-157X/© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).

Investigation of the combustion of exhaust gas recirculation in 
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A B S T R A C T   

The use of diesel engines has increased dramatically in recent years, as has the number of exhaust 
emissions. These emissions have the potential to endanger Mother Nature and the living species 
within it. Governments all over the world have introduced legislative rules on exhaust emission 
reduction in order to limit the number of emissions released into the environment through the use 
of global sustainable development technologies. This has compelled automobile manufacturers to 
create a variety of diesel emission reduction systems, the most important of which are the Diesel 
Particulate Filter (DPF), Exhaust Gas Recirculation (EGR), and Selective Catalytic Reactor (SCR). 
The primary goal of this research work is to reduce diesel engine exhaust gas emissions by uti-
lizing emission reduction systems such as DPF, EGR, and SCR. Here, various combinations of the 
aforementioned emission reduction systems were tested to determine the best possible combi-
nation that had the greatest impact on the exhaust gases. The best possible combination depends 
on the performance of what gases are to be eliminated, keeping the EGR rate at an optimum value 
between 10% and 20%. If preference is given to reduce NOx, then we will combine 10–20% EGR 
with SCR, but if the preference is given to reduce HC, CO, and soot, we will use 10% - 20% EGR in 
combination with a DPF. Overall, the DPF + SCR with 10% EGR rates seems to be an appreciable 
result.   

* Corresponding author. Faculty of Computers and Artificial Intelligence, Beni-Suef University, Beni-Suef, Egypt. 
** Corresponding author. Department of Mechanical Engineering, Malla Reddy Engineering College, Secunderabad, 500100, India 

E-mail addresses: vijaykumar.084@mrec.ac.in (M.V. Kumar), avbabu@nitw.ac.in (A.V. Babu), crreddy229@mrec.ac.in (Ch.R. Reddy), pands07@kluniversity.in 
(A. Pandian), thebestbajaj@gmail.com (M. Bajaj), hossam.zawbaa@gmail.com (H.M. Zawbaa), skamel@aswu.edu.eg (S. Kamel).  

Contents lists available at ScienceDirect 

Case Studies in Thermal Engineering 

journal homepage: www.elsevier.com/locate/csite 

https://doi.org/10.1016/j.csite.2022.102557 
Received 21 September 2022; Received in revised form 1 November 2022; Accepted 12 November 2022   

mailto:vijaykumar.084@mrec.ac.in
mailto:avbabu@nitw.ac.in
mailto:crreddy229@mrec.ac.in
mailto:pands07@kluniversity.in
mailto:thebestbajaj@gmail.com
mailto:hossam.zawbaa@gmail.com
mailto:skamel@aswu.edu.eg
www.sciencedirect.com/science/journal/2214157X
https://www.elsevier.com/locate/csite
https://doi.org/10.1016/j.csite.2022.102557
https://doi.org/10.1016/j.csite.2022.102557
https://doi.org/10.1016/j.csite.2022.102557
http://creativecommons.org/licenses/by-nc-nd/4.0/


Case Studies in Thermal Engineering 40 (2022) 102557

2

1. Introduction 

The Diesel Engine, invented by the German engineer Rudolf Diesel, was a marvelous creation that changed the way the automobile 
industry worked. It is an internal combustion engine that compresses air to elevate its pressure and temperature so high that the 
atomized diesel fuel undergoes combustion almost instantaneously when it is sprayed into the combustion chamber. The Major 
advantage of a Compression Ignition (CI) engine compared to a Spark Ignition (SI) engine is the higher compression ratio achieved in 
the former, making it more efficient. This makes diesel engines more suitable for heavy-duty vehicles, which require more torque to 
overcome rough terrain. In a 4-stroke Diesel engine, a certain mass of air is taken in through the inlet valve into the combustion 
chamber as the piston in the cylinder moves towards the Bottom Dead Center (BDC). At the BDC, the piston reverts its direction to 
compress the air inside the cylinder to very high pressure and temperature. The compression ratio values may range from 15 to 20 in a 
typical CI engine. The diesel fuel is then sprayed in an atomized form just before the piston arrives at the Top Dead Center (TDC) to 
account for the ignition delay. The high temperature and pressure of the air cause the fuel to ignite almost spontaneously, forcing the 
piston to move back toward the BDC. This is known as the power stroke of the engine, as it is where the engine provides the necessary 
torque to move the vehicle. In the last stroke, as the piston moves back up, the exhaust valve is opened to let out all of the exhaust gases. 
The intake valve opens again to take in a fresh charge of air, and the cycle is repeated so on. Heavy road trucks, ships, many buses, 
many commercial boats, heavy tractors, military vehicles, passenger cars, many large vans, large-scale portable generators, many 
agricultural and mining vehicles, and many long-distance engines use the majority of diesel engines. 

1.1. Exhaust gas recirculation (EGR) 

The EGR is a method used nowadays in the automotive industry to reduce the Oxides of Nitrogen (NOx). The nitrogen oxides are 
released by the engine during the operational period due to high combustion temperature. A high concentration of NOx is formed when 
the combustion temperature exceeds temperatures of 2400–2500 ◦C. The main principle of the EGR system works by recirculation of a 
small amount of exhaust gas back into the combustion chamber via the intake manifold. This small amount is combined with the 
incoming air/fuel charge. By this method, the high temperatures are minimized by diluting the air/fuel mixture. The Exhaust gas 
recirculation flow comprises 3 different working conditions. The first condition is a high flow which is essential for mid to increasing/ 
cruising accelerating ranges. The combustion temperature is considerably high here. The 2nd requirement is the low EGR flow. This 
kind of flow is needed for low speeds and lesser loading conditions. The 3rd condition is no flow condition. No flow should occur when 
the engine is slightly warming up, and the throttle is idle. Therefore, these three operations through which the EGR takes place can 
have a considerable impact on vehicle efficiency/derivability. As stated above, the EGR mainly works on recirculating a small portion 
of the exhaust gas back into the combustion chamber. Firstly, the air mixture is brought into the cylinder. The supply of the exhaust gas 
is completed. The use of EGR is needed for NOx emission control. Having discussed the working principle of Exhaust Gas Recirculation, 
the following are the main factors by which the target pollutant NOx is controlled:  

• The heat capacity (Cp) of air is lower than that of the exhaust gas. Thus, there will be a small number of energy releases during the 
combustion, and the lower limit of the temperature increases.  

• The partial pressure of oxygen is reduced; thus, the concentration of oxygen inside the cylinder also goes down. This is because of 
the replacement of the combustion mixture with an exhaust gas with a lower proportion of oxygen.  

• The speed at which the combustion is taking place is also reduced, and the lower limit of temperature rises as a result. 

If the combustion temperature is way too high, the formation of NOx takes place. Any attempt to reduce the NOx. The imple-
mentation of the EGR will increase the particulate matter in the loading oil. The re-introduction of exhaust gas that is acidic in nature 
will increase the Total Acidic Number (TAN) of the lubricant. 

1.1.1. Theory of operation 
The main function of an EGR method is to control the flow under different working conditions. It also has to override flow which 

would otherwise compromise the performance of the engine. As the load changes the engine, the amount of exhaust that must be 
supplied into the intake manifold changes. The result is an operational system working on a thin line between the performance of the 
engine and the control of NOx. Again, too much metering of the exhaust gas can lead to a decline in engine performance. The knocking 
of the engine can occur if the emission standards are not met and there is little EGR flow. The EGR ratio is defined as the theatrical 
volume of recirculated exhaust gas. 

1.1.2. EGR cooling system 
The exhaust gas that has been recirculated should be cooled down. 50% of the reduction of the radiators is possible if the design is 

followed accordingly. Cooling down the recirculated gas is one of the ways to reduce the emission levels which cause pollution. The 
generation of NOx can be reduced by decreasing the temperature of the gas in the combustion chamber. An EGR cooler is installed 
between the valve and the intake manifold. Water is used as the cooling medium and has proven to be very effective than using air. The 
heating time for quick warm-up of after-treatment devices has been demonstrated to decrease in a system with a controlled EGR 
cooling system, improving engine temperature control. The amount of air entering the combustion chamber is increased by the intake 
of the cooled EGR system, which also makes the air denser. Thus, complete combustion is accomplished, which lowers the number of 
particles produced. 

1.2. Diesel particulate filter (DPF) 

A DPF, short for DPF, is a device that can be fitted to the exhaust section of an automobile to reduce the number of soot particles/ 
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Particulate Matter which is released into the atmosphere. It does this so by filtering the exhaust gases out and, in the process, traps the 
Particulate Matter (PM). A DPF consists of an enclosed structure that contains a certain type of filter to trap that particulate matter. It 
can also consist of a burner in order to burn the soot in a process called regeneration. Different types of Filters can be found within the 
DPF, all designed to similar requirements. A good DPF filter should be able to;  

• Carry out fine filtration  
• Creates a Minimum Pressure drop  
• Cost low  
• Should be durable to withstand the rough conditions 

Some of the filters used in the DPF include;  

• Cordierite wall flow filter: This is one of the most common types of filters used in DPFs. They are cheap, easy to install, and provide 
exceptional filtration efficiency. The major drawback of this system is that it is not durable as its melting temperature is low (about 
1200 ◦C). Some of the filters have melted off during the regeneration process due to their low temperature.  

• Silicon Carbide wall Flow Filter: This type of filter is made by joining many small silicon carbide segments together to form one big 
piece. The advantages of this type of filter are similar to the ones listed above, except that the melting temperature of a silicon 
carbide wall flow filter is about 1000 ◦C higher than the common Cordierite wall-flow filter.  

• Metal Fibre flow through the filter: The filters made from this type of material consist of metal wire-like fibers knitted together to 
form one large monolith. Such types of filters are expensive compared to the former two. The major advantage of this type of filter is 
that, even at a low temperature, electric current can be passed through the filter to perform the regeneration process. 

1.2.1. Working on a DPF 
The Exhaust gasses from the engine combustion chamber are made to pass through the DPF, which can be fitted either before or 

after the catalytic converter based on preference. The exhaust gases flow through the porous holes in the filter. The soot particles are 
larger than the porous holes of the filter; hence they get trapped as they pass through the filter. The treated exhaust gases then pass 
through the exit of the DPF out into the atmosphere. The soot particles Accumulate slowly inside the filter till the backpressure reduces 
to a certain minimum value, after which the differential pressure sensor sends a signal to the Electronic Control Unit (ECU). The ECU 
then sends a signal to the burner to carry out the regeneration process. In the regeneration process, the accumulated soot is burnt off in 
any of the following ways; 

Active regeneration- After the particulate build-up reaches a certain level, the exhaust gas temperature is increased to above 600◦. 
The temperature can be increased by engine throttling, the use of a burner upstream, and electrical regeneration.  

• In engine throttling, the air-fuel mixture is made leaner to increase the amount of oxygen available for combustion. This causes the 
exhaust gases to be at a higher temperature which may then burn off the accumulated soot.  

• A burner may be employed such that whenever a signal is given to it by the ECU, it can combust the accumulated soot around the 
filter.  

• Electric regeneration is specifically for the ones containing a metal fiber flow through a filter. Electricity is passed through the filter, 
which heats and burns the unwanted soot. 

Passive regeneration-these systems employ a catalyst that reduces the overall oxidation temperature of the soot particles to the 
level of exhaust gas temperatures. By reducing the oxidation temperature, the soot can easily be regenerated at lower temperatures. 

1.3. Selective catalytic reduction (SCR) 

The selective catalytic reduction, also known as SCR, is one of the effective ways of incorporating the conversion of NOx with the 
help of catalysts in Nitrogen (N2) and Water (H2O). Mostly a reductant in its gaseous form is mixed with exhaust gas and adsorbed onto 
a catalyst. The by-product of the reaction is Carbon Dioxide (CO2) if the reductant used is urea. The SCR of NOx with the usage of 
ammonia as the reducing agent was first developed in the United States by the Engelhard Corporation in 1957. The advancement in 
this technology was spread in Japan and US in the early 60s, with the primary emphasis being on low-cost catalyst agents. The first 
real-time large-scale Selective catalytic reduction unit was installed by the IHI Corporation in 1978. 

The major applications of SCR are found in boilers (industrial and utility) and importantly in municipal units to reduce solid waste. 
This has been effective to an extent (70–95%) reduction. In recent years automobiles have been using this technology, as well as gas 
turbines and locomotives. 

1.3.1. Chemistry of the process 
The reduction reaction of NOx takes place with the influx of gas via the catalytic chamber. First, a reductant like Urea is mixed with 

the other gas components before passing through the catalytic chamber. The reaction carried out in the SCR is as follows.  

4NO + 2(NH2)2CO + O2→ 4N2 + 4H2O + 2CO2                                                                                                                    

4NO + 4NH3 + O2→ 4N2 + 6H2O2                                                                                                                                        

NO2 + 4NH3 + O2→ 3N2 + 6H2O                                                                                                                                          

NO + NO2 + 2NH3→ 2N2 + 3H2O                                                                                                                                        
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The secondary reactions are as follows:  

2SO2 + O2→ 2SO3                                                                                                                                                                

2NH3 + SO3 + H2O → (NH4)2SO4                                                                                                                                        

The following is the reaction is when urea is used instead of aqueous ammonia.  

NH3 + SO3 + H2O → NH4HSO4                                                                                                                                            

The most preferred temperature to carry out the reactions is in the range of 600–700 K, but the range can be increased with longer 
reaction times. The various factors which affect the minimum temperature for the reaction are the components of the gas and the 
geometrical structure of the catalyst. An alternative reductant commonly used is Ammonium Sulphate. The catalysts used in selective 
catalytic reduction are derived from ceramics, mainly used as a carrier and oxides of metals such as Tungsten and molybdenum. 
Recently activated carbon has been used to develop a catalyst. This helps in the depletion of NOx at lower limits of temperatures as 
well. Each catalyst has its advantages and disadvantages. The base metal catalysts do not possess sufficient thermal durability but are 
budget-friendly and are functional in temperature limits mostly seen in the power plants and boilers. Thermal durability is an 
important factor when the combination of SCR and DPF is used in automobile applications. Especially with forced regeneration, the 
base metal catalysts have a high potential of being catalyzed, which in turn can oxidize SO2 to SO3 and can cause considerable damage. 
Another commonly used catalyst is the Zeolite catalyst, with the main advantage being the operation at elevated temperature ranges, 
which the base catalysts lack. They possess the ability to sustain operations carried out at temperature ranges of 900 K–1100 K. Also, 
the probability of damage from SO2 oxidation is much lesser. 

1.3.2. Reductants 
With catalysts, the different reductants being incorporated in the Selective catalytic reduction applications are urea and ammonia 

in aqueous form. These are widely available. The purest form of anhydrous ammonia is toxic and safe storage is not feasible. The 
biggest advantage being no further conversion is required when used in the SCR. Large industries are in favor of this and are used by 
industrial operators. Compared to anhydrous ammonia, ammonia in an aqueous form is relatively safe for storage and transport. Urea 
is the safest when it comes to storage, but thermal decomposition is required for further conversion to be used as a feasible reductant. 

2. Literature review 

The different areas of research that have taken place to reduce diesel emissions will be cited in this chapter. The main focus will be 
put on diesel emissions, the reduction systems such as the Diesel Particulate Filter, Selective Catalytic Reactant, and Exhaust gas 
recirculation. The different studies that have taken place on both the emissions and the reduction systems led us to the objectives of our 
detailed study. 

The authors studied the various exhaust gases from diesel engines at various loads. They described that among the pollutant 
emissions, Carbon Monoxide (CO) and Hydrocarbons (HC) are emitted due to incomplete combustion and unburned fuel, but NOx 
emissions occur due to high combustion temperatures above 1600 ◦C. About PM emissions, the reason for PM emissions is the 
agglomeration of partially burned fuel, partially burned lubricant, fuel oil, and cylinder lubricant [1]. The author has described the 
parameters of the Emission of various oxides of nitrogen concerning temperature and their control. He briefly looked at the history of 
emission reduction at a glance. He concluded that NOx emissions should be reduced immediately and effectively since the level is still 
serious and an issue. The level of Euro-VI is set to 0.08 g/km now, a phenomenal 55% reduction from the current Euro-V standard for 
passenger cars and 75% in the case of a large car. This study was done based on the Euro-VI General Standard and Euro -V standard [2]. 
The researcher has carried out repeated investigations and has concluded that the injection of solutions in the aqueous form (urea) in 
the exhaust manifold for NO reductions is an age-old technology, at least 2 decades old. Since then, many methods have been 
developed which have been commercially viable. Urea solution of varying concentrations from 10 to 30% with variable flow rates was 
tested by using vanadium as a catalyst which improves the rate of the chemical reaction even at the lower limit of the temperatures of 
even 190 ◦C Results showed that a maximum of 26.41% of NOx reduction was achieved with a regulated flow rate of 0.76 lit/hr. with 
9% urea concentration [3]. The authors have studied that carrying out the SCR technique using urea as the primary agent is an op-
timum method for application on stationary diesel engines. The journal talks about the fundamental drawbacks and challenges of 
extending the Urea-SCR applications to the mobile domain. The steps involved in the reduction process included the endothermic 
decomposition of liquid urea, hydrolysis of the isocyanic acid, and a selective reduction of NOx [4]. The authors have done experi-
ments and investigations on the performance characteristics, combustion, and emission characteristics of SI engines with blends of 
cotton seed oil of 20%, 40%, 70%, and 100% in volume. There was an increase in the oxides of nitrogen compared to the diesel in its 
homogeneous form; the SCR system was implemented in the exhaust pipe. The results showed that with the injection of a 30% 
concentration of urea solution, there was a rapid decrease in the rate of the number of oxides of nitrogen [5]. The usage of Pongamia 
pinata methyl ester (PPME) as a substitute fuel for diesel engines has been researched by the authors. For the reduction of nitrogen 
oxides, aqueous urea solutions were injected into the tail end of a diesel engine’s pipe along with PPME. Four different observations 
were made for the various concentrations of urea solution 0%, 10%, 20%, and 30% by mass, along with various rates of flow of urea 
solution as the reductant, which enhances the chemical reactions. With a urea flow rate of 0.58 lit/hr, 25% concentration of urea 
solution and marine ferromanganese nodule, 62% NOx reduction was attained [6]. The survey on NOx treatment is major in the 
present years due to rising environmental awareness. Selective Catalytic Reduction (SCR) and Exhaust Gas Recirculation (EGR) are the 
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proven technology for reducing NOx. The other treatment methods offer higher NOx. The authors have investigated the effect of EGR 
(10%, 15%, 20%, and 25%) on 3 cylinders, constant speed, and air-cooled CI diesel engine, from this investigation they have concluded 
that at lower loads the higher rate of EGR can be applied to CI engine without any drawback of its fuel economy and efficiency, thus the 
NOx reduction is attained [7]. The authors have proved that EGR combined intake heating promisingly reduces the total hydrocarbon 
emission with an enhancement of BTE at lower load conditions [8]. The EGR was employed in an indirect injection spark ignition 
engine and showed to be more efficient in terms of fuel economy [9,10]. By using Methanol blended fuels, the adjustment of exhaust 
port parameters has a greater impact on mean indicated pressure, trapping efficiency, and scavenging efficiency [11]. The study’s 
conclusions state that innovative coal-fired units should be adopted and their performance pledged at a range of loads, including 
minimal loads. To increase efficiency and lower carbon dioxide emissions, Vietnam should employ ultra-supercritical technology in 
new units [12]. Variable valve actuation (VVA) can be an effective approach to boost performance while reducing emissions by raising 
the in-cylinder charge temperature [13]. The developed multivariable engine controller’s performance is demonstrated on a 
six-cylinder diesel-E85 RCCI engine. In comparison to open-loop control, the stable and safe operating range is increased from 25 to 
35 ◦C intake manifold temperature, and the ultimate load range is increased by 14.7% up to BMEP = 14.8 bar [14]. Due to better 
performance and emission characteristics, B20 mahua biodiesel at 8 lpm of biogas flow rate in dual fuel mode is determined to be the 
best combination [15]. SCR creates a substantial reduction in the correlation coefficients between NOx emissions and air-fuel ratio 
(0.76 vs 0.47 for China V truck; 0.72 vs 0.05 for China VI truck), although not in the correlation coefficients between CO2 emissions 
and air-fuel ratio, which can be used to determine whether SCR is working effectively [16]. The SCR reaction was shown to proceed 
proficiently via either surface NH3 or NH4 species, attempting to solve a long-standing debate about their involvement in the SCR 
reaction [17]. Managing active DPF regeneration must consider the effect of the fast regeneration time frame on emission and input 
energy, as well as the influence of flow rate and regeneration temperature [18]. The hierarchical microstructure of Co/CZ@M/C, 
combined with high-efficiency filtration and low-temperature catalytic oxidation of soot particles, seems to have possible uses in the 
diesel particulate filter (DPF) field [19]. With a diesel oxidation catalyst (DOC), CO and HC are reduced drastically to zero, and NOx is 
reduced by 24.3% [20]. For the studies, a single-cylinder direct injection compression ignition engine that had been suitably modified 
to run in dual fuel mode with EGR was employed. The results of the trials showed that, at higher engine loads, the NOx-smoke emission 
trade-off was improved by the dual fuel mode with EGR without losing the characteristics of engine combustion and performance [21]. 
The main outcome of this study is that CO and HC emissions, two major issues for RCCI engines operating at part load, were reduced 
while NOx reduction increased with 8% EGR. Even though smoke emission is slightly greater with EGR than without EGR, it is still 
lower than in traditional mode (Diesel alone). Their work offered the novel idea that EGR can be utilized to lower the CO and HC 
emissions of RCCI engines operating at part load [22]. SCR technology should be developed for marine low-speed engines to meet the 
demands of high thermal efficiency, low pollutant emissions, and high sulphur fuel. Under the concomitant limitations of high sulphur 
fuel and low exhaust temperature, the low-speed diesel engine SCR systems will eventually give up some engine economy to obtain 
increased denitrification efficiency and operational reliability [23]. 

Based on the aforementioned literature review, it is clear that it is challenging to control the PM and NOx values in the envi-
ronment. In this case, EGR lowers NOx, DPF collects PM, and SCR also lowers NOx emission. Therefore to control the PM and NOx, we 
have implemented the present framework with EGR combined with SCR & DPF to manage the emission. 

3. Experimental setup and methodology 

3.1. Modifications to an after-treatment process for engine 

3.1.1. Engine with EGR system 
Firstly, the EGR system was initially fitted to the diesel engine EGR gases, which also include water vapor, HC, CO, NOx, and CO2, 

redirect some of the clean air entering the combustion chamber. 

Fig. 1. Schematic diagram of EGR + DPF system.  
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The valve is typically used to control the rate at which EGR flows. The mixing chamber was utilized to ensure the correct mixing of 
exhaust and fresh air. The equation (i) is used to compute the EGR (%). 

EGR rate (%)=
Qwithout EGR − Qwith EGR

QwithoutEGR
x 100 (i)  

where Qwithout EGR is the airflow rate without EGR and it is equal to 26 kg/h and Q with EGR is 23.4 kg/h (10%), 20.8 kg/h (20%) and 
18.2 kg/h (30) %. The dropdown of the airflow is 2.6 kg/h (10%), 5.2 kg/h (20%) & 7.8 kg/h (30%) 

3.1.2. Engine with DPF + EGR system 
Secondly, to capture the soot particles, the DPF system was installed. DPF has a wall thickness of 0.30 mm and a 200-CPSI con-

struction. The installation of the EGR and DPF systems ensures that no PM is introduced into the combustion chamber during the 
recirculation of exhaust gases. It made use of the non-catalyzed cordierite wall-flow DPF. This Cordierite wall flow doesn’t undergo any 
chemical reactions; it only traps the soot. Fig. 1 displays the schematic with EGR and DPF. 

3.1.3. Engine with DPF + SCR system 
Thirdly, the SCR system was set up as depicted in Fig. 2. The installation of the EGR and SCR systems results in the recirculation of 

exhaust gases being supplied to the combustion chamber together with CO2, H2O, and PM. A two-way catalytic converter, the SCR 
performs two jobs at once:  

• Oxidation of CO to CO2: 2CO + O2→ 2CO2  
• Oxidation of HC (unburnt and partially burnt fuel) to CO2and water: CxH2x+2 + [(3x+1)/2] O2→ xCO2 + (x+1) H2O (a combustion 

reaction) 

The schematic diagram with EGR and SCR is shown in Fig. 2. 
Fig. 2 displays the schematic with EGR and SCR. 

3.2. Diesel engine setup 

In this study, a computerized TV1-Kirloskar diesel engine with a 3.5 kW output and a constant speed of 1500 rpm was used. An eddy 
current dynamometer is connected to the engine to regulate engine torque. The control panel regulates the load and engine speed. 
Table 1 provides information on the engine’s specifications. NOx, HC, and CO are measured using an AVL gas analyzer. 

3.3. Measuring devices 

Table 2. Shows the ranges and accuracy of measuring devices. These measuring devices are used during the experimentation. 

Fig. 2. Schematic diagram of EGR + SCR system.  
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3.4. Experimental testing procedure 

The baseline, EGR, EGR + DPF, and EGR + SCR are connected to the engine. The experimental work was done as explained above.  

• The engine is connected to the battery. The water values are opened to circulate water for cooling the engine.  
• The engine is started with no load applied to it and made to run at a constant rate of 1500 RPM. The engine is let to run so that it can 

be heated up and reach a steady state.  
• The Exhaust Gas recirculation valve is opened to let only 10%, 20%, and 30% of the exhaust gas to be circulated. Caution is kept to 

keep the valve in that position throughout the experiment. 

Table 1 
Information on diesel engine specifications.  

Parameters Details 

Engine supplier Apex Innovations Pvt. Ltd. 
Engine type TV1-KIRLOSKAR 
Engine software Internal combustion engine analyzer software (Version 9.0) 
Loading type An eddy current dynamometer model 
No. of cylinder 1 
No. of strokes 4 
Rated power (kW) 3.5 at 1500 rpm 
Timing of Injection (◦CA. bTDC) 23 
Swept volume (cc) 661 
Stroke length (mm) 110 
Cylinder bore (mm) 87.5 
Compression ratio 17.5:1 
Connecting rod length (mm) 234 
Engine cooling type Cooling water 
Piston bowl Hemispherical 
Nozzle opening pressure (bar) 210  

Table 2 
Accuracy and ranges of measuring devices.  

Quantity Range Accuracy 

AVL gas analyzer NOx: 0–5000 ppm ±50 ppm 
CO: 0–10% by vol. ±0.03% 
HC: 0–20000 ppm ±10 ppm 

AVL smoke meter 0–100% ±0.2% 
Pressure Sensor (0–110 bars) ±0.05 bar 
Fuel flow sensor 0-5 psi ±0.1 psi 
Crank angle encoder 0◦–720◦ ±1◦

Speed measuring 0–5000 rpm ±10 rpm 
Air flow sensor 0–3.500 mm of H2O ±1 mm of H2O 
Alternator 0–20 A, 0–450 V ±0.55 A, ± 1 V 
Thermocouples 0–1000 ◦C ±1 ◦C  

Fig. 3. Variation of BTE vs. Load.  
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• The fuel knob is turned towards the neutral position to let fuel flow to the burette. The amount of this fuel consumed in 1 min will be 
used to carry out the required measurements.  

• The Emission analyzer is then connected to the secondary exhaust outlet, and the corresponding smoke readings are noted.  
• The above steps are repeated thrice to reduce human error while taking readings.  
• All the above steps are then repeated at 20%, 40%, 60%, 80% and Full load conditions. Caution is kept to keep the engine speed 

running at a constant rate of 1500 RPM.  
• The above experiment will be conducted for conditions 20% EGR and 30% EGR.  
• The above method is repeated same for the combination of EGR + DPF and EGR + SCR. 

4. Results and discussion 

Performance, combustion and emissions characteristics have been plotted from the data obtained based on the above procedure. 
Different comparisons are made in the graphs to decide the best possible combination. 

4.1. Engine performance analysis 

4.1.1. Brake thermal efficiency 
The successful conversion of chemical energy present in fuel into heat energy and transformation into mechanical energy at the 

engine shaft is shown by brake thermal efficiency. With an increase in the load placed on the engine, BTE rises as shown in Fig. 3. BTE is 
mainly dependent on fuel heating value and fuel consumption. BTE for diesel as a fuel is 29.22 at 10% EGR at peak load. The other 
values of BTE at peak load are 27.28 at 20% EGR, and 25.41 at 30% EGR. We can therefore observe that BTE decreases with an increase 
in the EGR rate. Additionally, compared to lower EGR rates, the decrease in BTE at higher EGR rates is significant. This may be because 
the amount of fresh oxygen available for combustion decreases due to replacement by exhaust gases. The BTE of EGR + DPF is 
decreasing with further EGR rates level due to the back pressure that occurred in DPF. This is mainly due to the replacement of exhaust 
gases, which increases the soot levels and accumulate in DPF. Here, the soot particles are not vanishing in DPF because the temperature 
of the gases in DPF could not be able to generate more than 500 ◦C; due to this, the flow of the exhaust gases is not passing freely from 
the DPF system. In fact, the soot particles have the ability to get burn at 500 ◦C–600 ◦C. The combination of EGR + SCR is also 
performing poor performance due to the replacement of H2O, CO2, PM, and other gases; due to this, the combustion temperature is 
reducing and lowering the NOx levels. 

4.1.2. Brake-specific fuel consumption 
Fig. 4 shows the variation of BSFC with respect to the load. BSFC is decreased with an increment in load. This is an indication of the 

effective combustion of fuel. The BSFC is decreased by EGR 10% due to the return of unburned hydrocarbons. The further rise of EGR 
rates seems to increase in BSFC. When EGR and DPF are utilized together, the BSFC is increased because of the back pressure brought 
on by the soot deposit in the DPF. As the soot particles accumulate in the DPF, the flow of the exhaust gases falls flowing freely from the 
DPF, especially at low Load conditions because at low load conditions, the temperature of the exhaust will be low, and the trapped soot 
particles in DPF may not vanish. So, this is how it causes back pressure. Moreover, the flow rate of the fresh air from the atmosphere 
will reduce significantly as the EGR rate increases. The reintroduction of CO2, water vapor, and PM into the combustion chamber 
develops incomplete combustion, which in turn increases the BSFC when EGR + SCR is used. 

4.2. Engine combustion analysis 

4.2.1. In-cylinder pressure 
Fig. 5 shows the variation of In-cylinder pressure with the crank angle at full load conditions. Compared to the diesel baseline, the 

Fig. 4. Variation of BSFC vs Load.  
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EGR application and with the EGR rate increase, the pressure rise is seen to be decreased. When compared to different EGR rates and 
their combinations with DPF and SCR, it is found that the 10% EGR rate with DPF and SCR combo performs best [24]. These drawbacks 
are observed to be due to the back pressure with DPF caused by and recirculating of H2O, soot, and CO2. 

4.2.2. In-cylinder gas temperature 
The variations of In-cylinder gas temperature concerning load are shown below in Fig. 6. The temperature is reduced by increasing 

the EGR rates. The reason for lowering the exhaust gas temperature is that the utilization rate of oxygen for combustion is relatively 
low and the specific heat of the intake air-fuel mixture is high. The temperature is slightly increased at higher load conditions for the 
combination of 10% EGR + DPF. The rest of the EGR rates with DPF are decreased in gas temperature. The maximum In-cylinder 
temperature is reduced for 10%, 20%, and 30% EGR with SCR; this is mainly due to the recirculating of exhaust gases which leads 
to incomplete combustion. 

4.2.3. Heat release rate 
Fig. 7 shows the variation of HRR with the crank angle at full load conditions. The late HRR is observed for 10%, 20%, and 30% EGR 

rates and shows a higher HRR due to the slow rate of combustion. The HRR for 10% EGR + DPF is observed to be early HRR and cannot 
attain a maximum HRR. For all EGR rates with the SCR combination, the early HRR is achieved and could not reach the maximum 
HRR. The HRR mainly relates to the Ignition delay and combustion process. 

4.3. Engine emission analysis 

4.3.1. Carbon Monoxide 
Fig. 8 shows the CO change with load for various EGR rates and its DPF and SCR combo. Most of this CO is produced as a result of 

inadequate combustion. Components, including the fuel-air ratio, compression ratio, delay time, fuel type, and injection timing, all 
affect how CO develops. For each particular combination, the level of CO emissions is maximal at full load. However, it was observed 
that at 30% EGR + SCR, the CO generation increased considerably. It is primarily caused by incomplete combustion. CO increases with 
increasing EGR rates. The combinations of EGR + DPF are observed to be lower as compared to the other application of SCR and EGR. 

Fig. 5. In-cylinder pressure with the crank angle at the full load condition.  

Fig. 6. In-cylinder gas temperature vs. Load.  
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At higher EGR rates, CO emissions are increased due to the low availability of oxygen by EGR. 

4.3.2. Hydrocarbon 
As shown in Fig. 9, the HC emissions increase as the load increases. They are primarily formed as a result of insufficient fuel 

combustion and are fortified with a rich mixture. The temperature of the cylinder wall during mixture formation influences HC for-
mation, particularly at the cylinder boundary. Furthermore, the fuel flowing into the combustion chamber is not involved in com-
bustion along these lines, resulting in higher HC emissions for diesel, particularly at full engine load. It can be noted that the maximum 
amount of HC emission is at a full load of 30% EGR. The HC emission increases with EGR rates. Because there is less oxygen in the 
combustion chamber, the rich mixture results in incomplete combustion, which results in higher HC emissions in the exhaust. Because 
soot is accumulated in the DPF, the combination of EGR and DPF appears to be more effective in reducing HC emissions. The SCR, with 
a combination of EGR rates, appears to be ineffective in reducing HC emissions. 

4.3.3. Oxides of nitrogen 
Fig. 10 depicts the NOx variation for all tested systems as a function of the load on a compressed ignition engine. One of the most 

hazardous harmful exhaust pollutants from a diesel engine is NOx, which is sensitive to fuel quality, oxygen content, and combustion 
temperature. An increase in NOx was observed for the various systems as the load increased. Additionally, due to the buildup of carbon 
on the cylinder surface, burning chamber, and valve walls that serves as an insulator and raises the temperature in the engine cylinder, 
insufficient fuel ignition results in greater NOx outflow. In comparison to the other parameters, the NOx emission is highest at full load 
for 10% EGR. However, throughout all load operations, the application of EGR dramatically reduced NOx emissions. It can be seen that 
30% EGR results in a greater reduction in NOx emissions. The graph of In-cylinder gas temperature demonstrates that the main cause of 
the decrease in NOx emissions is a lower combustion chamber temperature. The EGR + DPF is not so effective in reducing NOx 
compared to the other data. With the combination of SCR + EGR at different rates, the NOx levels are decreasing compared to all other 
parameters. 

4.3.4. Smoke opacity 
Fig. 11 depicts the variation in smoke opacity concerning load for all tested systems using a compressed ignition engine. One of the 

major toxic exhaust emissions from diesel engines is smoke opacity. The increase in load caused an increase in smoke opacity for the 

Fig. 7. Heat release rate with the crank angle at the full load condition.  

Fig. 8. Variation of Carbon monoxide vs. Load.  
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various systems. Furthermore, insufficient fuel ignition causes more smoke to escape due to incomplete combustion, which leads to the 
formation of soot particles at lower temperatures and higher load conditions. The soot particles are high at full load for increasing EGR 
rates. But by the use of DPF, the soot particles seem to decrease with EGR. The combination of DPF + SCR with EGR application soot 
particles is observed to be increased due to the recirculation of exhaust of H2O and N2. The SCR mainly covers the NOX into H2O and 
N2. The DPF + SCR with 10% EGR application is having an appreciable reduction in emissions and without much affecting the 
performances. 

Fig. 9. Variation of Unburnt hydrocarbon vs. Load.  

Fig. 10. Variation of Oxides of nitrogen vs. Load.  

Fig. 11. Variation of Smoke Opacity vs. Load.  
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5. Conclusions 

Based on the obtained results from this study and by taking into consideration the first goal, which looks to reduce gas emissions, it 
is possible to mention that the outcomes of this work are: the brake thermal efficiency has a higher value when the EGR rate is 10% 
when compared to the other combinations, and fuel consumption is also reduced especially at partial load conditions. 

As the rate of EGR increases the NOx level reduces but due to insufficient oxygen supply, the air-fuel ratio decreases hence reducing 
the brake thermal efficiency at higher loads. Here, as the EGR flow rate is increasing, the fresh air from the atmosphere flow rate is 
decreasing, and the mixture becomes a more lean mixture due to the lack of fresh air and more amount of fuel it is leading to a drop in 
the performance of the engine. 

With the combination of EGR and DPF, the soot particle gets trapped hence allowing only the clean gases to pass through the EGR 
back into the combustion chamber. The level of HC and CO enters the combustion chamber, where they are completely burned, but 
because of the high temperature inside the combustion chamber, NOx levels also rise at the same time. Therefore, trapping the PM in 
the DPF and allowing the other gases in the combustion chamber has a positive effect at an EGR rate of 10%. In the DPF system, where 
the soot is trapped, higher EGR rates cause back pressure. Due to the soot buildup in the DFP, where the soot in the DPF cannot be 
eliminated at lower load circumstances because of the low temperature of the gases, the back pressure is continued. 

With the combination of an SCR and EGR, the NOx levels get reduced due to the conversion of the NOx to nitrogen gas. But with the 
combination of an SCR and EGR the amount of CO2 entering the combustion chamber also does increase, resulting incomplete 
combustion, which increases the value of HC and CO in the exhaust gases. The EGR 10% with SCR shows a good impact without 
damaging the performance of the engine. 

The best possible combination depends on the performance of what gases are to be eliminated, keeping the EGR rate at an optimum 
value between 10% and 20%. If preference is given to reduce NOx, then we will combine 10–20% EGR with the SCR system, but if the 
preference is given to reduce HC, CO and soot, we need to utilize 10% - 20% EGR in combination with a DPF system which gives a little 
good impact in reducing the emissions. The implementation of the work can be utilizing the EGR system with the combination of DPF 
and SCR for reducing the Soot and NOx at low EGR rates only. 

For further work, the combination of EGR + DPF + SCR may give appreciable results for controlling the Soot and NOx at a time. 
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ABSTRACT
The anisotropic nature of polymer composites presents many
challenges for manufacturers to adopt appropriate machining
processes. In the present investigation, end milling experi-
ments were conducted on glass fiber reinforced polymer lami-
nates with five varieties of customized cutting tools with
different angles of rake and clearance. The performance of the
tools was evaluated in terms of their machining force, surface
roughness and delamination factor at spindle speeds in the
range of 690–2500 rpm. From the observations, relatively high
rake and angled clearance tools performed better than the
rest of the tools under consideration in terms of delamination
and machined surface finishing. The milling operations per-
formed at a spindle speed of 1950 rpm produced better sur-
face quality. Observations from SEM graphs, exposed surface
defects due to milling, generated at lower spindle speeds of
690 rpm and at higher spindle speeds of 2500 rpm with the
tool signature of low angle rake and angled clearance tools
out of all five tools considered for the experiments.

KEYWORDS
Bi-directional glass fiber
reinforced polymers;
conventional milling;
customized carbide tipped
tools; surface integrity; SEM

Introduction

Manufacturing techniques commonly used in glass fiber reinforced polymer
(GFRP) composites do not require much machining to manufacture a fin-
ished product other than trimming and finishing. However, in special cases
such as large pipeline fittings and aircraft parts, the milling and drilling of
the components cannot be eliminated. As well as end milling is also used
in the development of fiber reinforced polymer (FRP) molding tooling sys-
tems. Machining is inevitable in special situations where riveted holes and
slots are used for mating one component (composite) with others
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(traditional isotropic material). Machining operations, such as turning,
drilling, milling and trimming operations, have traditionally been used to
make keyholes (Lopresto et al., 2016). Abr~ao et al. (2007) has observed that
maintaining closer dimensional accuracy is necessary in assembly of parts
to obtain a high degree of geometrical tolerance and surface finish. In wide
and relatively dense composite parts, milling is carried out extensively,
especially in jet engine casings, wind turbine blades, racing car bodies and
marine hulls (An et al., 2021; Azmi et al., 2012). In machining the rein-
forcements, orientations may be disturbed due to abnormal cutting reaction
forces. Zhang et al. (2001) has found fiber-matrix de-bonding takes place at
a depth of cut range between 0.125 and 0.25mm.
The current study examines ways to minimize damages to machined sur-

face, focusing on FRP composites. Thus, understanding the machinability
characterization and mechanism of machining of GFRP composites is an
important research area in the field of secondary manufacturing. Cai et al.
(2019) investigated precision machining mechanism in orthogonal cutting
of carbon fiber reinforced polymer (CFRP) materials. An optimum cutting
speed of 200mm/min and small depth of cut 20 mm were recommended to
achieve lower machining force and better surface finish. An et al. (2015)
carried out orthogonal machining operations with five varieties of cutting
tools (with different tool rake and clearance angle). Results showed large
rake angle tool (25�) helps to ease separation of chips from machining sur-
face, considerably reducing machining force. Additionally, use of larger
rake angle produces defect-free machining surface. Cutting responses of
CFRP materials is investigated (An et al., 2019; An et al., 2020). Can (2019)
reported performance of four varieties of end milling tools on sheet mold
compound (SMC) composites. Taguchi L16 OA experiments were con-
ducted and repeated thrice. Latha et al. (2011) has modeled and performed
optimization using Taguchi Method on a GFRP composite for various pro-
cess parameters. Optimization of GFRP during drilling process and the
effect of deamination factor by the process parameters is performed and
found that feed rate influences the most in the delamination (Srinivasan
et al., 2017).
Slamani et al. (2019) also reported on the effect of cutting process

parameters in edge trimming of CFRP composites on machined surface
quality. Researchers have used condensation vapor deposition diamond
coated tool to examine surface integrity and tool wear. Better results
(namely minimized delamination) were seen at lower feed rates and higher
spindle speeds. Previous researchers (Wang et al., 1995; Calzada et al.,
2012; Slamani et al., 2015) found machining forces were affected by few
input factors, such as machining process conditions, properties of cutting
tool and tool nomenclature. Chatelain and Zaghbani (2012) reported on
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the influence of tool nomenclature on machining force, surface roughness
and damage mechanism in trimming of CFRP materials. The experiments
were carried out with three carbide Chemical vapor deposition (CVD) coat-
ing tools having varieties of tool angles under different machining condi-
tions. They found surface quality was poor when axial cutting forces were
high. Study on hole quality of a fiber metal composite is conducted during
dry drilling by varying the parameters and coating on the tool (Giasin
et al., 2019). Effect of machining parameters in abrasive water jet machin-
ing of carbon glass fiber hybrid composite is studied and a mathematical
relationship was also developed to validate the results (Ming et al., 2018).
Palanikumar (2007) has modeled the surface roughness through response
surface method of a GFRP composites and ANOVA is used to validate the
results obtained in his study.
Arola et al. (1996) and Ramulu (1997) undertook orthogonal machining

studies using Physical vapor deposition (PVD) coated tools on Bi-
Directional and Uni-Directional CRRP composites having different fiber
ply orientations. The authors found cutting mechanism was highly depend-
ent on type of fiber used while tool geometry and machining conditions
had less impact. Arola and Ramulu (1997) studied the effect of slot milling
operations on UD-GFRP composites. The authors found cutting force was
influenced by fiber angle and chip thickness followed by other machining
process parameters (spindle speed and feed rate). Cutting forces were
increased from 0� to 90� and then decreased from 90� to 180� while chip
thickness was increased.
Arola et al. (1996) and Arola and Ramulu (1997) investigated chip for-

mation mechanism in orthogonal cutting of CFRP composites with varied
tool rake and clearance angles, tool materials, and various combination of
cutting process parameters. They found chip formation mechanism was
affected by direction of cutting tool on work piece angles followed by
machining process parameters. Shojaeefard et al. (2019) used Taguchi DOE
4 �4 to optimize machining process parameters and avoid surface rough-
ness in machining of sheet metal using 3 helical forming tools. They found
surface quality was proportionate to quality and cost. They noted larger
diameters of tool provided lower surface roughness and that had no defin-
ite effect on other process parameters (cutting speed and feed rate).
Findings showed machined damages were influenced by change of fiber
arrangement in UD-GFRP composites (Iliescu et al. 2010; Calzada et al.
2012; Jahromi et al. 2014). Optimization of milling process parameters of
GFRP composites is carried out by author in his earlier study (Prasanth
et al., 2018; Prashanth et al., 2018).
Studies, hence, indicate a poor understanding of tool performance on

machined surface damage. This study therefore addresses by examining five
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varieties of customized tools to understand surface integrity. In the present
research work, the objective is to develop special purpose tools to be
adapted to the milling of FRP composite materials to achieve a better
milled surface. Further investigations in these directions could lead to the
establishment of ISO standards. Existing conventional tools have limitations
on tool signature variations. The improvement in clearance angles contrib-
utes to a hypothesized reduction in friction between the milling surface
and the cutting edge in the current competition. The increase in the angle
of the rake also provides the space for the reinforcement to be easily cut,
which even contributes to a reduction of the cutting power. The tool signa-
ture of the customized tool rake angle is therefore increased by 5� and the
clearance angle by 2�. Five types of customized tools were considered for
experimentation, i.e., tool-1 rake angle was 15� and its clearance angle 6�;
tool-2 rake angle 20� and its clearance angle 8�; tool-3 rake angle 25� and
its clearance angle 10�; tool-4 rake angle 30� and its clearance angle 12�

and tool-5 rake angle 35� and its clearance angle 14�.

Experimental set up and procedure

In the present investigation, woven roving glass fiber (450GSM and diam-
eter of fiber 25mm) supplied by Saint Gobain is used. Matrix material used
for fabrication of composite laminate is general purpose polyester resin and
the hardener used with the combination of catalyst (methyl ethyl ketone
peroxide) and cobalt naphthalene as accelerator purchased from local
vendor. The polymer laminates were fabricated using hand layup compres-
sion molding technique and glass fiber is considered in Bi-Direction [0�/
90�]10. A mixture of polyester resin (matrix) and hardener taken in the
ratio of 10:1 and stirred in a glass mug and ready mixture is poured into
the mold of E-Glass preform under the pressure of 200 kgf. Resin was
cured for 5 hours to form a composite laminate. Physical properties of
GFRP composite constituents are represented in Table 1.
Work pieces of 100� 100� 10mm blocks were cut using diamond abra-

sive wheel cutter for milling operations. Burn-off tests were conducted to
discover the fiber volume fraction (55%) of experimental GFRP work pieces
as per ASTM D2584-68. Mechanical properties (tensile and flexural
strength tests) of glass composite laminates are tests on a universal testing
machine and the investigation is carried out as per the ASTM D790 and
ASTM D 638 standards and tabulated in Table 2. Acid digestion test has

Table 1. Physical properties of GFRP composite constituents.
Type Density (g/cm3) Tensile strength (GPa) Young’s modulus (GPa)

E-glass 2.58 1.75 72.3
Polyester resin 1.2 0.055 2.4
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been performed as per ASTM D3171-99, to know the void content in
GFRP composite laminate and voids were found to be in the range
of 4%–5%.
End milling operations were conducted using conventional universal

milling machine to produce work piece slots as shown in Figure 1
(Prasanth et al. 2017b). Five varieties of customized carbide tipped end
milling tools of 10mm diameter were selected and tool specifications are
presented in Table 3: tool-1 rake angle was 15�, and its clearance angle was
6�; tool-2 rake angle was 20�, and its clearance angle was 8�; and tool-3
rake angle was 25�, and its clearance angle was 10�, tool-4 rake angle was
30�, and its clearance angle was 12�, and tool-5 rake angle was 35�, and its
clearance angle was 14� (see Figure 2). Five spindle speeds were selected:
690, 960, 1153, 1950 and 2500 rpm, and constant feed rate were 120mm/
min while depth of cut was 3mm.
Machining forces were considered in the direction of tool travel using

three axis strain gauge type milling tool dynamometer. Computerized data
acquisition system was also used. The work pieces were centrally fixed on
the special purpose fixture over the milling tool dynamometer to avoid

Table 2. Mechanical Properties of GFRP composite laminate.
Tensile test results for GFRP composite laminate

Sample name
Thickness
(mm)

Ultimate tensile
load (KN)

Ultimate tensile
strength (N/mm2)

Bi-directional Woven
roving composite laminate

5.88 8.59 180

Flexural test results for GFRP composite laminate
Specimen name Force (Kgf) Deflection

(mm)
Flexural

strength (N/mm2)
Flexural

modulus (N/mm2)
Bi-directional Woven

roving composite laminate
2 0.01 264.5 65690

Figure 1. Experimental set up for performing milling operations on GFRP composite laminates.
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machining vibrations. Cutting component forces were recorded as per
Langari et al. (2016).
There was customized strain gauge type dynamometer to determine cut-

ting forces during milling. The cutting tool was fed over work piece in x-

Table 3. Tool specifications.

Cutting tool
Diameter in

‘mm’
Number of

cutting edges
Rake
angle

Clearance
angle

Cutting tool
over view

Cutting edge
view of
the tool

Customized carbide
tipped tool-1

10 2 15� 6�

Customized carbide
tipped tool-2

10 2 20� 8�

Customized carbide
tipped tool-3

10 2 25� 10�

Customized carbide
tipped tool-4

10 2 30� 12�

Customized carbide
tipped tool-5

10 2 35� 14�

Figure 2. Five varieties of customized carbide tipped tools.
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direction (Fx-feed force), Fy-cutting force and Fz-thrust force. The resultant
force ‘FR’ was considered as machining force Fm ¼ �Fx2þ Fy

2þ Fz
2. The

data analogue device was connected to milling tool dynamometer and out-
put readings were displayed on personal laptop.
Mitutoyo taly surf test (Make-Japan-Model-SJ210) with diamond stylus

tip was used to measure surface roughness using center line average
method. The surface of machined slot was cleaned so it was free from abra-
sive particles. To ensure accurate readings, the device was set at 2.5mm
transverse length and 0.8mm cutoff value. The stylus was kept in contact
with the grooved surface to avoid skidding. The surface roughness (Ra) val-
ues were measured at three different places and the readings displayed on
the screen.
The machined slot widths at three different places were measured using

a traveling microscope (Model RVM-201) with an accuracy of 10 lm. To
determine the value of W Max, first, the vernier scale (traveling microscope)
was counted as 0.01mm. These values are substituted in Equation (1).
Delamination factor (FD) was calculated by taking the average value as per
Davim and Reis (2005).
Delamination was measured using traveling microscope. Delamination

factor (FD) was determined based on the formulae,

FD ¼ WMax=W (1)

Where WMax ¼ width of the slot after machining in millimeters and
W¼ actual width of slot in millimeters. The complete detail of delamin-
ation factor specimen is shown in Figure 3 (Prasanth et al. 2017a). The
measurable outcomes in this experiment were Fm, Ra, and FD as well as
surface topology. The machining conditions are shown in Table 4.

Figure 3. The complete view of delamination factor.
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Results and discussion

Obtaining the desired machined surface quality is a major issue in milling
of GFRP composites. Hence, choosing suitable machining process parame-
ters is important to obtain better surface finish with minimal surface dam-
ages. It must be emphasized machined surface quality of polymer matrix
composites depends on spindle speed and tool rake angle.

Machining effects on surface roughness

The effect of type of tool on surface roughness is evaluated using five end
milling tools with varied geometries and other machining conditions as
shown in Table 4. The results of the experiments are shown in Table 5.
Figure 4a shows the effect of spindle speed on surface roughness with five
different end milling tools.
The effect of spindle speed on surface roughness is described in two

stages. The experiments are shown in Table 4 (trials from 1 to 20) while
their results are displayed in Table 5. Spindle speed was increased from 690
to 1950 rpm and surface roughness was decreased continuously from 3.61
to 2.47 mm. Surface roughness became smoother at higher spindle speeds.
These desirable spindle speeds are sufficient for material deformation,

Table 4. Experimental plan for milling.

Trial number Spindle speed in ‘rpm’ Tool type
Feed rate

in ‘mm/min’
Depth of

cut in ‘mm’

1 to 5 690 1/2/3/4/5 120 3
6 to 10 960 1/2/3/4/5 120 3
11 to 15 1153 1/2/3/4/5 120 3
16 to 20 1950 1/2/3/4/5 120 3
21 to 25 2500 1/2/3/4/5 120 3
Experiment

number
Trial

number
Spindle speed

in ‘rpm’
Tool
type

Feed rate in
‘mm/min’

Depth of
cut in ‘mm’

1 690 1 120 3
2 960 1 120 3

1 3 1153 1 120 3
4 1950 1 120 3
5 2500 1 120 3

Four sets of experiments conducted at spindle speeds of 960, 1153, 1950 and 2500 rpm with four tools.

Table 5. Experimental results.
Machining

force ‘Fm’ in N
Surface roughness
‘Ra’ in Microns

Delamination Factor
‘FD’ in mm/mm

Spindle
speed ‘N’
in ‘rpm’ Tool 1 Tool 2 Tool 3 Tool 4 Tool 5 Tool 1 Tool 2 Tool 3 Tool 4 Tool 5 Tool 1 Tool 2 Tool 3 Tool 4 Tool 5

690 30 27.8 28.2 28 26.5 3.61 3.52 3.3 3.23 2.9 1.28 1.26 1.27 1.23 1.2
960 30.8 28.1 28.4 28.2 27.1 3.55 3.4 3.25 3.19 2.7 1.25 1.24 1.23 1.2 1.16
1153 31.5 28.6 30.1 29.3 27.5 3.46 3.25 3.2 3.15 2.54 1.21 1.2 1.17 1.15 1.12
1950 32.8 30.2 30 30.1 28.2 3.4 3.1 3 2.8 2.41 1.18 1.18 1.15 1.13 1.1
2500 34.1 32.1 30.5 30.8 28.8 3.5 3.21 3.22 3 2.49 1.27 1.26 1.25 1.2 1.14
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namely, to form a cutting chip. There was easy withdrawal of chips from
milled slot and cutting mechanism was uncomplicated.
The interaction effect between machining force and surface roughness at

five different spindle speeds when milling with tool-5 is shown in Figure
4b. Among the five end milling tools, type-5 tool provided the smoothest
surface finish at spindle speeds of 1950 rpm with sufficient machining
forces (28.2N). It carried away the chips from the milling surface. Larger
tool rake angle held up the fiber shear failures to some extent. There was
also less friction between rake face and work piece. Hence, reasonably

Figure 4. (a) Spindle speed versus roughness with five tools. (b) The interaction effect of
machining force and surface roughness at five spindle speeds with tool-5. (c) SEM image for
machined surface damages of GFRP laminate, when milling with tool-1 at a spindle speed of
960 rpm. (d) The interaction effect of machining force and surface roughness at five spindle
speeds with tool-1. (e) SEM image for machined surface damages of GFRP laminate, when mill-
ing with tool-1 at a spindle speed of 2500 rpm.
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better surface roughness (2.41mm) and an attractive surface finish
were obtained.
Table 4 (trial number 1–15) and Table 5 show the experiments and

results, respectively. At lower parametric conditions i.e., lower spindle
speeds between 690 and 1153 rpm and low rake and clearance angled tool
produced greater surface roughness (3.61 mm). At lower spindle speed
(between 690 rpm and 1153 rpm), fiber chip layers were not easily separated
from the machining surface. Chip disposal was difficult due to smaller rake
and clearance angle of tools. Ineffective machining forces were generated,
and material layer separation became complicated when cracks begun to
form. This resulted in greater surface irregularities and rougher finishing.
Figure 4c shows visible damages, namely rough cutting edges and uncut of
fibers when milling with tool-1.
With increased spindle speed from 1153 to 1950 rpm, surface roughness

was decreased from 3.46 to 2.41 mm and no visible damages were observed.
The outcome is smoother machined surface.
Machining conditions (trial number 21–25 in Table 4) and results are

shown in Table 5. Beyond the spindle speeds of 1950 rpm, particularly at
2500 rpm, surface roughness was greatly increased from 2.41 to 3.5 mm
pointing to rough machined surface. This is because at higher spindle
speeds, high compressive and thrust forces are generated which leads to
material deformation and fracture of fibers, indicating greater failures at
producing rougher machined surface.
The interaction effect between machining force and surface roughness at

five different spindle speeds when milling with tool-1 is shown in
Figure 4d.
Higher tangential forces at a higher spindle speed of 2500 rpm resulted

in deflecting of cutting tool on the work pieces. Hence, large, segmented
chip zones were formed without any uniform chips. Milling surface deter-
iorated leading to sub-surface damages.
It has been noted higher spindle speeds of 2500 rpm with maximized

resultant forces (34.1N), low rake and clearance angle of tool-1, did not
reduce surface roughness. At maximum spindle speed, high friction was
generated which then produced more thermal stresses. It led to tool clog-
ging problem which needed to be addressed by tool plowing on milling
surface. Consequently, glass resin and fiber were fractured while the tool
rotated toward the rake face of the work piece 4. Greater thrusting resulted
in thermo-mechanical action which in turns resulted in friction between
tool and work piece interface due to high plowing action of tool on the
fibers. This surface roughness (3.5 mm) meant the surface finish was poor.
Figure 4e shows smears in glass resin and fracture of fibers.
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Machining effects on delamination factor

Figure 5a shows the effect of spindle speed on delamination factor using
five types of tools.
Figure 5b shows the interaction effect between machining force and

delamination factor at five different spindle speeds when milling with tool-
5. The effect of spindle speed on delamination factor is described below.
The experimental arrangement is shown in Table 4 (trial number 1 to

20) and its results are shown in Table 5. Calculated delamination factor is
decreased from 1.28 to 1.1 considerably when spindle speed was increased
from 690 to 1950 rpm. At spindle speed of 1950 rpm, larger rake angle

Figure 5. (a) Spindle speed versus delamination factor using five types of tools. (b) The inter-
action effect of machining force and delamination factor at five spindle speeds with tool-5. (c)
The interaction effect of machining force and delamination factor at five spindle speeds with
tool-1. (d) SEM image for machined surface damages of GFRP laminate when milling with tool-
1 at a spindle speed of 690 rpm. (e) SEM image for machined surface failures of GFRP laminate
when milling with tool-1 at a spindle speed of 2500 rpm.
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tool-5 was used with both adjacent vertical wall surface of milling slot
resulting in significant cutting action between tool rake face and work piece
at aggressive machining forces (28.2N). At the shortest time of cutting
action of tool i.e., if the tool is disengaged from work piece quickly there is
a possibility of smoother fiber cuts due to tool rake and clearance angles.
Continuous chips were produced in a fine powder form. Hence, no dis-
cernible delamination was seen.
The interaction effect between machining force and delamination factor

at five different spindle speeds when milling with tool-1 is shown in
Figure 5c.
Table 4 shows experimental trial 1 to 5 at lower spindle speed of

690 rpm and lower cutting force at 30N. This force was inadequate which
resulted in uncut fiber passing below tool-1 rake face near matrix material.
Here, lesser deformation of fiber was seen. There is therefore matrix with-
drawal in the form of segments. Matrix separation was difficult and partial
cracking of matrix and bending of fiber was observed. There was peeling of
fibers and cracking of matrix which degraded surface quality. Maximized
delamination was at 1.21. Damages, such as matrix crack and bending of
fibers, are shown in SEM Figure 5d.
Machining conditions are shown in Table 4 (trial number 21 to 25) and

it indicates beyond 1950 rpm i.e., at higher spindle speeds of 2500 rpm
using tool-1, the work piece is penetrated rapidly due to high compressive
and thrust forces. High friction was created between tool rake face and
work piece. The thrusting forces were increased which resulted in shear
zone rubbing due to low clearance angle of the tool. Thereby, fibers tended
to bend easily and get crushed. It was evident maximum delamination was
achieved at 1.27. Figure 5e shows damage mechanisms due to fiber squeez-
ing and matrix infusion.

Machining effects on cutting force

The effect of spindle speed on machining force is described below:
Figure 6a shows the effect of spindle speed on machining force with five

different end milling tools. The machining force interaction effect with sur-
face roughness and delamination factor is shown in Figures 4b, d, 5b,
and c.
The experimental conditions are shown in Table 4 (trial number 1–20)

and their results are shown in Table 5. When spindle speed was increased
from 690 rpm to 1950 rpm, the machining force was considerably increased
from 30N to 32.8N. The measurable outcomes i.e., surface roughness and
delamination factor were considerably decreased from 3.61 mm to 2.41 mm
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and 1.28 to 1.1. Therefore, with increased spindle speeds, the cutting forces
were laterally and linearly increased.
When milling with low rake and clearance angle tools (1,2,3, and 4) at

low spindle speeds from 690 rpm to 1153 rpm, there was a withdrawal of
chips having brush-like fibers with minimum chip thickness. Elastic recov-
ery was difficult and matrix fracture more complex resulting in larger chip
segments. The cutting action became complicated, distinctly bulkier chips
were formed, tool clogging and complicated chip formation mechanism.
There was also fiber pull out and other sub-surface damages. The machined
surface became asymmetrical and surface quality deteriorated. Further,
machined surface became rougher and delamination was experienced. The
failure mechanism is shown in Figure 6b which details failure modes, such
as fiber pull out and subsurface damages.
At the optimal spindle speed of 1950 rpm (trials from 16 to 20) and suf-

ficient machining force at 28.2N milling with tool-5 having larger rake and
clearance angle facilitate cutting action and quicker impairing of chips.
Therefore, the chips were extracted quickly along the cutting direction.
These desirable deformations of continuous chips happened due to less
bouncing action of the high clearance angle tool. The material removal rate

Figure 6. (a) Spindle speed versus machining force using five tools. (b) SEM image for
machined surface damages of GFRP laminate when milling with tool-2 at a spindle speed of
690 rpm. (c) SEM image for machined surface damages of GFRP laminate when milling with
tool-2 at a spindle speed of 2500 rpm.
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was increased and there was no obstruction during extraction of chips
from milling surface. Thus, machined surface became smoother at 2.8 mm
and delamination factor was less at 1.1.
Milling conditions are shown in Table 4 (trial number 21 to 25). When

spindle speed was varied from 1950 rpm to 2500 rpm, the machining forces
were drastically increased from 32.8N to 34.1N in tool advancement before
chips were removed from the milled area.
It was difficult to obtain shear deformation to remove the chips away

from the surface at low rake angle tool-1 with increased machining
force (34.1N).
Inter-laminar shear forces were observed at fiber matrix interface due to

high compressive machining forces in tool advancement mechanism. Severe
damages were seen, namely bending of fibers, bending, matrix cracks and
delamination. Figure 6c shows surface failures, such as matrix crack and
fiber breakage.

Conclusion

The current study is focused on the tool performances and effect of input
process parameters on milling surface quality of GFRP compos-
ite laminates.

1. The cutting mechanism was influenced by spindle speed and
tool geometries.

2. The machined surface quality was significantly influenced by tool angles
and spindle speeds. The following were noted:
� Moderate spindle speed of 1950 rpm generated machining force

around 23.5 N for improved surface quality.
� Neither lower spindle speed at 690 rpm nor higher spindle speed at

2500 rpm is recommended for desirable machined surface quality.
� Higher tool rake angled, and clearance angled tool-5 is recom-

mended for better performance i.e., minimal surface damages.
� Lower tool rake angled and clearance angled tools (tool-1, 2, 3, and

4) did not provide attractive results.
3. The SEM evaluation based on milling surface quality of GFRP compo-

sites at different phases are described below.
� Milling conditions of spindle speed at 1950 rpm, feed rate 120mm/

min, and depth of cut 3mm with tool-5 helped to avoid thermo-
mechanical failures and minimized machined surface damages.

� More surface damages were noted, when milling with low rake and
clearance angled tools (tool-1, 2, 3, and 4).
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4. Varying of other factors, such as work piece characteristics (fiber vol-
ume fraction, fiber ply orientation, properties of work piece material)
and conditions may be influenced results related to desirable machined
surface quality.

5. Further investigations in these directions could lead to established ISO
standardization.

Nomenclature

GFRP glass fiber reinforced polymer
FRP fiber reinforced polymer
CFRP carbon fiber reinforced polymer
SMC sheet mold compound
CVD chemical vapor deposition
PVD physical vapor deposition
Fx feed force
Fy cutting force
Fz thrust force
FR resultant force
Fm machining force
Ra surface roughness
FD delamination factor
WMax width of the slot after machining in mm
W actual width of the slot in mm
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Influence of Post-heat Treatment on Friction
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The effect of post-aging treatment on the evolution of microstructure and the properties of silicon carbide-
reinforced AA7075 surface composite manufactured by friction stir processing (FSP) were explored in this
study. For this purpose, FSPed surface composites were subjected to aging treatment at 150, 180, and
210 �C for 8 and 16-h duration. The microstructure and properties such as microhardness and wear
resistance were evaluated after aging treatment. The results showed that the grain refinement and
homogenous distribution of SiC in matrix together with the precipitation strengthening enhanced the
properties of FSPed surface composites. Hardness was found to be decreased at higher aging temperature
and duration, due to the abnormal grain growth and the formation of stable precipitated particles in the
microstructure. Surface composite samples age-treated to 180 �C for 8 h, and 150 �C for 16 h have
exhibited good wear resistance and frictional characteristics. This study demonstrated that the FSP process
combined with aging treatment had a significant influence on the microhardness and wear resistance of
AA7075/SiC surface composite.

Keywords AA7075/SiC surface composite, Aging treatment,
Friction stir processing, Microstructure,
Microhardness, Wear resistance

1. Introduction

The most widely used structural materials are aluminum
alloys because of their excellent properties. Among aluminum
alloys, AA7075 alloy is preferred in aerospace and automobile
industries owing to its high-strength-to-weight ratio (Ref 1-3).
It is also sensitive to aging heat treatment; therefore, it can be
strengthened by the precipitation hardening mechanism (Ref 4).
However, they exhibit poor surface characteristics which
restricted their use in several tribological applications (Ref 5).
In the past few years, many research attempts have been made
for improving surface properties of aluminum alloys, and they
suggest processes like reinforcing the surface with hard
particles and grain refinement methods. Among the various
grain refinement methods mentioned in the literature, friction
stir processing (FSP) gained popularity, as it can be effectively
used to improve the surface characteristics of aluminum alloys
by refining grain by dynamic recrystallization mechanism (Ref

6-8). It has been demonstrated that the surface properties of
FSPed aluminum alloys can also be enhanced by reinforcing
the microstructure with ceramic particles like aluminum oxide
and silicon carbide (Ref 9, 10).

The post-heat treatment process has been performed by
many investigators to further improve the mechanical proper-
ties of the aluminum alloy after FSP (Ref 11-13). Enhancement
in the properties was ascribed to grain boundary hardening and
precipitate hardening mechanisms (Ref 14). It has been
reported that the post-aging process after FSPed aluminum
alloy increased the hardness due to the existence of
metastable precipitates and their pinning effect at the grain
boundaries (Ref 15-17). The number of metastable precipitates
was found to increase with the increase in the aging duration
which was accountable for the increase in strength (Ref 18).

Recent researches have proposed the possibility of combining
the effect of reinforcement and heat treatment such as annealing
and artificial aging for improving the properties of the surface
composite produced by the FSP process (Ref 19-27). The
improvement in the properties such as hardness, wear resistance,
and thermal stability of post-heat-treated FSPed aluminum
surface composite was achieved due to the combined effect of
inhibition of grain growth, the existence of reinforcement
particles and the formation of fine precipitates in the microstruc-
ture. Owing to the advantages of post-heat treatment after FSP, a
detailed study is required to explore the effect of post-heat
treatment on the properties of FSPed aluminum alloy surface
composite. Thus far, no research work has been performed to
investigate the effect of post-aging treatment on the properties of
FSPed AA7570/SiC surface composite. In our previous work
(Ref 28), the microhardness and the wear resistance of AA7570
alloywere enhanced by incorporating SiC particles on the surface
by the FSP process and successfully optimized the processed
parameter. The present study focuses mainly to study the
outcome of post-aging heat treatment on the mechanical and
tribological properties of the FSPed AA7570/SiC surface
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composite. Post-aging treatment was performed with different
temperatures and durations, and their effects were systemically
analyzed by examiningmicrostructure evolution,microhardness,
and wear resistance of the surface composite.

2. Experimental Procedure

In this study, rolled plates of age-hardenable AA7075-T651
alloy having dimensions of 150 9 50 9 6 mm were selected
as the base metal. Silicon carbide (SiC) particles with an
average size of 37 lm and a density of 3.21 g/cm3 were
selected as reinforcing material. SiC particle was preferred as
reinforcement owing to its superior mechanical properties,
corrosion resistance, low density, and good thermal stability
and proved to improve the properties of aluminum and its alloy
(Ref 29-31).

Blind holes of size 2 mm with a depth of 3.5 mm were
drilled and arranged in an array of 2 9 2 mm for placing the
SiC particles. A spacing of 4 mm was provided between the
holes, for the uniform distribution of reinforcing particles.
Along the work piece length of 150 mm, 50 such holes are
made. An automatic vertical milling machine (HMT Ltd.
Pinjore, India) with suitable alteration was used in the
fabrication of AA7075/SiC surface composites. A flat shoulder
FSP tool with a square pin made of an H13 steel tool was used.
The shoulder diameter and the length of the tool were 20 and
100 mm, respectively. The size and height of the square pin
were 6 and 6 mm, respectively. The photograph and the
schematic drawing of the tool are shown in Fig. 1. A pinless
tool made of H13 steel was used for the capping process had a
diameter and length of 20 and 100 mm, respectively. For
concealing the SiC particles in the drilled hole and preventing
them from scattering while FSP, the capping process was
performed with a rotational speed of 560 rpm, a traverse speed
of 25 mm/min, and a plunging depth of 0.3 mm.

After the capping process, AA7075/SiC surface composites
were made with a single-pass FSP with the rotational speed,
traverse speed, and tilt angle of 1125 rpm, 50 mm/min, and 3�,
respectively. These parameters were chosen based on the
previous study by authors (Ref 28) that optimized these
parameters for enhancing the tribological properties of
AA7075/SiC surface composites. During FSP, 8 KN of axial
load and 15 s of initial dwelling period were maintained. To
avoid the defects like tunneling and voids in the stir zone (Ref

32), FSP was performed with 0.24 mm shoulder penetration
depth. Through this process, surface composite with 10%
(vol%) SiC was produced. Calculation of volume percentage of
reinforcement is provided in Appendix A. After the FSP
process, six samples of the surface composite were subjected to
the artificial aging process. As the solidus temperature of
AA7075 is 477 �C, artificial aging was performed below this
temperature. According to the literature (Ref 17), the artificial
aging of FSPed surface composite specimen was done. First,
the specimen was heated to an elevated temperature and
maintained at that temperature for the specified aging time for
the formation of the precipitate particles. After the aging time,
the specimen was cooled to room temperature in the air. The
aging temperatures and time durations selected in this study are
presented in Table 1. After the aging process, the samples were
cooled to room temperature inside the furnace.

Microhardness was measured with a neighboring indenta-
tion distance of 0.5 mm along the transverse section of each
surface composite sample using the Vickers microhardness
tester (VH-IMDX). Specimens with dimensions of
10 9 10 9 6 mm were used for microhardness test. Hardness
measurement was taken according to ASTM E-384 with a load
of 500 g and a dwelling time of 20 s. At each location,
hardness was measured three times and the average value was
considered for hardness data. The wear test was conducted on
specimens having dimensions 25 9 5 9 6 mm according to
ASTM-G99 using the pin-on-disc tester (DUCOM). The wear
test was conducted for 300 s at room temperature in dry
conditions. A disc made of hardened chromium steel was used
as a counterface. The track diameter of 120 mm, a sliding speed
of 175 rpm, and a normal load of 30 N were used during the
wear test. The specimens used for microhardness and wear test
were machined from the surface composite using wire EDM
process. To examine the microstructure and to observe the SiC

Fig. 1 Photograph and the dimension of FSP tool (all dimensions are in mm)

Table 1 Artificial aging process schedule for AA7075/SiC
surface composite

Sample designation Temperature, �C Time, Hrs

150/8 150� 8
150/16 150� 16
180/8 180� 8
180/16 180� 16
210/8 210� 8
210/16 210� 18
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distribution on the stir zone surface, a scanning electron
microscope (JSM-6330) with built-in energy-dispersive spec-
troscopy (EDS) was used.

3. Results and Discussion

3.1 Microstructure

Figure 2 presents the microstructure at the stir zone surface
of the FSP samples after artificial aging treatment at different
temperatures and times. Homogeneous distribution of SiC
particles without any traces of agglomeration was observed in
the matrix of all the FSP samples. Interestingly, ring-shaped
white spots were noticed in the microstructure. These white
rings were found to increase with the increase in aging
temperature and time. They were analyzed by EDS, and the
spectrum and the element composition are presented in Fig. 3.
EDS result indicated the formation of precipitates. During the
early phase of the artificial aging process, the precipitates of
MgZn2 formed along the grain boundaries help to prevent the
dislocation movement and thereby improve the strength of the
7075 aluminum alloy by precipitation strengthening mecha-
nism (Ref 4, 15, 33, 34). When the aging temperature and time
are increased further, these precipitates grow in size and get
increased in volume fraction, thus enhancing the precipitation
strengthening.As seen in Fig. 3, when the alloy over-aged at a
temperature of more than 180 �C, these precipitates are
incoherent with the matrix material and they became ineffective
in resisting the dislocation movement. This leads to the
reduction in the strength of the 7075 aluminum alloy (Ref 12,
18, 35).

3.2 Microhardness

The effect of aging treatment on the microhardness at base
metal, thermomechanically affected zone (TMAZ), heat-af-

fected zone (HAZ), and stir zone (SZ) of artificially aged
samples in comparison with the non-aged FSP sample is
pictorially shown in Fig. 4. In all the cases, microhardness was
found to be lesser in the base metal, whereas it was increased
gradually from HAZ and reached a high value at the stir zone.
The lower hardness at HAZ and TMAZ is attributed to the grain
growth that occurred during FSP. The maximum hardness of
125 Hv was obtained at the stir zone when the aging treatment
was performed at 180 �C for 8 h.

The microhardness profile of the FSP samples after the
artificial aging process conducted at various temperatures for 8
and 16 h is shown in Fig. 5(a) and (b), respectively. These
figures show that the values of hardness across the transverse
section of the FSP samples vary depending on the selected
artificial aging temperature and duration. The microhardness
profiles of all the samples showed a general increase in
hardness at the stir zone when compared to the other zones. The
fine grains formed owing to dynamic recrystallization and the
presence of uniformly distributed SiC particles are responsible
for the increase in hardness at the stir zone. At 8-h aging
duration (Fig. 5a), as the aging temperature increased, hardness
increased initially up to 180 �C and then decreased. For 16 h of
aging duration (Fig. 5b), the hardness at the stir zone tends to
decrease with the increase in aging temperatures considered in
this study. At the higher aging duration, the hardness increases
by the formation of fine precipitates as explained earlier. At
higher aging temperature and duration, hardness decreased
because of the occurrence of over aging. Over-aging normally
occurs for AA7075 alloy beyond 180 �C. Hence at 180 �C,
microhardness reached the highest value. Beyond 180 �C (i.e.,
210 �C), over-aging occurred which resulted in abnormal grain
growth and an increase in the precipitated particles (Ref 11, 36).
It was reported elsewhere (Ref 12) that increase in aging time
and temperature results in over-aging, which caused the
decrease in hardness. As the aging time increases, the
precipitation formation becomes more prevalent, resulting in

Fig. 2 Surface microstructure of stir zone of the FSP samples obtained at different aging temperatures and times (magnification: 500X, Scale:
100 lm)
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the hardness reduction of the aluminum alloy. Even though
reinforcing particles are present in the microstructure, due to
high aging temperature they could not effectively increase
pinning force for restricting the grain growth (Ref 37).

4. Wear Characteristics

Figure 6(a) and (b) presents the variation of specific wear
rate with time for different FSP samples aged at 8 and 16 h,
respectively.

From Fig. 6 (a) and (b), it was evident that the specific wear
rate of all the age-treated FSP samples gradually increased as
the time duration of the wear test increased. Among the age-
treated FSP samples, samples aged to 180 �C for 8 h and 150
�C for 16 h have exhibited lower wear rate. These two samples
had higher microhardness because of the reasons explained
earlier. The hardened surface of the samples permitted less
plastic deformation due to the SiC reinforcement, grain
refinement, and the formation of hard precipitates in the matrix.
All these phenomena resulted in lower wear rate. However, as
the time duration of the wear test increased, there was a
frictional heat generation at the interface which caused the

Fig. 3 Result of the EDS analysis on 210/8 FSP specimen showing the spectrum and the elemental composition

Fig. 4 Average microhardness at different zones of the aged and non-aged FSP samples
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thermal softening of the surface. As a consequence of this, there
was an increase in wear rate with time.

Figure 7(a) and (b) represents the variation of friction
coefficient with sliding time of the age-treated FSP samples for
8 and 16 h, respectively, under sliding wear test. The average
coefficient of friction at each temperature for 8 and 16 h is
presented in Table 2. The coefficient of friction was found to be
fluctuating over the entire time duration of the test for all the
FSP samples. These fluctuations may have resulted from the

variation of contact surface area between FSP samples and the
disc counterface of the wear tester due to the presence of SiC
reinforcement and the precipitates in the matrix. From Fig. 7(a)
and (b) and Table 2, it was clear that samples with high
microhardness, namely 180/8 and 150/16, have shown lower
wear rate and coefficient of friction. Hence, it can be concluded
that these samples have good wear resistance and frictional
characteristics.

Fig. 5 Variation of the microhardness of FSP samples at different aging temperatures for (a) 8 h and (b) 16 h

Journal of Materials Engineering and Performance



5. Conclusions

The effect of post-aging heat treatment on the mechanical
and tribological properties of the FSPed Al7570/Sic surface
composite was studied in this research work. The influence of
temperature and duration of the aging process were analyzed by
examining microstructure, microhardness, and specific wear
rate of the surface composite. The research findings are as
follows:

1. Homogeneous distribution of SiC particles was observed
in the microstructure of all the FSP samples without any
traces of agglomeration.

2. EDS analysis revealed that the artificial aging process
performed after FSP formed MgZn2 precipitate along the
grain boundary.

3. The microhardness and wear resistance of AA7075/SiC
surface composite are improved by the particle strength-
ening and precipitation strengthening mechanisms.

Fig. 6 Variation of specific wear rate with time of the FSP samples aged at different temperatures for (a) 8 h and (b) 16 h
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4. At 8 h of aging, hardness increases up to 180 �C due to
the formation of fine precipitates.

5. At higher aging temperature and duration, hardness de-
creased because of the abnormal grain growth and the for-
mation of stable precipitated particles in the microstructure.

6. FSPed AA7075/SiC surface composite samples age-trea-
ted to 180 �C for 8 h and 150 �C for 16 h have exhibited
good wear resistance and frictional characteristics. This is
attributed to the SiC reinforcement, grain refinement, and
the formation of hard precipitates in the matrix.

Fig. 7 Variation of coefficient of friction for (a) 8 h and (b) 16 h of age treatment
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Appendix

Volume fraction of reinforcement in FSP can be easily
calculated by taking the volume of the base metal on which
FSP is to be performed (without holes) as the total volume.
Then, the volume fraction of reinforcement can be calculated as
the sum of the volume of holes divided by total volume. In this
research work, blind holes of size 2 mm were drilled arranged
in an array of 2 9 2 mm with a depth of 3.5 mm. Fifty such
holes are made along the work piece length of 150 mm. Total
volume of all holes are 549.78 mm3. Volume of the base metal
on which FSP was done is 150 9 6 9 6 mm = 5400 mm3.
Hence, the volume percentage of the reinforcement is calcu-
lated as follows:

Volume percentage of the reinforcement

¼ Total volume of holes=Volume of the baseð
metal on which FSP was doneÞ � 100

¼ 549:78=5400ð Þ � 100

¼ 10:18% Approx: as 10%ð Þ
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Abstract: The two most frequently heard terms in the mining industry are safety and production.
These two terms put a lot of pressure on blasting engineers and crew to give more while consuming
less. The key to achieving the optimum blasting results is sophisticated bench analysis, which must
be combined with design blast parameters for good fragmentation and safe ground vibration. Thus,
a unique solution for forecasting both optimum fragmentation and reduced ground vibration using
rock mass joint angle and blast design parameters will aid the blasting operations in terms of cost
savings. To arrive at a proper understanding and a solution, 152 blasts were carried out in various
mines by adjusting blast design parameters concerning the measured joint angle. The XG Boost,
K-Nearest Neighbor, and Random Forest algorithms were evaluated, and the XG Boost outputs were
shown to be superior in terms of Mean Absolute Percentage Error (MAPE), Root Mean Squared
Error (RMSE), and Co-efficient of determination (R2) values. Using XG Boost, the decision-tree-based
ensemble Machine Learning algorithm that uses a gradient-boosting framework and a simultaneous
formula was developed to predict both fragmentation and ground vibration using joint angle and the
same set of parameters.

Keywords: rock joints; drones; XG Boost; fragmentation; PPV

1. Introduction

The use of explosive energy in blasting affects both rock fragmentation and induced
ground vibration. Rock movement may be desired, and manifests in amuck profile suitable
for the loading equipment. The complete and proper utilization of explosive energy is the
main objective in this process; energy used in achieving proper fragmentation automatically
reduces negative aspects such as ground vibration. Positive blast results can be obtained
by equalizing the energy of the explosive to the strength of the rock, optimum design
parameters, and geospatial positioning of the blast holes.

There are many equations in blasting to make use of explosive energy properly to
yield a safe and effective blast, but most formulas are designed based on controllable
parameters such as burden, spacing, bench height, hole diameter, stemming, decking, firing
pattern, and quantity of explosive, etc. Many researchers have revealed that uncontrollable
parameters such as joints and bedding planes, rock compressive and tensile strengths also
significantly affect the performance of the blast in terms of fragmentation and ground
vibration. The daunting task of any blasting engineer is to ensure that the selected blast
design parameters meet all post-blast requirements and the targeted fragmentation of an
enterprise. Blast-induced ground vibrations are a major issue to be tackled.

The presence of geological discontinuities in a rock mass can significantly influence
both rock fragmentation and ground vibration [1–3]. Joints are among the most common
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defects in the rock mass and are also defined as planes of weakness. Jointed rock gives
poorer fragmentation than un-jointed rock, as stress waves dissipate and gases escape
from joints and create an imbalance in attenuation and produce uneven fragmentation [4].
Likewise, rock joint angles have a substantial impact on shockwave propagation post
blasting [5]. There is a pronounced impact of joint orientation on mean fragmentation size
and ground vibration [6–10]. Good fragmentation is obtained when the orientation of the
free face is parallel to and on the dip side of the principle joint planes [11,12]. Similarly,
the rate of attenuation depends on the incidence angle of the joint face [13–15]. Usually, a
joint angle of 90◦ generates the very fast attenuation of stress wave [16]; however, with an
increase in joint angle, the attenuation rate of vibration velocity increases and decreases the
efficiency of fragmentation. Thus, alteration in joint angle has a potential effect on the blast
results [10,17]. Joint intensity also influences blasting results [16].

Blast design parameters such as spacing burden ratio, firing pattern, and explosive
quantity pose a substantial impact on both rock fragmentation and ground vibration [17].
Poor blast design results in desensitization of explosives and detonator damage [18]. Ge-
ological aspects such as open joints, discontinuities, and voids are the cause behind the
premature detonation and detonator damage due to the merging of side-by-side blast holes;
in the case of surface, blasting would explain the cause–effect relationship. Similarly, exces-
sive burden results in fly rock; therefore, burden and/or spacing of the decks should be
sufficient to avoid the risk of fly rock and over ground vibrations. According to thumb rules,
considering a minimum 8 to 25 ms delay between charges in the same row and between
rows prevents blast shock overlap and could result in fewer ground vibrations [18].

A firing pattern provides a synchronized opportunity for the explosive charges to
exercise their combined effect. Thus, firing pattern provides a free face, to the upcoming
blast holes in some order, with the blast progression. A firing pattern determines the
movement and direction of the rock throw. The firing pattern reflects a substantial effect
on twin products of blasting, i.e., fragmentation and ground vibration. During the blast
trials, it was observed that the V pattern had better fragmentation, probably due to in-flight
collision between broken rock fragments [18]. Analogously, investigations found that firing
patterns can significantly influence and govern both fragmentation and ground vibration
results [19].

Soft computing approaches such as self-learning, adaptive recognition, and nonlinear
dynamic processing can substantially aid in the resolution of intractable and perplexing
geotechnical problems [20–26]. Many researchers have employed artificial intelligence-
based algorithms such as ANN, FIS, GEP, Regression, XG Boost, Random Forest, AMC,
and K-NN to solve and predict rock fragmentation and resultant ground vibration [27–30].
Nevertheless, none of these models have delivered a unique formula for predicting frag-
mentation and ground vibration using joint angle and blast design parameters, so an
attempt has been made by the authors in this direction.

Two models—FIS, an artificial intelligence approach, and regression—were developed
to forecast rock fragmentation using 415 blast design datasets in an Iranian mine and the
research indicated that the FIS model performed well in predicting results [23]. Similarly,
various methods showed that models can accurately forecast rock fragmentation based on
input factors such as burden, spacing, and explosive quantity, among others [31]. Analo-
gously, the Gene Expression Programming (GEP) model was used to predict Peak Particle
Velocity (PPV) in Malaysian mines. A total of 102 datasets of blast design parameters
such as burden-to-spacing ratio, stemming, hole-depth, a maximum charge per delay,
and powder factor were fed into the trained model, and the GEP produced good R2 and
Random Mean Square Error (RMSE) metrics and predicted well [32]. On 93 blasts of data,
algorithms such as SVM, XG Boost, Random Forest, and K-NN were employed, and the
results showed that XG Boost predicted the closest PPV value among all of them [33,34].
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Objectives

The main objectives of the research are to predict the ground vibration and fragmenta-
tion using tools such as XG Boost, K-Nearest Neighbor, and Random Forest algorithms.

2. Materials and Methods
2.1. Predictability and Assessment of Blast Results

Traditionally, the blast results are assessed mostly after observing the muck profile
and the fragments by way of estimation. After the excavator handles the blast material,
the time taken for handling the material is noted, too; the rock fragments that are too
difficult to handle are kept aside. Thus, the post-blast analysis is not properly quantified,
and is prone to error, due to non-standard methods used. Nowadays, in mining, Artificial
Intelligence (AI) and Machine Learning (ML) are being used for quick and accurate analysis.
STRAYOS software is used for the analysis of the video input of the blast area, producing
a joint pattern after analysis. Fragmentation is analyzed through STRAYOS software and
O-PITBLAST software is used in designing the blast.

2.2. A Brief of the Mine and Blast Site

Opencast mine I of Ramagundam III Area, Singareni Collieries Company Limited,
Telangana, India is the mine where the studies were conducted. Figures 1–3 shows the
site location on an Indian map, its Google map position, and experimental overburden
benches.The mine was previously worked through underground methods but later was
converted to an opencast mine. In the study area, overburden benches were 12 m high.
Rock strata are comprised of sandstone and alluvium soil. The average density of sandstone
was 2.3 g/cc.

a. Identification of bench structural geo-property through UAV:

For the reconfiguration of the new blast design, extensive work was under taken to
determine the rock condition and joint intensity. DJI Mavic Unmanned Aerial Vehicle
(UAV) was used to detect joint planes.

The UAV was capable of capturing and recording photos and videos at 4K resolution.
It can run for 25 min in the air with a single battery charge and weighs 258 g. Calibration
was performed to fix signal problems, allowing for a better take-off of the drone placed on
the helipad shown in Figure 4a, as well as the bench scanning test shown in Figure 3.

The drone operated with mobile application LITCHI in FIRST-PERSON VIEW (FPV)
mode with 18 satellite signal poles, as shown in Figure 4b.

The UAV flew through the bench range at a height of 100 feet, with a 75 percent
overlap. To get error-free images, the camera angle was set to 45 degrees so as to focus on
the bench’s top edge and the beginning of the bench floor. In order to maintain accuracy, at
least four to five images were taken at the same time in order to generate multiple point
cloud data for use in STRAYOS software to generate a 3D model. In total, 580 photos were
captured from 1 de-coaled,2B seam, 3A coal seam, and 3A de-coaled.

b. Geo–technical properties of the site:

To design blasts in O-PITBLAST SOFTWARE, geo-rock attributes are required. To
complete the task, rock samples were collected from each proposed site and tested in
a laboratory. Table 1 shows the results of various tests, such as uniaxial compressive,
Young Modulus, and Poisson’s tests. The average mineralogical composition of sandstone
was calcite 43–50%, quartz 14–18%, feldspar 13–15%, and the remaining 20–25% in a
combination of clay, mica, and dolomite.
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Figure 1. (a,b) Indian Map and Google Earth image indicating Ramagundam mines.

2.3. AI Tools for Rock Characterization

STRAYOS, Artificial Intelligence (AI)-based software has been used to analyze joint
intensity and joint pattern at the target bench. Images of rock joints are analyzed repeatedly
to see if characteristic patterns can be found in the picture data.

Joints in rock mass break the propagation of blast waves; hence, fragmentation may
be affected. Under certain circumstances, there may not be any back-break or over-break,
and fragmentation may be aided by joints, improving overall performance. There may be
excessive sapling towards free faces at joints when rock is weak and explosive gases give
a push effect without actually shattering them. Because of this complex relationship, the
characterization of bench cracks is important for designing the spatial disposition of blast
holes and the placement of decks.
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STRAYOS Software requires a minimum of 10 drone photographs to create a 3D model.
When data is successfully fed into the software, the interface displays a 3D model of a
bench, as shown in Figure 5. After enabling different clusters suggested by software with
the aid of AI, planes and lines will be visible on a 3D bench. Lines and planes are two ways
in which the software helps the user to analyze discontinuities. When the cluster lines and
planes option is activated, the DIP direction, STRIKE direction, and DIP angle of joints on
the bench can be identified. A wire-framed bench with lines is shown in Figure 6. Table 2
shows the results of using 580-point cloud data to detect joints in four benches.
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Table 1. Averaged values of geo-technical properties of the rock samples.

Mine Name of
Bench

Density,
g/cm3

Uni-Axial
Compressive

Strength, MPa

Young
Modulus,

GPa

Poisson’s
Ratio

Joint Angle,
Degree

Joint
Spacing, m

OC I

1 De-Coaled 2.490 67 22.58 0.290
DIP—48 to 74
STRIKE–110

to 180
0.2–0.49

2A Coaled 2.28 61 31.00 0.156
DIP—27 to 61
STRIKE–94

to 172
0.15–0.76

3A Seam 2.35 52 27.55 0.310
DIP—50 to 84
STRIKE–121

to 179
0.2–0.5

OC II

2B OB Seam 2.28 52 20.65 0.250
DIP—34 to 85
STRIKE–120

to 183
0.23–0.49

1B OB Seam 2.41 71 21.67 0.356
DIP—52 to 73
STRIKE–121

to 175
0.39–0.51
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Table 2. Model training and testing datasets.

S.No

Spacing
Burden
Ratio

(Se/Be), m

Total
Explosive,

kg

Firing
Pattern

Joint Angle,
Degree Fragmentation PPV MaximumCharge/Delay,

Kg

Training Data (80%) 118 Samples
1 1.3 7425 1 86 0.67 5.33 200
2 1.2 10,125 1 83 1.4 5.29 195
3 1.3 8100 1 85 0.91 4.94 187
4 1.3 8230 2 85 1.2 4.56 180
5 1.3 8100 3 80 0.89 5.15 195
6 1.3 8100 1 74 0.55 4.79 186
7 1.3 5670 3 86 0.55 3.91 155
8 1.2 5690 1 31 0.45 3.8 140
9 1.3 8100 2 84 0.97 4.61 180
10 1.3 5130 1 90 0.44 3.21 145
11 1.3 7100 1 39 0.38 2.8 125
12 1.3 5940 3 38 0.31 2.21 122
13 1.2 6110 3 90 0.88 3.52 145
14 1.3 7290 3 82 1.1 3.78 149
15 1.3 4500 3 46 0.91 3.94 146
16 1.3 6210 2 85 1.2 3.96 158
17 1.3 5940 1 86 0.82 4.51 180
18 1.3 6615 3 36 0.47 3.55 141
19 1.3 6210 3 80 0.56 2.9 128
20 1.2 6885 2 41 0.33 4.18 148
21 1.3 7290 1 29 0.97 5.39 210
22 1.3 5400 1 90 0.38 2.55 120
23 1.3 4995 3 80 0.38 2.03 130
24 1.3 6210 3 35 0.34 2.85 110
25 1.3 6480 3 85 0.57 4.11 145
26 1.3 9280 3 45 0.56 3.96 170
27 1.4 7020 3 68 0.91 4.21 195
28 1.2 6000 1 38 0.34 4.9 120
29 1.3 7420 2 78 0.45 4.54 180
30 1.2 7290 3 75 0.65 4.28 185
31 1.3 7105 2 88 0.35 3.7 145
32 1.3 5940 3 35 0.44 3.26 147
33 1.3 7020 2 90 0.97 3.5 142
34 1.3 5265 3 84 0.29 2.11 135
35 1.3 4725 3 86 0.38 1.85 119
36 1.3 5670 1 77 0.33 1.49 121
37 1.3 5240 1 91 0.39 3.11 155
38 1.3 7132 1 37 0.36 2.9 115
39 1.3 5940 3 36 0.333 2.2 150
40 1.2 6110 3 90 0.88 3.52 165
41 1.3 7290 3 82 1.1 3.78 135
42 1.3 4500 3 46 0.91 3.94 125
43 1.3 6220 2 84 1.19 3.86 125
44 1.3 5940 1 86 0.82 4.51 185
45 1.3 6615 3 36 0.47 3.55 130
46 1.3 6210 3 80 0.56 2.9 130
47 1.2 6886 2 42 0.34 4.19 175
48 1.3 7290 1 29 0.97 5.39 195
49 1.3 5401 1 93 0.36 2.32 130
50 1.3 4995 3 80 0.366 2.08 123
51 1.3 7420 2 78 0.42 4.57 186
52 1.2 7290 3 74 0.64 4.31 178
53 1.3 7105 2 88 0.35 3.7 160
54 1.3 5940 3 35 0.44 3.43 150
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Table 2. Cont.

S.No

Spacing
Burden
Ratio

(Se/Be), m

Total
Explosive,

kg

Firing
Pattern

Joint Angle,
Degree Fragmentation PPV MaximumCharge/Delay,

Kg

55 1.3 7425 1 86 0.67 5.33 210
56 1.2 10,222 1 80 1.5 5.2 198
57 1.3 8100 1 85 0.91 4.94 190
58 1.3 8230 2 85 1.2 4.56 187
59 1.3 8100 3 80 0.89 5.15 200
60 1.3 8100 1 74 0.55 4.79 195
61 1.3 5120 1 91 0.44 3.3 155
62 1.3 7100 1 39 0.38 2.8 135
63 1.3 5940 3 38 0.31 2.21 128
64 1.2 6110 3 90 0.88 3.52 175
65 1.3 7290 3 82 1.1 3.78 179
66 1.2 6110 3 90 0.88 3.52 160
67 1.3 7260 3 82 1.1 3.78 178
68 1.3 4500 3 45 0.92 3.9 184
69 1.3 6210 2 85 1.2 3.96 185
70 1.3 5940 1 86 0.82 4.51 190
71 1.25 7230 3 79 1.1 4.26 179
72 1.25 7110 3 78 0.92 3.41 160
73 1.25 8222 3 55 1.5 5.2 195
74 1.25 8900 3 57 0.98 3.22 139
75 1.3 8240 3 89 1.6 4.56 185
76 1.25 8500 3 51 0.77 3.78 170
77 1.3 9500 3 54 0.55 4.67 185
78 1.2 8125 1 60 1.5 5.29 210
79 1.3 8100 1 82 0.91 4.94 190
80 1.3 8230 2 59 1.2 4.56 183
81 1.3 7880 3 69 1.2 2.5 125
82 1.3 8100 1 74 0.55 4.79 170
83 1.3 7688 3 72 0.85 4.2 160
84 1.2 5690 1 70 1.3 3.9 145
85 1.3 8100 2 58 0.97 4.61 165
86 1.3 6130 1 90 1.2 4.23 155
87 1.3 7555 1 42 1.1 2.1 122
88 1.3 5988 3 57 0.31 4.21 170
89 1.2 6121 3 94 0.88 2.33 143
90 1.3 7356 3 59 1.1 2.31 137
91 1.3 4200 3 46 0.99 2.67 150
92 1.3 6345 2 73 0.89 5.1 205
93 1.3 5789 1 86 0.99 3.6 138
94 1.3 6618 3 42 0.59 3.22 137
95 1.3 6220 3 81 0.73 2.9 132
96 1.2 6845 2 57 0.99 4.18 176
97 1.3 7256 1 77 0.73 4.5 182
98 1.3 5400 1 55 0.92 2.9 135
99 1.3 4998 3 34 0.67 1.2 110

100 1.3 6240 3 54 0.34 1.66 115
101 1.3 6480 3 67 0.57 1.59 112
102 1.3 8956 3 34 0.69 2.33 129
103 1.4 7455 3 54 0.8 2.41 132
104 1.25 6890 1 60 0.82 4.9 194
105 1.35 4789 2 87 0.45 4.54 185
106 1.25 6800 3 89 1.33 3.55 155
107 1.32 8905 2 87 0.57 3.41 145
108 1.32 6000 3 56 0.78 2.2 132
109 1.25 6800 2 74 0.97 2.78 143
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Table 2. Cont.

S.No

Spacing
Burden
Ratio

(Se/Be), m

Total
Explosive,

kg

Firing
Pattern

Joint Angle,
Degree Fragmentation PPV MaximumCharge/Delay,

Kg

110 1.25 6580 3 35 0.99 2.57 137
111 1.25 5890 3 46 0.78 1.85 125
112 1.25 6001 1 45 0.68 1.56 120
113 1.3 5240 1 67 0.39 3.14 139
114 1.2 7800 1 54 0.79 2.2 120
115 1.3 6570 3 58 1.4 2.2 123
116 1.2 6777 3 43 1.2 3.52 145
117 1.3 7833 3 56 1.45 3.78 155
118 1.3 6544 3 45 1.28 3.33 139
119 1.3 8000 2 423 1.23 3.66 134

Testing Data (20%) 28 Samples
120 1.31 7665 1 32 0.82 3.51 144
121 1.31 6502 3 69 0.61 3.55 149
122 1.35 6300 3 80 0.72 2.9 132
123 1.26 6211 2 42 0.34 3.61 155
124 1.36 6733 1 29 0.97 3.87 145
125 1.36 7500 1 69 0.66 2.32 130
126 1.36 6744 3 80 0.59 2.08 127
127 1.3 6500 2 48 0.71 3.6 145
128 1.2 7580 3 74 0.64 3.91 156
129 1.3 6900 2 56 0.77 3.7 155
130 1.3 5900 3 50 0.53 3.43 140
131 1.3 7425 1 48 0.89 3.74 155
132 1.2 10,222 1 92 1.5 3.88 158
133 1.3 8100 1 60 1.1 4.94 195
134 1.36 8900 2 778 1.2 4.56 190
135 1.3 8700 3 92 1.21 3.61 155
136 1.3 8600 1 74 1.25 2.24 135
137 1.3 5120 1 91 0.44 3.3 148
138 1.3 7300 1 68 0.28 2.8 148
139 1.36 6400 3 89 0.51 2.21 132
140 1.25 6500 3 83 0.88 3.52 151
141 1.35 7300 3 79 1.1 3.78 159
142 1.25 6544 3 69 0.88 3.52 151
143 1.35 7559 3 82 1.1 3.78 155
144 1.3 5200 3 45 0.32 3.9 160
145 1.3 6300 2 85 0.43 3.96 163
146 1.3 6400 1 86 0.82 4.51 192
147 1.25 7111 3 79 0.31 3 142
148 1.25 7390 3 66 0.92 3.22 157
149 1.25 7890 3 56 0.27 2.67 132
150 1.25 8234 3 87 0.98 3.22 142
151 1.3 8240 3 34 0.46 4.56 179
152 1.25 8221 3 45 0.77 3.78 155

2.4. Blast Modeling Using Software

A 12 m bench with SME explosive was designed with alternative decking at 0.5 m,
2.5 m, and 1 m and was fired with a V pattern in the presence of joints, as shown in Figure 7.
By a manual method it is difficult to include all of the parameters; therefore, computer
software called O-PITBLAST SOFTWARE was used for designing the blast round. Similarly,
blast check and charging-checking are shown in Figure 8a,b.
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2.5. Blast Experimentation

1. The four OB benches chosen for experimentation were 1 de-coaled, 3A coal seam,
and 3A de-coaled with bench heights of 12 m, 10.5 m, 11 m, and 9.5 m, respectively.
Because the mine was previously worked underground, there was a high risk of
disturbances in strata and induction of cracks. To address this issue, benches were
initially cleaned to a depth of 0.3 m for improved visibility and identification of cracks
and joint planes, as shown in Figure 9a,b.
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Figure 9. (a,b) Bench leveling and preparation for drilling.

2. The joint planes of the benches were identified by STRAYOS software and marked
with white powder on the bench top surface to avoid the seizing-up of drilling bits in
joints and to have a reference in deciding blast pattern and connections, as shown in
Figure 10. Table 1 shows the design burden and spacing values in the O-PITBLAST
that yielded good predicted results. The drill bit diameter was 150 mm, which was
adequate for the existing bench height, burden, and spacing, and the drilled holes are
shown in Figure 11.
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A total of 152 blasts were performed to determine the effect of Se/Be ratio, total
explosive quantity, and firing pattern on rock fragmentation and ground vibration. In
all these blasts, site mixed emulsion (SME) explosive was used with a booster-nonel
combination, and Down hole delays of 425 and 450 ms were chosen, with hole-to-hole
delays of 17 milliseconds and row-to-row delays of 25 and 42 ms, adopted, respectively,
according to rock conditions. The average explosive quantity was between 45–55 kg and
2 boosters per 1 m of the hole were used.

152 blasts were performed in four phases in 27 benches. The phases are A, B, and C,
as shown below.

Phase A: All blast design parameters were maintained the same, but the firing pattern
was altered with respect to joint angle.

Phase B: All blast design parameters were maintained the same, but the Spacing
Burden Ratio was altered with respect to joint angle.

Phase C: All blast design parameters were maintained the same, but the Explosive
Quantity was altered with respect to joint angle.

2.6. Assessment of Fragmentation

STRAYOS software, with the help of AI, can identify from the orthophotograph the
entire dataset for all the rock sizes. When the border is identified, the rocks within the
border are sorted by diameters. D10, D20 . . . D80, D90 values are generated based on the
concepts of KUZ-RAM and SWEBREC.

The drone flew at a height of 90 feet, with a 90◦ camera angle, i.e., perpendicular to
the ground and with 80% capturing overlap, immediately after the blast at noon over the
blasted muck pile to avoid the settling of dust layer on rock and the shadows, one over
the other.

AI automatically detects the boundary of a muck pile and allows the user to change
the edge points as desired; different rock fragmentation sizes will be marked with dif-
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ferent colors in the configured boundary, as shown in Figure 12a,b. All blasts produced
fragmentation graphs similar to the one shown in Figure 13.
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2.7. Ground Vibration

As shown in Figure 14a, the ground vibration was monitored using NOMIS, an
engineering seismograph. The transducer was attached to spikes and firmly pressed into
the ground surface to maintain direct contact with the earth. The maximum charge per
delay was between 110 and 210 kg, since the distance between the blast location and the
monitoring station remained constant throughout the research. The measuring distance
was 500 m. To establish a precise distance between the blasting site and the monitoring
spot, drone geo-coordinates were used, as shown in Figure 14b. Vibration data produced
by each blast is exported and saved. PPV for longitudinal (R), vertical (V), and transverse
(T) components, vector sum velocity (VS) were reported by the seismograph during the
blasts, as shown in Table 2.
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2.8. XG Boost Regression Algorithm

XG Boost provides a scalable, portable, and Distributed Gradient Boosting Library,
and thus an enhanced method based on gradient boosting decisions [35–37]. XG Boost
model can effectively generate boosted trees, work in parallel, and tackle classification and
regression problems [38]. The optimization of the value of the objective function lies at the
heart of the method. It uses the gradient boosting framework to construct machine learning
algorithms. With parallel tree boosting, XG Boost can handle various engineering issues
quickly and accurately.

Obj (θ)=
1
n ∑n

i L(yi − Yi) + ∑j
j=1 Ω (fj) (1)

L is the training loss function, while Ω denotes the regularization term. The training loss
is used to assess the performance of the model on training data. The regularization term
seeks to regulate the model’s complexity by preventing over-fitting [39]. In the formula, fj
means a prediction coming from the jth tree.

It makes use of gradient (the error term) and hessian to create the trees. Hessian is a
second-order derivative of the loss at the present estimate, which is provided as:

hm(x) =
∂2L(Y, f (x))

∂ f (x)2 (2)

where f (x) = f (m−1)(x) and L is Loss of function

Similarity Score =
(Sumo f residuals)2

(N + λ )
(3)

where λ is the L2 regularization term of weights.
Gain of the root node:

Gain = Le f t similarity + Right similarity − Root similarity (4)

Output Value =
(ΣResiduali)

Σ[ Previous Probabilityi × (1 − Previous Probabilityi)] + λ
(5)

2.9. Random Forest Algorithm

The decision tree method was initially introduced by Breiman [40]. It is popular for
being a reliable non-parametric statistical approach for both regression and classification
issues. It was an ensemble approach for achieving prediction accuracy based on the
outcomes of various trees [41]. RF combines the projected values from each tree in the
forest to provide the best result for each new observation. Each tree in the forest serves as
an important member of the RF’s ultimate decision [42].

Three phases summarize the crux of the RF model for regression:

1. Based on the dataset, generate bootstrap samples that are the number of trees in the
forest (ntree).

2. Create an unpruned regression tree for each bootstrap sample by picking predictors
at random (mtry). Choose the optimal split among those factors.

3. Assemble the anticipated values of the trees to forecast fresh observations (ntree). The
average value of the projected values by each tree in the forest was utilized to solve
the regression problem as well as forecast fragmentation and blast-induced PPV.

The error rate can be obtained from the training dataset in two ways, using out-of-bag
(OOB) and aggregate of OBB.
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K-NN Algorithm

It is a popular approach in machine learning for tackling regression and classification
problems. It was developed by Altman NS [43]. The K-NN method finds the testing point
and classifies it based on its nearest neighbors (k-neighbors). From the training data, the
algorithm teaches nothing. It solely retains the weights of its functional space neighbors.
When anticipating a new observation, it looks for comparable findings and computes the
closeness to those neighbors.

In geosciences, the K-NN algorithm has been widely utilized to predict rock fragmenta-
tion, back break, and ground vibration [33]. KNN primarily employs the weighted average
value of the k-nearest neighbors; the computation begins by calculating the distance be-
tween the uncertain and labeled neighbors using Equation (6), and then the neighbors’
numbers are re-arranged by raising the distance and RMSE using the cross-validation method.
Finally, the average inverse distance between K-Nearest Neighbors will be computed.

D(xtr, xt) = ∑n
i=1 wn(xtr,n − xt,n) (6)

Above n denotes the number of features, xtr,n & xt,n represent the nth feature of training
and testing data, and Wn presents the weight of the nth feature.

3. Results and Discussions

The data in this study were split into two sections: a training dataset and a testing
dataset. The majority of the datasets (about 118 blasting events) are utilized for training,
and the remaining (28 observations) are used for testing. The training dataset is utilized to
create the aforementioned models, as shown in Figure 15. The testing dataset is used to
evaluate the performance of the built models.
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Two statistical metrics, MAPE and RMSE were used in this research to evaluate the
performance of XG Boost, KNN, and Random Forest constructed the models shown in
Figure 15. The most often-used measure for determining the accuracy is the Mean Absolute
Percentage Error. This falls within the category of scale-independent percentage errors,
which may be used to compare series on different scales. Likewise, MSE is used to measure
the degree of inaccuracy in the statistical models. The average squared difference between
observed and expected values is calculated. The MSE equals zero when a model has no
errors and the value rises as the model inaccuracy rises.
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The following equations were used to calculate MAPE and MSE in this study.

MSE =
1
n ∑n

i=1 (yi − Yi)
2 (7)

Here, n represents a number of data points; yi denotes observed values and Yi are the
predicted values. Hence, MSE is the average squared difference between the actual and
predicted value.

MAPE =
100%

n ∑n
t=1

∣∣∣∣ At − Ft

At

∣∣∣∣ (8)

where At denotes the current value and Ft denotes the predicted value. The difference
between them is divided by the actual value of At. This ratio’s absolute value is added for
each projected point in time and divided by the number of fitted points (n).

R2 = 1 −
∑ i

(
yi −

ˆ
y1

)2

∑ i
(

yi −
−
y
)2 (9)

A number of data here represented by n, yi &
ˆ

yi denote the actual and forecasted vales

and
−
y denotes the mean. Metrics such as MAPE, RMSE, and R2 were computed on both

training and testing datasets to evaluate the performance and accuracy of the model to
decide the final algorithm and to develop a formula to predict fragmentation and ground
vibration. The values are presented in Table 3.

Table 3. MAPE, RMSE, and R2 results.

Metric
Type

XG Boost Regression Random Forest KN Nearest

Fragmentation

Training Testing Training Testing Training Testing

MAPE 24 22.5 21.2 20.1 19.2 18.1

RMSE 0.0854 3.873 0.0021 4.221 0.0031 5.321

R2 0.953 0.9125 0.89 0.67 0.9 0.87

Peak Particle Velocity

MAPE 19 18.4 17.5 15.8 16.9 14.32

RMSE 0.0056 2.8890 0.0041 3.78 0.0886 4.88

R2 0.96 0.932 0.79 0.65 0.83 0.72

According to Table 3 and Figure 16, XG Boost algorithms perform well in both frag-
mentation and peak particle velocity based on metric values of MAPE, RMSE, and R2 in
both 80% training and 20% testing data. Fragmentation and peak particle velocity were
measured in the field, and the XG Boost, Random Forest, and KNN models predicted
values using the testing data shown in Figure 17. The predicted values of the XG Boost
model were very close to the measured values of both fragmentation and peak particle
velocity. In this study, the XG Boost regression method was finalized and utilized to forecast
the simultaneous formula for fragmentation and PPV.
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XG Boost Regression

To avoid modeling complexity, two stopping methods, maximum tree depth and n
rounds, were selected in the current XG Boost Regression Model. Choosing significant
numbers for maximum tree depth and n rounds would result in excessive development
of the tree and an over-fitting issue. Therefore, to avoid this problem, the maximum tree
depth was set to 1–3 and n rounds to 50, 100, and 150. A trial-and-error approach was used
with a range of two values to get the best combination of these two parameters. The dataset
was randomly sorted into training (80%) and testing (20%). For the training set, K-fold
cross-validation was used to determine the optimum model parameters. The training set
was divided into 10 parts of about equal size for 10-fold cross-validation, of which 9 parts
were used for training and 1 part utilized for validation. This method was repeated 10
times repeatedly, and the average of these values was used to get the predicted forecast
accuracy.

The initial prediction began by taking into account the mean of the dependent variables,
MFS and PPV, from the dataset. The residual values from the previous prediction points
were then computed. Furthermore, utilizing (80%) of the data, the model was trained to
build an XG Boost tree using Equations (1)–(3). As illustrated in Figures 18–21 the tree
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divided the data into two portions. The similarity score and gain were calculated by taking
the average of the two nearest leaves and moving the residue to the leaf with the highest
score and gain. To avoid model complexity, the learning rate and maximum depth were
set to 1.0 and 3. After acquiring predictions (residuals) from model 1, all data points were
run through model 1 to obtain h1(x) and the F1(x) prediction and residuals of model 2.
Similarly, the technique for obtaining h2(x) for model 3 was carried out.
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Figure 21. Tree 2 PPV.

The final empirical formulas for predicting fragmentation and peak particle velocity
are provided in Equations (10) and (11), which were generated from the trained model
using Figure 18. The flow chart created utilizing the weight–age of the Se/Be ratio, Total
explosive quantity (TE), Firing Pattern (FP), and joint angle degree (JAD) in terms of
squared errors, samples, and prediction values from the trees shown in Figures 18–21.
Maximum Charge per Delay was not considered since the output iterations did not balance
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accuracy in anticipating fragmentation and PPV as the numbers ranged from 110 to 210 kg
with little fluctuation, as shown in Table 2.

Fragmentation = 0.77 + 0.1(Tree 1) + 0.1(Tree 2) (10)

PeakParticleVelocity = 3.60 + 0.1(Tree 1) + 0.1(Tree 2) (11)

where tree 1 and 2 are final prediction values of models.
Using Figure 22, one can predict the simultaneous results of fragmentation and PPV.

The process depicted in Figure 18 can be used to run the predetermined values of Se/Be, TE,
FP, and JAD based on the geo-mechanical condition of the rock mass. Both fragmentation
and PPV tree models produced TE as the root node. If the predetermined value of TE is
less than or equal to 7181, the pattern continued to the left (Yes); otherwise, it proceeded to
the right (No). Furthermore, the final prediction value of tree 1 was chosen based on the
comparison values of pre-decided blast parameters and actual parameters derived by the
models shown in Figure 22. Tree 2 of fragmentation and PPV trees 1 and 2 were predicted
using similar step.
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Figures 23 and 24 demonstrate the relationship between the characteristics Se/Be,
FP, TE, and JAD and target both fragmentation and peak particle velocity. The PYTHON
Seaborn module was used to build correlation heat maps. The association between the
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dependent and independent variables is strong. Se/Be ratio, TE, and JAD are coefficients
mapped with fragmentation, while FP, TE, and JAD are coefficients mapped with PPV, the
same characteristics generated from both trees in fragmentation and PPV segments.
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A Taylor diagram, shown in Figure 25, was used for rigorous evolution, which allows
for more robust comparisons between models. Taylor multi-metrics outperform a single
model in terms of accuracy. It may exhibit several criterion outputs in a single figure, which
is a great way to grasp the findings. An XG Boost model depicts a good coefficient value
among the other two models.
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Using Python’s seaborn function, a pair grid was utilized to depict pair-wise con-
nections in datasets. Pair grid provides greater versatility than the pair plot shown in
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Figures 26 and 27. Pair grid assigned each variable in a dataset to a column and row on
a multi-axes grid. A variety of axes level-plotting functions were employed to create a
bivariate plot in the upper and lower triangles, with the marginal distribution of each
variable in the diagonals. Furthermore, the hue parameter was utilized to express an extra
level of conditions that plots various subplots in different hues.
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4. Conclusions

The study’s goal was to develop a unique empirical formula using algorithms to
simulate the simultaneous prediction of fragmentation and ground vibration using the
same set of blast design parameters, including joint angle. There was no fruitful blast
design parameters database accessible that included the proper joint angle to direct input
to the algorithm, thus achieving the purpose. One hundred and fifty-two blasts were
conducted in various opencast mines in the Singareni coal mines of Telangana, measuring
the Se/Be ratio, firing pattern, and total explosive, and recording the joint angle. The data
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was used to train three models: XG Boost, Random Forest, and KNN, which were then
evaluated using three metrics: MAPE, RMSE, and R2. XG Boost model was selected.

• Use of O-PITBLAST SOFTWARE aided in the design of blasting and provided prelimi-
nary warnings for iterations.

• Available technical tools such as STRAYOS SOFTWARE are helpful in identifying the
joint angle for rock mass characterization as well as fragmentation analysis

• A Correlation matrix was used to understand relationships between dependent and
independent variables, and it proved to be quite useful.

• The XG Boost Regression Algorithm was found to be useful for creating an empirical
formula to forecast simultaneous fragmentation and peak particle velocity utilizing
joint angle and other blast design parameters such as Se/Be ratio, Total Explosive, and
Firing Pattern while keeping the charge per delay constant.

• Empirical formulas of fragmentation and ground vibration are substantial in predict-
ing results.

Fragmentation = 0.77 + 0.1(Tree 1) + 0.1 (Tree 2)
Peak Particle Velocity = 3.60 +0.1(Tree 1) +0.1(Tree 2)
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