




 

 

 

Sri. Ch. Malla Reddy 
Founder Chairman, MRGI 
Hon’ble MP for Malkajgiri 

 

 
MESSAGE 

It gives me immense pleasure to pen a few words as prologue to our in-house 

magazine “Innovations in Malla Reddy” exclusively meant for churning out the talent which 

bears immense potentiality of sharpening inquisitive skills.  

 “Innovations in Malla Reddy” is a compilation of papers contributed by the 

faculty members of MREC in various academic forums in the past academic year. The 

laudable works are the results of active research among the staff. The constant striving for 

achieving excellence has enabled the institution to achieve the autonomous status at an early 

stage. 

I extend my best wishes to see more challenging works from the teaching fraternity 

with a sense of commitment in the future years to come.  

 

  

Sri. Ch. Malla Reddy 
                                                                                                                    Founder Chairman 

 
 
 
 
 
 
 
 

 
 
 

 



 

 
 
Sri. Ch. Mahender Reddy 
Secretary, MRGI 
 

 

 

 

MESSAGE 

It gives me an immense pleasure to know that the faculties of MREC are tirelessly 

engaged in benignant research. The 4th edition of “Innovations in Malla Reddy” is a result of 

compilation of research papers contributed by the faculty of MREC. 

 I take the pleasure to thank the Principal, HODs and faculty in publishing significant 

research papers. 

 I extend my heartfelt wishes and laud the Principal, HODs and faculty members of 

MREC, wishing all the success in future endeavors to extol the research publications. 

 
  
 
 

Sri. Ch. Mahender Reddy 
Secretary, MRGI 

 
 
 
 
 
 
 
 
 
 
 
 

 



 

 
 
   Dr. S. Sudhakara Reddy 
    M.Tech., M.B.A., Ph.D., L.M.I.S.T.E., 
                                   M.I.E., M.I.S.M.E. 
                                                Principal 

 

 

MESSAGE 

I am spell bound to know that MREC is publicizing the 4th edition of “Innovations in Malla 

Reddy” a compilation of research papers presented and published by the faculty fraternity of 

MREC (A). These papers are presented on various platforms and were published in the 

reputed journals. The major precept behind “Innovations in Malla Reddy” is to bring the 

research output under one umbrella. 

 My heartfelt thanks to the management for their unconditional support and 

encouragement. My sincere regards to the HOD’s and the respective faculty for their efforts 

in contributing to their research fields. 

 I am happy to learn that there is a steady progress over the past few years where the 

faculties have been contributing for research publications in various International/National 

Conferences/ Journals. The compilation of these research papers will set a paradigm in 

further accelerating and encouraging research spirit in the faculty of MREC. 

 

  

 

Dr. S. Sudhakara Reddy 
Principal 

 



MALLA REDDY ENGINEERING COLLEGE 
(Autonomous) 

 

Faculty Publications in the academic year 2015-2016 

 

S.No 
 

Department 
 

 
Conferences 

 International 
Journals 

Total 
 

International 
 

National 

1 Civil Engineering 03 Nil 36 39 

2 
Electrical and Electronics 
Engineering 

11 Nil 20 31 

3 Mechanical Engineering Nil Nil 22 22 

4 
Electronics and Communication  
Engineering 

01 Nil 19 20 

5 
Computer Science and 
Engineering 

20 02 43 65 

6 Humanities & Sciences 01 Nil 09 10 

7 
Master of Business 
Administration 

07 01 01 09 

Total 43 03 150 196 
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Names of the 

Authors
Deapartment Title Journal Name 

Volume 
No

Issue 
No

Page No's Year

1 Dr. M. Kameswara rao Civil

An Experimental Study For Identification Of 
Granulated Blast Furnace Slag (GBFS) As An 
Alternative To River Sand And Manufacturing 
Sand As Fine Aggregate In Concrete

International Journal of
Applied Engineering Research

10 8 19849-19854 2015

2 Dr. M. Kameswara rao Civil
A Comparative Design Of Reinforced Concrete 
Solid Slab Bridge For Different Spans

International Journal
innovative science, engineering
& technology

2 8 392-397 2015

3 Dr. M. Kameswara rao Civil
A Comparative Design Of RCC And Prestressed 
Concrete Flyover Along With RCC Abutments

International Journal for
scientific research &
development

3 6 491-493 2015

4 Dr. M. Kameswara rao Civil
 A Comparative Design Of One Cell And Twin 
Cell  RCC Box Type Minor Bridge

International Journal for
scientific research &
development,

3 6 504-506 2015

5 Dr. M. Kameswara rao Civil
Study On Fibrous Triple Blended Ultra-High 
Strength Concrete With (MK &CSF

International Journal &
Magazine of Engineering,
Technology, Management and
Research,

4 11 005-011 2015

6 Dr. M. Kameswara rao Civil
Analysis, Design And Execution Of Cross 
Traffic Works Using Box Pushing Technique 
For Railway Under Bridge (RUB

International Journal &
Magazine of Engineering,
Technology, Management and
Research,

4 11 001-004 2015

7 Dr. M. Kameswara rao Civil
Analysis Of Wind Load Effects Like Deflection, 
Bending Moment And Axial Forces On 
Different Shapes Of High Rise Buildings

International Journal &
Magazine of Engineering,
Technology, Management and
Research

2 10 650-654 2015

8
S M Abdul Mannan 
Hussain

Civil
A Systematic Approach Of Implementing The 
Last Planner System In A Building Construction 
Project In India

International Journal of
Applied Engineering Research

10 16 37242-37249 2015

MALLA REDDY ENGINEERING COLLEGE(AUTONOMOUS)

Faculty published list of Journal Publications during the Academic year 2015-2016
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9
S M Abdul Mannan 
Hussain

Civil

A Systematic Approach Of Construction 
Management Based On Last Planner System 
And Its Implemention In The Construction 
Industry

KICEM Journal of
Construction Engineering and
Project Management

5 2 15-Nov 2015

10 Dr.P.Saritha Civil
Assessment Of Water Quality Of Peddacheruvu, 
Sambaiah Cheruvu, Gaddapotharam And 
Rudraram Cheruvu Of Medak District

Journal of Engineering Science
and Technology Review 

7 1 137-142 2015

11 Dr.P.Saritha Civil
Treatment Of The Petroleum Refinery Waste 
Water Using Combined Electrochemical 
Methods

Desalination and Water
Treatment

In Press In press 2015

12 Dr.P.Saritha Civil
Reactivation And Recycling Of Spent Carbon 
Using Solvent Desorption Followed By Thermal 
Treatment (TR)

Journal of Material Cycles and
Waste Management

4 1 In press 2015

13 Dr.P.Saritha Civil
Effect Of Operational Parameters On Heavy 
Metal Removal By Electrocoagulation

Environmental Science and
Pollution Research

4 1 14166 - 14173 2015

14 Dr.P.Saritha Civil
Preparation And Characterization Of Green 
Bricks Using Pharmaceutical Industrial Wastes

Environmental Science and
Pollution Research

In Press In press 2015

15 D.Srikanth Civil
Influence Of Alkaline Substances And 
Biological Substances In Water On Properties 
Of Natural PPC & Silica Fume Cement

IJAER 10 3 25-39 2015

16 D.Srikanth Civil
Evaluation Of Lateral Load Patern For RCC 
Irregular Building In Push Over Analysis

IJITE 3 10 1 to 6 2015

17 D.Srikanth Civil
Earthquake Resistance Design - Impact On Cost 
Of RCC Building 

IJITE 3 10 27-35 2015

18 S.Ashok kumar Civil High Volume Fly Ash Concrete In Construction
International Journal in IT and
Engineering

3 6 2 to 6 2015

19 S.Ashok kumar Civil

A Comparative And Experimental Study On 
The Mechanical Properties Of Various Steel 
And Glass Fiber Reinforced High Strength 
Concrete

International Journal &
Magazine of Engineering,
Technology, Management and
Research,

2 10 5 to 11 2015

20 A.Nagasaibaba Civil
Performance Evaluation Of Carbon Fibre In 
Dense Bitumenious Macadam.

International Journal of
Advance Engineering and
Research Development.

2 9 96-103 2015
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21 A.Nagasaibaba Civil
Road Network Connectivity Analysis Based On 
G.I.S 

International Journal of
Advance Engineering and
Research Development.

2 9 64-69 2015

22 R.Sumathi Civil
Isogrid Stiffened Electronic Enclosure For 
Avionic Applications

IJRMET 6 4 71-75 2016

23 R.Sumathi Civil
Equivalent Lateral Force Procedure For 
Analysis Of Steel Moment Resisting Frames

INDIAN JOURNAL OF
APPLIED RESEARCH

6 1 437-439 2016

24 Dr. M. Kameswara rao Civil
An Experimental Investigation On Strength 
Properties Of Plain Concrete Using Waste 
Foundry Sand

International Journal &
Magazine of Engineering,
Technology, Management and
Research

2 12 612-618 2015

25 Dr. M. Kameswara rao Civil
A Study On Permeability Characteristics  Of 
Phosphogypsum Based Concrete

IJSER - International Journal
of Scientific and Engineering
Research

6 4 168-172 2016

26 Dr. M. Kameswara rao Civil
Earthquake Resistant Design Of A Building 
Using Shear Wall

IJSRD - International Journal
for Scientific Research &
Development

4 3 1 to 9 2016

27 Dr. M. Kameswara rao Civil
An Experimental Investigation On Bending 
Strength Of RCC Beam Subjected To Corrosion                        

International Journal &
Magazine of Engineering,
Technology, Management and
Research

2 12 1247-1257 2015

28
Dr. M. Kameswara 
rao, A.Naga Sai baba

Civil
Delay Modelling At Urban Uncontrolled 
Intersections

International Journal of
Advance Engineering and
Research Development

3 2 112-118 2016

29
Dr. M. Kameswara 
rao, V.Ranjith Kumar

Civil
Experimental Behaviour Of Carbon Fiber In 
Dense Bituminous Macadam

International Journal For
Technological Research In
Engineering

3 6 1212-1216 2016

30 V.Ranjith Kumar Civil
Identification Of Vehicular Growth And Its 
Management On Nh-202 In Ranga Reddy 
District

International Journal of
Advance Engineering and
Research Development

2 9 87-95 2015

31 V.Ranjith Kumar Civil Study Of Nmt In Hyderabad
International Journal of
Advance Engineering and
Research Development

2 10 1 to 5 2015
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32 V.Ranjith Kumar Civil
Adaptive Real Time Traffic Control Using 
Scoot System At Nagole Intersection

International Journal For
Technological Research In
Engineering

3 1 141-145 2015

33
S M Abdul Mannan 
Hussain

Civil
A Thorough Asset To Safety In Construction 
Industry

International J. Technology 5 2 187-191 2015

34
S M Abdul Mannan 
Hussain

Civil
Barriers To Implement Lean Principles In The 
Indian Construction Industry

International Journal of
Innovative Research in
Advanced Engineering
(IJIRAE)

3 1 1 to 6 2016

35 Dr. P Rajasekhar Civil
Investigation on Soil-Mixtures Comprising of 
Expansive Soils Mixed With A Cohesive Non-
Swelling Soil

International Journal &
Magazine of Engineering,
Technology, Management and
Research

2 12 604 - 611 2015

36 Dr. P Rajasekhar Civil
Study of Partial Replacement of Construction 
Debris with
Cement on Collapsible Potential of Soil

International Journal of
Engineering Research And
Management (IJERM)

2 11 18 - 21 2015

37 T.Suman EEE
Comparison Of Analysis Of Different Controller 
For Real And Reactive Power Coordination Of 
Upfc                                            

IJTES                                                3(7)              1 3580-3587 Jul-15

38 T.Suman EEE
High Frequency Buck-Boost Inverter Fed Bldc 
Drive

IJESR 5 8 1100-1106 Aug-15

39
Mr.P.Sankarbabu,  
Mrs.V.Sumadeepthi

EEE
Implementation Of Fuzzy Logic Approach On 
Tsc-Tcr Svc Switching At Distribution Level 
For Minimal Injected Harmonics

IJSEAS 2 1 250-256 Jan-16

40 Mrs.Y.Sudha EEE
Performance Of 3-Phase Grid Connected Pv 
System Based Bon Voltage Source Inverter    

IJESR               5 8 960-967           Jul-05

41
Mrs.Y.Sudha, 
Mrs.S.Bharathi

EEE
An Efficient Grid Tie Solar Pv Based Single 
Phase Transformer Less Inverter On Common 
Mode Voltage Analysis

IJERGS 3 4 570-581 Jul-05

42 Mrs.Y.Sudha EEE
Z-Source Inverter Fed Bldc Drive For Speed 
Control Application  

IJESR    5 8  968-975  Jul-05
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43 Mrs.Y.Sudha EEE
 A Novel Fuzzy based Quasi-Z-Source Inverter 
For Renewable Energy Sources

IJSETR 4 40 8665-8671 Jul-05

44 Mrs.S.Bharathi EEE
Series Resonent Converter Surface Control 
Based On A Piecewise Affine Mode  

IJTES 3 12 5161-5165 2015

45 Mrs.S.Bharathi EEE
 Regulated Dc Offer With Psc Of Half Bridge 
Llc Resonant Device             

IJESR  5 8 982-988   2015

46 Mrs.S.Bharathi EEE
Speed Control Of Brushless Dc Motor Drives 
By Using Hybrid Fuzzy Controllers 

IJMETMR 3 1 197-205 2016

47 Mr.S.Ramesh Babu EEE
Power Quality Improve For A Grid Connected 
Inverter With Fuzzy Based Cascaded Current-
Voltage Control                   

IJESR                 4 39 8558-8562        2015

48 Mr.S.Ramesh Babu EEE
A Novel Improve Fuzzy Logic Controller Fed 
Active Compentsation Scheme For Renewable 
Power Generation Systems    

IJESR 4 20 3778-3784 2015

49 Mr.S.Ramesh Babu EEE
Multi Output Flyback Converter For Pmsg 
Based Wind Energy Conversion System -Soft 
Switching Implementation

IJESR 5 8 1043-1050 2015

50 Mr.P.Ganesh EEE
Improved Performance Of A Dfig Based Wind 
Power Systems By Using Fuzzy Logic 
Controller 

IJMETMR 2 12 1456-1464 2015

51
Mrs.M.Laxmiswarupa, 
Ms.K.Chetaswi

EEE
Simulation Approach For Sliding Mode Control 
Of Induction Servo Motor

LRD IDIA 3 11 1042-106 2015

52
Mr.T.Sanjeeva Rao,  
T.Suman

EEE
Simulation Of Standalone Inverter For 
Distribution Generation System With Fuzzy 
Control                                             

IJSETR 4 39 8567-8576 Sep-15
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53 Mr.T.Sanjeeva Rao EEE
Fuzzy Logic Controller Based Bldc Motor Drive 
With Source Side Power Factor Power Factor 
Correction

IJSESR 5 8 136-141 Aug-15

54 Mr.T.Sanjeeva Rao EEE
Observer Synthesis For Nonlinear Of Switched 
Dynamical Systems Application To Bioreactor

IJMETMR 2 5 220-224 May-15

55 Dr.D.Mohan Reddy EEE
Influence Of Advanced Multi-Carrier 
Modulation

IJST 9 11 .1-8 Mar-16

56 Dr.D.Mohan Reddy EEE Scheme For 15-Level Multilevel Inverter Using ISCO 1 1 304-308 Jan-16

57 V.Sivaramakrishna Mechanical
Experimental Investigation Of Friction Stir 
Welding And Tig Welding For Al-6082

International Journal Of
Innovative Research In
Science, Engineering And
Technologyissn  : 2347-6710

4 7 5292-5298 Jul-15

58 N. Srinivasa Rajneesh               Mechanical
A Study On Effect Of Filler On Mechanical 
Properties Of Gfrp Composites

International Journal Of
Innovative Research In
Science, Engineering And
Technologyissn  : 2347-6710

4 11 11 Nov-15

59 A.Raveendra         Mechanical
Effect Of Pulsed Current On Tig Weldments Of 
Aluminium Alloy (5052) And Alloy Steel 
(En24)

International Journal Of
Innovative Research In
Science, Engineering And
Technologyissn  : 2347-6710

4 5 3095-3101 May-15

60 Narashima Reddy Mechanical
Optimization Of Isogrid Rib-Pattern On 
Mechanical Housing

International Journal Of
Innovative Research In
Science, Engineering And
Technologyissn  : 2347-6710

4 11 10929-10936 Nov-15

61 P.Pramod Kumar Mechanical
Investigation Of Geometry Under 
Differentlubrication Conditions In Cold Upset 
Forging Of Solid Aluminium Rings 

International Journal Of
Innovative Research In
Science, Engineering And
Technologyissn  : 2347-6710

4 9 8653-8659
SEPT, 
2015

62 Heruthunnisa Shaik Mechanical
Experimental And Analytical Analysis On 
Friction Stir Welding Of Dissimilar 
Materials:Aluminium And Copper

International Journal Of
Innovative Research In
Science, Engineering And
Technologyissn  : 2347-6710

4 7 6218-6224
JULY, 
2015
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63  R S Reddy, Mechanical
Experimental Investigation Of Axial Grooved 
Heat Pipe (An Experimental Approach Of Heat 
Pipe A High Potential Heat Exchanger )

International Journal Of Latest
Trends In Engineering And
Technology Issn : 2278-621x

5 4 436-441
JULY, 
2015

64  A.Raveendra Mechanical
Experimental Investigation On Influence Of 
Welding Parameters On Welding Characteristics 
Of Aluminium Alloy Using Tig Welding

International Journal Of
Emerging Trends In
Technology And Sciences Issn
: 2348-0246

5 3 407-418
SEPTE
MBER, 
2015

65
M.V. Varalakshmi, 
Raveendra.A

Mechanical

Measurement Of Cutting Forces While Turning 
Different Materials By Using Lathe Tool 
Dynamometer With Different Cutting Tool 
Nomenclature

International Journal Of
Innovative Research In
Science, Engineering And
Technology, Issn: 2319-8753

4 7 6070-6077
JULY, 
2015

66  Shaik Hussain Mechanical
Experimental Analysis And Optimization Of 
Process Parameters In Machining Of Rcfrp By 
Ajm

International Journal Of
Innovative Research In
Science, Engineering And
Technology, Issn: 2319-8753

4 8 7085-7092
AUGUS
T, 2015

67 R S Reddy                     Mechanical
Effect Of Working Fluid Loading, Mesh Layer 
And Orientation On The Performance Of Screen 
Covered Axial Grooved Heat Pipe

International Journal Of
Emerging Technology And
Advanced Engineering Issn :
2250-2459

5 8 297-301
AUG, 
2015

68 A.Raveendra Mechanical
Thermal Load Effect On Valve By Using 
Conventional And Blended Fuels

International Journal Of
Engineering Research Issn :
2321-7758

3 6 211-215
NOV, 
2015

69 V.Narasimha Reddy Mechanical
Analysis Of Heat Transfer Rate By Varying 
Cooling Fluid For Engine Cylinder Fins

International Journal Of
Engineering Research Issn :
2321-7758

3 5 182-186
SEP, 
2015

70 N.Srinivasa Rajneesh Mechanical
Design Of Effluent Waste Water Treatment 
Process With Piping Systems

International Journal Of
Engineering Research Issn :
2321-7758

3 6 362-367
NOV, 
2015

71 R.S.Reddy Mechanical
Solar Powered Thermal Jacket For Soldiers In 
Extreme Temperatures

International Journal &
Magazine Of Engineering,
Technology, Management And
Research Issn : 2348-4845

2 6 442 - 446
JUNE, 
2015

72  A.Ravindra Mechanical
Design And Analysis Of A Heat Sink For A 
High Power Led System

International Journal Of
Engineering Research And
Technology Issn : 2278-0181

4 7 975-982
JULY, 
2015
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73 T.Srilakshmi,               Mechanical
Design And Detection Of Bevel Bear Teeth 
Failure By Using Artificial Neural Networks

International Journal Of
Scientific Engineering And
Technology Research Issn :
2319-8885

4 18 3387-3390
JUNE, 
2015

74 Shaik Hussain Mechanical

Experimental Investigations In To Performance 
And Emission Characteristic Of Thermal Barrier 
Coated Low Heat Rejection Diesel Engine 
Using Biodiesel As Fuel

International Journal Of
Engineering Research Issn :
2321-7758

3 4 184-191
AUGUS
T, 2015

75 Shaik Hussain Mechanical
Analysis Of Impingent Cooling And Film 
Cooling Of Gas Turbine Blade Using Fea

International Journal Of
Computer Science Information
And Engineering, Technologies
Issn : 2277-4408

5 3 467-474
JULY, 
2015

76 Shaik Hussain Mechanical
Effect Of Fuel Injection Pressure On 
Combustion Characteristics Of Ci Engine Using 
Alternate Fuels

International Journal Of
Engineering And Management
Research Issn : 2394-6962

3 5 363-367
OCT, 
2015

77 Heruthunnisa Shaik             Mechanical
Experimental Analysis Of Friction Stir Welding 
Of Aluminium Alloy 6082

International Journal Of
Innovative Research In
Science, Engineering And
Technologyissn  : 2347-6710

4 8 7058-7062
AUG, 
2015

78 Bharadwaja.K Mechanical
Optimization Of Car Air Conditioning System 
Using Energy From Exhaust Gases

International Journal Of
Engineering Research Issn :
2321-7758

3 5 363-367
OCT, 
2015

79 Dr. M.J.C.Prasad ECE
Obstacle Detection in Textured Environment by 
using Color Coherence

International Journal of
Innovative Technologies 

4 2 0286-0291 2016

80 T Ramaswamy ECE
Space-Time Block Coding (STBC) for Multiple 
Transmit Antennas over Time Selective Fading 
Channels

International Journal of
Computer Applications

130 12 41-45 2015

81 T Ramaswamy ECE
A Maximum Likelihood (ML) based OSTBC-
OFDM System over Multipath Fading Channels

International Journal of
Computer Applications

130 12 52-56 2015

82 T. Srinivas Reddy ECE
A Comprehensive study on power reduction 
techniques in deep submicron technologies

International Journal of
Advanced Research in
Electrical, Electronics and
Instrumentation Engineering 

4 12 9639-9644 2015
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83 T. Srinivas Reddy ECE
Implementation of a Self-Driven Robot for 
Remote Surveillance

International Journal of
Research Studies in Science,
Engineering and Technology 

2 11 35-39 2015

84 K.S.Indrani ECE
Novel Error-Detection and Correction 
Technique for Memory Application

International Journal of
Emerging Engineering
Research and Technology

3 11 14-18 2015

85 Dr. M. K Charan ECE
64 Bit Pipelined Hybrid Sparse Kogge-Stone 
Adder Using Different Valance

International Journal of
Research Studies in Science,
Engineering and Technology

2 12 22-28 2015

86 K.S.Indran ECE
Design and Implementation of Digit Serial Fir 
Filter

International Journal of
Emerging Engineering
Research and Technology

3 11 15-22 2015

87 G. Bharathi Subhashini ECE Interfacing OCP on A On-Chip Bus
International Journal of
Emerging Engineering
Research and Technology

3 11 29-38 2015

88 B.Srinivas ECE
Thermocouple Interfacing With MSP430F5529 
for Furnace Management System

International Journal of
Emerging Engineering
Research and Technology

3 11 58-62 2015

89 B.Srinivas ECE
Hardware Design Considerations for a Wireless 
LED Based Display Design

International Journal of
Emerging Engineering
Research and Technology

3 11 52-57 2015

90 Raju N ECE
Automated Utility Meter Reading Using 
Wireless System Bluetooth with MSP430 
Microcontroller

International Journal of
Emerging Engineering
Research and Technology

3 11 39-45 2015

91 Ravitheja T ECE
Understanding an Fram Technology Using 
MSP430 Microcontroller

International Journal of
Emerging Engineering
Research and Technology

3 11 71-76 2015

92 G.Kumaraswamy ECE
Video Watermarking by using the Wavelet 
Transform with Perform SVD Technique

International Journal of
Emerging Engineering
Research and Technology

3 11 77-85 2015

93 V. SRINIVAS ECE
VLSI Implementation of Signed Multiplier 
using Quaternary Signed Digit Number System

International Journal of
Emerging Engineering
Research and Technology

3 11 48-51 2015
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94 Raju N ECE
Monitoring and Faults Diagnosis in Wind 
Turbine by Using Zigbee Wireless Network

International Journal of
Research Studies in Science,
Engineering and Technology

2 11 1--7 2015

95 V.Srinivas ECE
VLSI Design of Data Encoding Schemes For 
Low Power

International Journal For
Technological Research In
Engineering

3 6 1003-1008 2016

96 B.Sagar ECE
RFID Positioning Robot: an Indoor Navigation 
System

International Journal of
Innovative Research in
Electronics and
Communications

3 1 8--12 2016

97 Santosh J ECE
Design and Power Analysis of 8T SRAM Cell 
Using Charge Sharing Technique

International Journal of
Innovative Research in
Electronics and
Communications

3 1 20-26 2016

98 P. Sanjeeva CSE
Incorporation Of Third Party Auditor For Safe 
And Secure Data Storage In Cloud Computing

IJMETMR 2 8 110 2015

99 P. Sanjeeva CSE
Measurable, Safe And Secure Data Management 
For Sensitive User In Cloud Computing

IJMETMR 23 10 422 2015

100 P. Sanjeeva CSE
Design Of Sentiment Analysis System Using 
Polarity Classification Technique

IJCA 125 15 975-887 2015

101 P. Sanjeeva CSE
Security And Privacy As Data Service In The 
Multi-Cloud Node Environment

IJETT 25 28 464 2015

102 P. Sanjeeva CSE
Cloud Query Based Allocation System In The 
Dynamic Environment Of Log Based 
Personalized Web Mining

IJCTT 42 28 217 2015

103 P. Sanjeeva CSE
Privacy And Social Security Mechanism In The 
Era Of Social Multi Cloud Environment

IJCTT 2 47 148 2015

104 P. Sanjeeva CSE
Implementation Of Cryptography Encryption 
Algorithm For Plane Text

IJARCCE 4 7 545 2015



S.No.
Names of the 

Authors
Deapartment Title Journal Name 

Volume 
No

Issue 
No

Page No's Year

105 K. Rajeshwar Rao CSE
Cloud Query Based Allocation System In The 
Dynamic Environment Of Log Based 
Personalized Web Mining

IJCTT 42 28 217 2015

106 K. Rajeshwar Rao CSE
Privacy And Social Security Mechanism In The 
Era Of Social Multi Cloud Environment

IJCTT 2 47 148 2015

107 K. Rajeshwar Rao CSE
An Effective  Approach  For Maintaining High 
Accurateness In Cloud Environment

IJARCCE 4 10 193-194 2015

108 K. Rajeshwar Rao CSE
Security And Privacy As Data Service In The 
Multi Cloud  Node Environment

IJETT 11 2 28 2015

109 K. Rajeshwar Rao CSE
Distributed Databases Rules Of Mining In The 
Field Of Association

IJARCCE 4 9 479-482 2015

110 K. Rajeshwar Rao CSE
Incorporation Of Third Party Auditor For Safe 
And Secure Data Storage In Cloud Computing

IJMETMR 2 8 110 2015

111 K. Rajeshwar Rao CSE
Design Of Sentiment Analysis System Using 
Polarity Classification Technique

IJCA 125 15 975-887 2015

112 B.Venakatramudu CSE
An Effective  Approach  For Maintaining High 
Accurateness In Cloud Environment

IJARCCE 4 10 193-194 2015

113 B.Venakatramudu CSE
Implementation Of Cryptography Encryption 
Algorithm For Plane Text

IJARCCE 4 7 545 2015

114 B.Venakatramudu CSE
Distributed Databases Rules Of Mining In The 
Field Of Association

IJARCCE 4 9 479-482 2015

115  Ch. Ramesh Babu CSE
A Query Based Approach To Find 
Proportionate Entities

JoRSTEM 1 2 65-69 2015
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116  Ch. Ramesh Babu CSE
An Automatic File Replication Mechanism In 
Computational Grid

IJETCAS 12 3 198-205 2015

117  Ch. Ramesh Babu CSE
An Analytical Model Of Consistent 
Checkpointing In Computational Grid

IJAER 10 10 25957-25965 2015

118 Dr.U.Ravi Babu CSE
Cloud Service Negotiation In Internet Of Things 
Environment: A Mixed Approach

IJSEAS 1 4 7-12 2015

119 Dr.U.Ravi Babu CSE
Cartoon-Texture Image Decomposition Using 
Block Wise Low-Rank Texture Characterization

IJSEAS 1 4 13-20 2015

120 Dr.U.Ravi Babu CSE
Texture Classification Based On Overlapped 
Texton Co-Occurrence Matrix (Otcom) Features

IJRET 4 1 280-287 2015

121 Dr.U.Ravi Babu CSE
Boundary And Region Based Moments Analysis  
For Image Pattern Recognition

JICS 10 1 40-45 2015

122 Dr.U.Ravi Babu CSE

A Novel Method For Rotational And Pose 
Invariant Child Or Adult Age Classification 
Based On Morphological Pattern Representation 
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Abstract 
 

The Cement industry consuming small quantities of slag to produce Portland 

slag Cement. Further, we can utilize this Granulated Blast Furnace slag 

(GBFS) as a fine aggregate in concrete as well as in mortar. In this study the 

comparison of physical properties of GBFS, Natural sand and Manufactured 

Sand as per IS: 383and IS: 2386 were carried out .The study shows that the 

GBFS meets the codal provisions and can be used as a fine aggregate in 

concrete and Mortars. Extraction of natural sand from river beds is banned due 

to environmental issues. On the other hand the iron and steel industries 

produce large quantities of Blast furnace slag keeping this in view to proper 

utilization of Granulated Blast Furnace slag the study has been attempted.  

 

Key Wards: Granulated Blast Furnace slag, River Sand, Manufacturing Sand, 

Concrete. 

 

 

Introduction 
The natural sand being successfully obtained from river bed thought to be everlasting 

supply, now the sand resources are getting depleted and exhausted. Due to 

indiscriminate dredging of river sand, the Honorable High Court imposed a ban on 

mining of river sand. The crisis triggered by the ban is affecting not only construction 

activity and also the employment of daily wage workers and staff. There is a strong 

need for research on river sand substitute for cement mortar and concrete production. 
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To keep the construction activity intact Granulated Blast Furnace Slag, A byproduct 

of Steel industry is one of the best viable alternative to river sand.  

     The Concrete Industry is the largest consumer of natural resources like sand, 

gravel, crushed rock etc. Sand & crushed stone requirement is about to the tune of 10 

billion tonnes per annum. Environmental concerns are being raised against 

uncontrolled extraction of natural materials particularly River sand in regard to 

protecting riverbeds against erosion and the importance of having natural sand as a 

filter for ground water therefore mining of river sand is banned by many State 

Governments. Blasting of rocks and crushing them to produce sand, has serious 

environmental implications. Rocks once depleted can never be replenished and do not 

grow again and hence are not renewable. Sustainable Construction mainly aims at 

reducing of negative environmental impact by construction Industry. 

     In addition to environmental issues, there are social issues also. The utility of sand 

in the construction industry has spawned several criminal syndicates. A crisis 

situation like this calls for radical solutions. Hence, the construction Industry will 

have to undergo a major transformation to make it environmental friendly. Further, 

the steel industry in India has developed and the growth of the steel industry is 

expected to be healthy. One of the by products of the steel industry is the blast furnace 

slag. Granulated Blast furnace Slag is considered as environment friendly and its 

usage will, in the long run, limit the depletion of natural river sand, save rocks, and 

reduce the amount of energy consumed in their mining.  

 

Granulated Blast Furnace Slag (GBFS): 

Granulated Slag is being produced during the process of manufacturing the pig Iron in 

Blast furnace at around 1400° to 1500°C in the molten form.The granulated slag is 

obtained by rapidly chilling (Quenching) the molten ash from the furnace by means of 

water or steam and air and it consisting essentially of glass containing silicates and 

Alumina Silicates of lime.Fig.1 Samples of GBFS, Natural sand, Manufacturing sand.                   

 

   
 

 

 

Fine Aggregate: 

The fine aggregates used in this study were Natural river sand, manufactured (M. 

Sand) sand and Granulated Blast Furnace Slag. The physical properties such as sieve 

analysis, specific gravity, Bulk density etc. for river sand, M. Sand, GBFS were 

determined as per IS :383(1970) and IS; 2386(1963). 

 

 

Granulated Blast Furnace Slag Natural Sand Manuf. Sand 
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Objective 
1. To determine the specific gravity, Bulk density, water absorption, Moisture 

content of Granulated Blast Furnace Slag, Natural Sand & Manufacture Sand 

as per IS :383(1970) and IS; 2386(1963). 

2. Conducting of Sieve Analysis of River Sand, Manufactured Sand and 

Granulated Slag 

3. Comparison the above parameters as per IS code 

 

 

Methodology: (Test Procedure) 
 

Specific Gravity 

A samples of each GBFS, Natural Sand & Manufacture Sand of about 500 gr. have 

taken the test was conducted for three samples simultaneously. The sample was 

placed in a tray and covered with distilled water at a temperature of 30°C. Soon after 

immersion, air entrapped on the surface of the aggregate is removed by agitation with 

a rod. The sample was remaining immersed for 24hr. 

The water was drained from the sample by decantation through a filter paper. The 

aggregates including solid matter retained on the filter paper had been exposed to 

warm air to evaporate surface moisture and stirred at frequent intervals to consume 

uniform drying until no free surface moisture observed.Both the saturated and surface 

dry samples were weighed as weight „A‟.The aggregate is them placed in the 

pycnometer and filled with distilled water. The pycnometer is weighed of weight as 

B.The pycnometer is emptied in to tray and pycnometer was filled with distilled water 

to the same level and weighed of weight (C).The water had drained from the sample 

by decantation through a filter paper and material retained id returned to the sample. 

Then the sample was placed in the over at a temp. of 100
0
C for 2 hr later it was cooled 

In the air –tight container and weighed as weight „D‟.The specific gravity and water 

absorption was calculated by using the following 

     Specific gravity: D/A-(B-C) 

     Water absorption: 100(A-D)/D 

 

Determination of Bulk Density: 

Cylindrical metal measure of 3 lit and filled over flowing by means of scoop. The 

aggregates are discharged from a height of 5cm above the top of the measure. The 

surface of the aggregate was leveled with a straight edge the net weight of aggregate 

in the measure was determined as bulk density in Kg/lit. 

The percentage of voids determined by = Specific gravity of aggregate – Bulk Density 

/ Specific gravity of aggregate x 100= Gs-ɣ  /Gs x 100 

 Determination of percentage of Bulking: 

     A container was filled by the fine aggregate loosely until about two – third full 

leveled of the top and measured the ht of the aggregate from bottom of the container 

as „h‟ Now, the container was emptied and the aggregates are placed in to another 

container. The first container was filled with water up to half and pored the half 
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quantity of fine aggregate and rod it. Again remaining fine aggregate was pore in to 

the container and rod it measured the depth at the middle with the steel rule as h
I 
cm. 

 The percentage of bulking of sand due to moisture is calculated as = (h/ h
I
-1)x 100 

 

Sieve Analysis 

Sample of 3 kg of fine aggregate brought to an air dry condition before weighing and 

sieving by means of heating at a temp. of 100
0
C the air- dry sample is weighed and 

sieved successively on the sieves starting with largest i.e. 4.75mm, 2.36mm, 1.18mm, 

600mic, 300mic, 150mic. 

     Each sieve had been shaken separately over a clean tray on completion of sieving; 

the material retained on each sieve with the material cleaned from the mesh had been 

weighed. The cumulative weight passing each sieve had been calculated as a 

percentage of the total sample weight. The results were compared with the limits 

given is IS: 383 for different zones such as Zone-I, II, III & IV and accordingly, the 

results were tabulated as per the limitations. 

 

 

Result and Discussion  
 

Table 1: Physical Properties of River sand, Manufactured Sand and Granulated Slag 

 

S. 

No  
Description 

River 

Sand 

Manufa-

ctured 

Sand 

Granulated 

Slag  
Relevant IS code  

1 Specific Gravity 2.8 2.6 2.8 IS: 2386, Part-III 

2 Bulk Density Kg/m
3
  1603 1850  1220 IS: 2386, Part-III 

3 Moisture Content (%) 0.8  1.5  1.0  IS: 2386, Part-III 

4 Water absorption (%) 0.6 2.6  1.0 
IS: 2386, Part-III 

IS: 2386, Part-IV 

5 Fineness Modulus 2.87 2.67 2.86 IS: 2386 Part- I 

6 Fines through 75 µ , % 0.65 6.0 0.5 IS: 383 
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Table 2: Sieve Analysis of River Sand, Manufactured Sand and Granulated Slag 

 

IS Sieve 

River sand 

% Age 

Passing  

Manufactured 

Sand% Age 

Passing  

Granulated 

Slag %Age 

Passing 

% Age passing for 

single sized aggregates 

of Normal Sand  (IS 383 

- 1970) Zone II  

4.75mm  99.42 100  99.50 90 to 100 

2.36mm  94.74 90.70  94.75 75 to 100 

1.18mm  68.35 66.20  70.20 55 to 90 

600Microns  41.40 39.80  39.70 35 to 59 

300 Microns  6.90 25.5  7.00 08 to 30 

150 Microns  1.75 9.90 1.95 0 to 10 

 

 
 

 

Figure 2: Graphical Representation of  Sieve Analysis 

 

As per the above physical analysis, we can utilize granulated blast furnace slag as an 

alternative to sand in concrete and mortar. Fig2 displays the behavior of manufactured 

sand, river sand and slag sand in varying sizes. As per the above Physical analysis the 

GBFS can be used as fine aggregate in concrete and mortar as a replacement of 

natural sand, since, it meets IS:383-1980 and  satisfy  Zone :II.   
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 Cost comparison: The cost of river sand is around Rs.1000 (In the states where 

dredging of sand is banned, the cost of sand River sand is Rs.1400 per ton)   per ton, 

cost of Manufacture Sand is Rs.900 per ton and cost of GBFS is very much nominal 

around Rs. 400 Per ton. However, the cost may vary from place to place based on the 

logistic cost.  

     In view of conserving natural resources like river sand, Rocks and Environmental 

impacts it is advisable to consider the utilization of Industrial by products such as 

Granulated blast furnace slag from steel industry by the construction Industry. Scope 

for further research includes a study to be made on Fresh, Hardened concrete on 

Durability and environmental aspects. 
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Abstract: A Bridge is a structure to be constructed 

where canal crossing the main road. Bridge is 

playing important role for traffic flow without 

interference from canal crossing and to improve the 

road safety. The design of Bridge should follow the 

standard design practices mentioned in the IRC and 

IS codes.  

Solid Slab bridges are horizontal beams supported 

at each end by substructure units and can be 

either simply supported when the beams only 

connect across a single span, or continuous when 

the beams are connected across two or more spans. 

When there are multiple spans, the intermediate 

supports are known as piers. The earliest beam 

bridges were simple logs that sat across streams and 

similar simple structures. In modern times, beam 

bridges can range from small, wooden beams to 

large, steel boxes. The vertical force on the bridge 

becomes a shear and flexural load on the beam 

which is transferred down its length to the 

substructures on either side they are typically made 

of steel, concrete or wood. Beam bridge spans 

rarely exceed 250 feet (76 m) long, as the flexural 

stresses increase proportional to the square of the 

length (and deflection increases proportional to the 

4th power of the length). However, the main span of 

the Rio-Niteroi Bridge, a box girder bridge, is 300 

metres (980 ft). 

In this present engineering technology Durable and 

sustainable bridges play an important role for the 

socio-economic development of the nation. Owners 

and designers have long recognized the low initial 

cost, low maintenance needs and long life 

expectancy of concrete bridges.. This growth 

continues very rapidly, not only for bridges in the 

short span range, but also for long spans in excess 

of length which, here therefore, has been nearly the 

exclusive domain of structural steel.  Many bridge 

designers are surprised to learn that precast, pre-

stressed concrete bridges are usually lower in first 

cost than all other types of bridges coupled with 

savings in maintenance, precast bridges offer 
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maximum economy. The precast bridge system 

offered two principal advantages:  it is economical 

and it provides minimum downtime for 

construction. 

Keywords: Solid Slab Bridge, Abutment, IRC: 

1343-2012, IRC: 5-1998, IRC: 6-2000, IRC: 18-

2000, IRC: 21-2000, IS: 6006-1980 

1. INTRODUCTION 

 
Bridge is life line of road network, both in urban 

and rural areas. With rapid technology growth the 

conventional bridge has been replaced by 

innovative cost effective structural system. One of 

these solutions present a structural PSC system that 

is T-Beam.  

Bridge design is an important as well as complex 

approach of structural engineer. As in case of bridge 

design, span length and live load are always 

important factor. These factors affect the 

conceptualization stage of design. The effect of live 

load for various span are varied. In shorter spans 

track load govern whereas on larger span wheel 

load govern. Selection of structural system for span 

is always a scope for research. Structure systems 

adopted are influence by factor like economy and 

complexity in construction. The 24 m span as 

selected for this study, these two factor are 

important aspects. In 24 m span, codal provision 

allows as to choose a structural system i.e. PSC T- 

beam. This study investigates the structural systems 

for span 24 m and detail design has been carried out 

with IRC loadings and IS code books. The choice of 

economical and constructible structural system is 

depending on the result. 

2. BASIC CONCEPTS OF BRIDGES 
 
Solid Slab Bridges are basically concrete in which 

internal stresses of a suitable magnitude and 

distribution are introduced so that the stresses 

resulting from external loads are counteracted to a 

desired degree. In reinforced concrete members, the 

pre-stress is commonly introduced by tensioning the 

steel reinforcement.  

The earliest examples of wooden barrel 

construction by force-fitting of metal bands and 

metal tyres on wooden wheels indicate that the art 

of pre-stressing has been practiced from ancient 

times. The tensile strength of plain concrete is only 

a fraction of its compressive strength and the 

problem of it being deficient in tensile strength 

appears to have been the diving factor in the 

development of the composite material known as 

"reinforced concrete".  

The development of early cracks in reinforced 

concrete due to incompatibility in the strains of 

steel and concrete was perhaps the starting point in 

the development of a new material like The 

application of permanent compressive stress to a 

material like concrete, which is strong in 

compression but weak in tension, increases the 

apparent tensile strength of that material, because 

the subsequent application of tensile stress must 

first nullify the compressive strength 
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3. REINFORCED CONCRETE BRIDGES 

The first reinforced concrete bridge was built by 

Adair in 871 across the Waveney in England 

spanning 15 m1. The adaptability of reinforced 

concrete in architectural form was demonstrated by 

Maillart in Switzerland in building arched bridges 

using reinforced concrete, utilizing the integrated 

structural action of thin arch slabs with 

monolithically cast stiffening beams. Salginatobel 

and Schwanadbach Bridges built by Maillart in 

1930 and 1933 respectively are classical examples 

of aesthetically, beautiful and efficient use of 

materials coupled with economy in bridge 

construction. Reinforced concrete was  

Preferred to steel as a suitable material for short and 

medium span bridges likely due to the added 

advantage of durability against aggressive 

environmental conditions in comparison with steel.  

 

4. THE SCOPE OF THE DESIGN OF BRIDGE 

INVOLVES 

o Collection of Topo data. 

o Collection of crossing canal data including 

velocity of flow, clearance, width of water 

way etc. 

o Collection of Geotechnical data. 

o Design of Bridge Superstructure by using 

STAAD software and Excel sheets. 

 Design of Solid slab. 

o Design of Bridge Foundation and Substructure 

by using Excel sheets. 

 Design of Abutment foundations. 

 Design of Abutment walls. 

 Design of Abutment caps. 

 Design of Dirt walls. 

o Calculation of Quantities by using Excel 

sheets. 

o Preparation of Drawings by using Auto-Cad 

software 

 

5. DESIGN OF SOLID SLAB 
 
S.No Description Dimensions 

1.  
Span C/C of Expansion 

Joint 
11000 mm 

2.  
Distance B/w Exp. 

Joint to Bearing 
220 mm 

3.  
Effective Span (c/c 

Brg.) 
10560 mm 

4.  Width of Slab 12900 mm 

5.  Width of Carriage way 10500 mm 

6.  
Width of Crash and 

safety Barrier 
1200 mm 

7.  
Thickness of Wearing 

Coat 
65 mm 

8.  Slope of Carriageway 2.50 % 

9.  Depth of Slab 800 mm 

10.  Effective Depth 748 mm 

11.  Clear Cover 40 mm 

12.  Main Reinforcement 25 mm 

13.  Top Reinforcement 12 mm 

14.  
Distribution 

Reinforcement 
12 mm 
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DESIGN CONSTANTS 

15.  Grade of Concrete M 35 

16.  Modular Ratio, m 10 

17.  
Neutral Axis Constant, 

n 
0.327 

18.  Grade of Steel Fe 500 

19.  Lever Arm Constant, j 0.891 

20.  
Moment of Resistant 

constant, Q 
1.700 

21.  Density of Concrete 2500 

22.  
Density of Wearing 

Coat 
2200 

 

5.1 Live Load Forces 
 
a) Class - 70R Track, Bending Moment 
 

 
 

Fig: 5.1 Dispersion of load across the span 
 
 

 
 

Fig: 5.2 Dispersion of Load in Longitudinal 
Direction 

 
b) Class - 70R Track, Shear Force 
 

 
(c) One Lane of Class-70R Wheeled Vehicle, 

Bending Moment 
 

 
 
 
(d) One Lane of Class-70R Wheeled Vehicle, 

Shear Force 
 

 
 
(e) Two lane of class A, Bending Moment 
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CONCLUSIONS 
 

1. It is easy to add length in the event of 

widening of the road. 

2. Solid Slab bridge  is structurally very strong, 

rigid and safe. 

3. Solid Slab Bridge does not need any 

elaborate foundation and can easily be 

placed over soft foundation by increasing 

base slab projection to retain base pressure 

within safe bearing capacity of ground soil. 

4. Bridge of required size can be placed within 

the embankment at any elevation by varying 

cushion. This is not possible in case of slab 

culvert.  

5. Right Slab Thickness can be used for flow 

of water in skew direction by increasing 

length or providing edge beam around the 

box and it is not necessary to design skew 

box.  

6. Easy to construct, practically no 

maintenance, can have multi-cell to match 

discharge within smaller height of 

embankment. 

7. Small variation in co-efficient of earth 

pressure has  

8. little influence on the design of box 

particularly without cushion.  

9. considered or distributed over the whole 

length of box (not restricted within the 

effective width) the design shall be unsafe.  

10. It may be seen that α affects effective width, 

mainly applicable for the top slab 

(particularly for slab without cushion) and 

braking force. As regards bottom slab and 

top and bottom slabs of box with cushion 

due to dispersal of loads either through walls 

or through fills effective width loses its 

applicability. 

11. The design of box with cushion done by 

STAAD. Pro computer software compares 

very close to manual design. 
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Abstract— Flyover construction today has achieved a 

worldwide level of importance. Flyovers are the key 

elements in any road network. Use of PSC Girder has gained 

popularity in bridge engineering because of its better 

stability, serviceability, economy, aesthetic appearance and 

structural efficiency. In the present study a simply supported 

PSC Girder Bridge of 25m span is analyzed for moving 

loads as per Indian Road Congress codes- IRC: 6 and IRC: 

18 specifications. The analysis and design will be carried 

out using Working Stress Methodology. Firstly, 

proportioning of the girder and calculation of section 

properties will be carried out. Then, the different loads- 

dead, superimposed and live loads, coming onto the 

structure will be estimated. The analysis will be performed 

and section forces- bending moments, shear forces and 

stresses are arrived at to proceed with the further design. All 

the analysis will be carried out for two sections- running 

section and end section and internal, external and cross 

girders. As a conclusion, the analysis results will be 

presented and an optimization of the design is discussed. 

Prestressed (Post tensioning) concrete is well suited for the 

construction of Flyovers in the medium to large span range. 

These structures gained popularity due to their versatility in 

construction and economy in cost and maintenance; also 

they can be cast in any convenient shapes and forms to meet 

architectural requirement as well as can utilize locally 

available materials such as stone chips, gravels, sand etc. it 

can be cast at site thereby eliminating carriage of heavy 

bridge components hence are widely used in construction of 

medium to large span structures. Precast PSC (Post 

tensioning) girder is by far the most commonly adopted type 

in the span range of 20m to 30m. The structure so named 

because the main longitudinal girders are designed as I 

girders integral with the part deck slab, which is cast 

monolithically with the girders. For a particular girder span 

and structure width, a large number of parameters control 

the design of the structure such as girder spacing, cross 

sectional dimensions of girder, grade and type of high 

tensile steel, type of tensioning, first stage stressing, no. of 

prestressing stages, deck slab thickness, deck slab 

reinforcement, concrete strength, materials of construction, 

reinforcement in cross girder and intermediate girders etc. 

By studying proper design procedures of Precast PSC (Post 

tensioning) I girder we will get pre assigned parameters, 

design variables or decision variables, design constraints, 

design vectors and objective functions. By using these all 

parameters we can convert normal design problem of 

Precast PSC I (Post tensioning) girder into optimization 

problem and this optimization problem can be solved with 

the help of various optimization techniques or software’s 

which are available so as to achieve desired objective 

function, so as to optimize the design. 

Key words: Fly Over, PSC Girders, RCC Girders, 

Abutments, IRC-Code 

I. INTRODUCTION 

Carriageway Width 10.50m 

Overall width 12.90m 

Width of Crash Barrier 0.450m 

Safety barrier 0.750m 

Railing 0.3m 

Cross slope 2.5% (Both direction) 

Thickness of wearing 

course 

65mm (40mm asphaltic wearing 

with topping of 25mm mastic 

asphalt). 

C/C of the Girder 3.00m 

Distance between C/L of 

EJ to C/L of bearing 
0.60m 

Table 1: Description of the Structure 

S.No Description Dimensions 

1.  Bridge length (c/c of expansion gap) 25.00m 

2.  Span lengths (c/c of bearing) 23.80m 

3.  Skew Angle 0 Deg 

Table 2: Flyover Span Arrangement 

II. STRUCTURAL ANALYSIS 

A. Method of Analysis for Longitudinal Girders 

The analysis of the PSC Girder for longitudinal flexure shall 

be carried out using Grillage model on STAAD Pro/ 

STAAD III on the following basis. 

 For the design of the longitudinal Girders stresses 

and moments shall be determined at an interval of 

every L/8. 

 Members along the longitudinal Direction shall be 

along the longitudinal beams and at the ends. 

 Transverse members of the grillage other than the 

Cross-diaphragm shall be modeled as slab 

elements. 

B. Method of Analysis for Cross Diaphragm 

The analysis of the Cross Diaphragm shall be carried out 

using Grillage model on STAAD Pro / STAAD III on the 

following basis: 

 The Intermediate cross girders shall be designed as 

a continuous beam supported on the longitudinal 

girders.  

 The end cross Diaphragm shall be designed for the 

jack up position 
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III. LOADS ON FLYOVERS 

A. Dead Load 

The deck of the bridge subjected to dead loads comprising 

of its self-weights due to wearing coat, parapet, kerb etc. 

which are permanently stationary nature. The dead load acts 

on the deck in the form of the distributed load. These dead 

loads are customarily considered to be done by the 

longitudinal grid members only giving rise to the distributed 

loads on them. The distributed load on the longitudinal grid 

member is idealized into equivalent nodal loads. This is 

specially required to be done when the distributed load is 

non-uniform. On the other hand, if the self-load is uniform 

all along the length of longitudinal grid line then it is not 

necessary to find the equivalent nodal load and instead it can 

be handled as a uniformly distributed load (udl) itself. 

Further, if the dead load is udl but its center is not coincident 

with the longitudinal grid line then it is substituted by a 

vertical udl. 

B. Live Load 

The main live loading on highway bridges is of the vehicles 

moving on it. Indian Roads Congress (IRC) recommends 

different types of standard hypothetical vehicular loading 

systems, for which a bridge is to be designed. The vehicular 

live loads consist of a set of wheel loads. These are 

distributed over small areas of contacts of wheels and form 

patch loads. These patch loads are treated as concentrated 

loads acting at the centre of contact areas. This is a 

conservative assumption and is made to facilitate the 

analysis. The effect of this assumption on the result is very 

small and does not make any appreciable change in the 

design. IRC Class A two lane, Class AA Tracked and 

Wheeled, Class 70R Tracked and Wheeled loads are shown 

in Figs. Three different wheel arrangements for Class 70R 

Wheeled loads are in existence Class 70R Tracked load may 

be idealized into 20 point loads of 3.5tonns each, 10 point 

loads on each track. The total load of the vehicle in this case 

is 70 tons. One Class A or Class B loading can be adopted 

for every lane of the carriageway of the bridge. Thus, for a 

two lane bridge, we can have two lanes of Class A or Class 

B loading. However, for all other vehicles, only one vehicle 

loading per two lanes of the carriageway is assumed. 

C. Impact Load 

Another major loading on the bridge superstructure is due to 

the vibrations caused when the vehicle is moving over the 

bridge. This is considered through impact loading. IRC 

gives impact load as a percentage of live load. As per IRC 

code, impact load varies with type of live loading, span 

length of bridge and whether it is steel or a concrete bridge. 

The impact load, so evaluated, is directly added to the 

corresponding live load. The dynamic effect caused due to 

vertical oscillation and periodical shifting of the live load 

from one wheel to another when the locomotive is moving is 

known as impact load. The impact load is determined as a 

product of impact factor, I, and the live load. The impact 

factors are specified by different authorities for different 

types of bridges. 

IV. PRESTRESSED CONCRETE 

 In prestressed concrete, a prestress force is applied to 

a concrete member and this induces an axial 

compression that counteracts all, or part of, the tensile 

stresses set up in the member by applied loading.   

 In the field of bridge engineering, the introduction of 

prestressed concrete has aided the construction of 

long-span concrete bridges. These often comprise 

precast units, lifted into position and then tensioned 

against the units already in place, the process being 

continued until the span is complete.  

 For smaller bridges, the use of simply supported 

precast prestressed concrete beams has proved an 

economical form of construction 

A. Design Procedure 

 Assume section 

 Calculate section properties 

 Estimate Bending moment / Shear force 

 Select no & size of cables 

 Apply prestress force 

 Estimate prestress losses 

 Determine stresses in concrete 

 Check with permissible stresses 

 Check ultimate moment / shear 

 Design shear reinforcement 

 Design end block 

B. Limiting Stresses 

Condition Transfer Condition Service Condition 

Compression 0.50 fck 0.33 fck 

Tension 0.05 fck 0.00 

Table 3 Limiting Stresses 

C. Basic Theory 

 
Fig. 1: Stresses at transfer condition 
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Fig. 2: Stresses at service condition 

D. Prestress Losses (As per IRC: 18) 

 Elastic deformation of concrete (Clause 11.1) 

 Anchorage slip (Clause 11.5) 

 Friction losses (Clause 11.6) 

 Concrete shrinkage (Clause 11.3) 

 Concrete creep (Clause 11.2) 

 Steel relaxation  (Clause 11.4) 

 For Columns Prismatic (Rectangular, Square and 

Circular) 

V. CONCLUSIONS 

1) Life span of prestressed concrete structures is very 

more as compared to reinforced concrete structures 

and Steel structures. 

2) Under working loads, the cross section area of 

prestressed member is very less as compared to 

reinforced concrete member and simultaneously dead 

weight can be reduced. 

3) Prestressed concrete members are very stiffer than the 

reinforced concrete members. 

4) It is possible to formulate and to obtain solution for 

the minimum cost design for PSC I girder.  

5) The minimum cost design of PSC I girder is fully 

constrained design which is defined as the design 

bounded by at least as many constraints as there are 

the design variables in the problems.  

6) Actual percentage of the saving obtained for optimum 

design for PSC I girder depend upon the grade of 

prestressing steel, grade of concrete, first stage 

stressing, no. of prestressing stages, deck slab 

thickness and depth of girder. 

7) The optimum cost for a PSC I girder is achieved in 

uncoated stress relieved low relaxation 7-ply 12.7 

mm dia strands conforming to IS: 14268, M45 grade 

of concrete and Fe500 grade of steel. 

8) The cost of PSC girder unit increased rapidly with 

respect grade of concrete increases and grade and 

type of high tensile steel increases whereas cost of 

PSC I girder decreases as the span of flyover reduces, 

also the cost of girder decreases with the increase in 

the girder depth.  

9) Significant savings in cost over the normal design can 

be achieved by the optimization. However the actual 

percentage of the saving obtained for optimum design 

for PSC I girder depend upon the span of girder and 

grade of material.  

10) The cost of girder is directly proportional to grade of 

concrete and high tensile steel.  
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Abstract— Bridges are required to be provided under earth 

embankment for crossing of water course like streams, 

Nallas across the embankment as road embankment cannot 

be allowed to obstruct the natural water way. Bridges are 

also required to balance the flood water on both sides of 

earth embankment to reduce flood level on one side of road 

thereby decreasing the water head consequently reducing the 

flood menace.  These can be constructed with different 

material such as masonry (brick, stone etc) or reinforced 

cement concrete. Since bridge pass through the earthen 

embankment, these are subjected to same traffic loads as the 

road carries and therefore, required to be designed for such 

loads. Culverts are required to be provided under earth 

embankment for crossing of water course like streams,. This 

Paper deals with box culverts made of RCC, with and 

without cushion. The size, invert level, layout etc. are 

decided by hydraulic considerations and site conditions. The 

cushion depends on road profile at the culvert location. The 

scope of this Paper has been further restricted to the 

structural design of box. The structural design involves 

consideration of load cases (box empty, full, surcharge loads 

etc.) and factors like live load, effective width, braking 

force, dispersal of load through fill, impact factor, co-

efficient of earth pressure etc. Relevant IRC Codes are 

required to be referred. The structural elements are required 

to be designed to withstand maximum bending moment and 

shear force. The Paper provides full discussions on the 

provisions in the Codes, considerations and justification of 

all the above aspects on design. Proper design covering 

these aspects has also been given in the Annexure. To our 

knowledge, these matters have neither been covered in any 

text book nor in any special publication at one place. This 

project deals with box minor bridges made of RCC. The 

size, invert level, layout etc. are decided by hydraulic 

considerations and site conditions. The cushion depends on 

road profile at the bridge location. The structural design 

involves consideration of load cases (box empty, full, 

surcharge loads etc.) and factors like live load, effective 

width, braking force, dispersal of load through fill, impact 

factor, co-efficient of earth pressure etc. Relevant IRC 

Codes are referred. The structural elements are designed to 

withstand maximum bending moment and shear force. 

Key words: Minor Bridge, RCC Box Culvert, Single & 

Double Cell box Culvert, IRC Codes 

I. INTRODUCTION 

It is well known that roads are generally constructed in 

embankment which comes in the way of natural flow of 

storm water (from existing drainage channels). As, such 

flow cannot be obstructed and some kind of cross drainage 

works are required to be provided to allow water to pass 

across the embankment. The structures to accomplish such 

flow across the road are called culverts, small and major 

bridges depending on their span which in turn depends on 

the discharge. The culvert cover upto waterways of 6 m 

(IRC:5-19981) and can mainly be of two types, namely, box 

or slab. The box is one which has its top and bottom slabs 

monolithically connected to the vertical walls.  In case of a 

slab culvert the top slab is supported over the vertical walls 

(abutments/ piers) but has no monolithic connection 

between them.  

A box culvert can have more than single cell and 

can be placed such that the top slab is almost at road level 

and there is no cushion.  A box can also be placed within the 

embankment where top slab is few meters below the road 

surface and such boxes are termed with cushion. The size of 

box and the invert level depend on the hydraulic 

requirements governed by hydraulic designs. The height of 

cushion is governed by the road profile at the location of the 

culvert.  

II. NEED FOR RESEARCH 

This Paper is devoted to box culverts constructed in 

reinforced concrete having one, two or three cells and 

varying cushion including no cushion. The main emphasis is 

on the methodology of design which naturally covers the 

type of loading as per relevant IRC Codes and their 

combination to produce the worst effect for a safe structure.  

The IS: 1893-1984² (Clause 6.1.3) provide that box 

culverts need not be designed for earthquake forces, hence 

no earthquake forces are considered. Although box of 

maximum three cells has been discussed but in practice a 

box culvert can have more cells depending on the 

requirements at site. Culverts are provided to allow water to 

pass through the embankment and follow natural course of 

flow but these are also provided to balance the water level 

on both sides of embankment during floods, such culverts 

are termed as balancers (IRC:78-2000³), although there is no 

difference in the design. 

 
Fig. 1: Double cell Box Culvert acting as a Minor Bridge 
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Sometimes the road alignment may cross a stream 

at an angle other than right angle, in such situation a skew 

culvert may be provided. For a smaller span there would be 

no difference in the design of culvert but it may require an 

edge beam and the layout of wing walls will have to be 

planned as per skew angle. For a box culvert, the top slab is 

required to withstand dead loads, live loads from moving 

traffic, earth pressure on sidewalls, water pressure from 

inside, and pressure on the bottom slab besides self-weight 

of the slab.  

A multi cell box can cater for large discharge and 

can be accommodated within smaller height of 

embankment. It does not require separate elaborate 

foundation and can be placed on soft soil by providing 

suitable base slab projection to reduce base pressure within 

the safe bearing capacity of foundation soil. Bearings are not 

needed. It is convenient to extend the existing culvert in the 

event of widening of the carriageway at a later date as per 

future requirement, without any problem of design and/or 

construction. 

III. CO-EFFICIENT OF EARTH PRESSURE 

The earth can exert pressure, minimum as active and 

maximum as passive, or in between called pressure at rest. It 

depends on the condition obtained at site (Terzaghi4 and 

Gulati5). For example in case of a retaining wall where the 

wall is free to yield and can move away from the earth fill 

the pressure exerted by the earth shall tend to reach active 

state and thus be minimum 

 
Fig. 2: Double cell Box Culvert End Cross Section 

 
Fig. 3: Double cell Box Culvert Middle Cross Section 

IV. IMPACT OF LIVE LOAD 

Moving loads create impact when these move over the deck 

slab (top slab). The impact depends on the class and type of 

load. The IRC:6-2000 Code gives formula to obtain impact 

factor for different kind of loads by which the live load is to 

be increased to account for impact. The box without cushion 

where the top slab will be subjected to impact is required to 

be designed for live loads including such impact loads. Any 

such impact is not supposed to act on box with cushion. 

Hence no such impact factor shall be considered for box 

with cushion. The impact by its very nature is not supposed 

to act at lower depth and no impact is considered for the 

bottom slab of the box. It does not affect the vertical walls 

of the box and not considered in the design. 

 
Fig. 4: Impact of Live Load on Double cell Box Culvert 

V. DESIGN OF TYPICAL BOX 

Based on the above discussions and clarifications design of 

a typical box covering all above mentioned points are 

presented as Annexure. The box of 3 m x 3 m without 

cushion and with 5 m cushion has been given. Various load 

cases have been given for the maximum design moments. 

The box has also been checked in shear and shear 

reinforcement provided as required. The relevant parameters 

are mentioned in the design.  

It is seen that they compare well. The design of box 

can, therefore, be carried out by STAAD. Pro as well. Input 

data sheet, bending moment diagram and shear force 

diagram as obtained by STAAD. Pro are given in the Paper 

at  Annex C. The analysis part to get these design moment 

and shear values for relevant members which runs in 

number of pages, is not given in the Paper as it will add to 

the length without serving much purpose. The STAAD. Pro 

is well known computer software commonly used. 

A. General Codes 

The design of various components of the bridge, in general 

are based on provisions of IRC/IS Codes. Wherever IRC 

code is silent, reference is made to other Indian/International 

codes and standards. The list of IRC Codes (latest revisions) 

given below will serve as a guide for the design of 

structures. 

 IRC: 5-1998 Standard Specifications and Code of 

Practice for Road Bridges, Section I – General 

Features of Design. 
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 IRC: 6-2000 Standard Specifications and Code of 

Practice for Road Bridges, Section-II – Loads and 

Stresses. 

 IRC: 21-2011 Standard Specifications and Code of 

Practice for Road Bridges 

B. Design of Elements 

 The live load intensities obtained are applied on the 

top slab and analysed to obtain the forces at various 

required locations in top slab and side walls. 

 Combination factors according to IRC:6-2010 

Annexure B Table 3.2 are multiplied to the forces to 

obtain the design forces. 

 The maximum & minimum base pressures are 

applied onto the bottom slab and analysed to obtain 

the forces and these forces are multiplied with the 

combination factors to obtain the design forces. 

 For the serviceability limit state, rare combination is 

adopted to check the stresses in various components 

and Quasi-permanent combinations to check cracking 

VI. CONCLUSIONS 

1) Box for cross drainage works across high embankments 

has many advantages compared to a slab culvert. 

2) It is easy to add length in the event of widening of the 

road. 

3) Box is structurally very strong, rigid and safe. 

4) Box does not need any elaborate foundation and can 

easily be placed over soft foundation by increasing base 

slab projection to retain base pressure within safe 

bearing capacity of ground soil. 

5) Box of required size can be placed within the 

embankment at any elevation by varying cushion. This 

is not possible in case of slab culvert.  

6) Right box can be used for flow of water in skew 

direction by increasing length or providing edge beam 

around the box and it is not necessary to design skew 

box.  

7) Easy to construct, practically no maintenance, can have 

multi-cell to match discharge within smaller height of 

embankment. 

8) Small variation in co-efficient of earth pressure has  

9) little influence on the design of box particularly without 

cushion.  

10) For culverts without cushion (or little cushion) taking 

effective width as per provision in IRC:21-2000  

corresponding to α for continuous slab shall not be 

correct. It is likely to provide design moments and shear 

on lower side hence not safe. 

11) For box without cushion braking force is required to be 

considered particularly for smaller span culverts. 

Further for distribution of braking force effects the 

same effective width as applicable for vertical 

application of live load shall be considered. If braking 

force is not considered or distributed over the whole 

length of box (not restricted within the effective width) 

the design shall be unsafe.  

12) It may be seen that α affects effective width, mainly 

applicable for the top slab (particularly for box without 

cushion) and braking force. As regards bottom slab and 

top and bottom slabs of box with cushion due to 

dispersal of loads either through walls or through fills 

effective width loses its applicability. 

13) The design of box is covered by three load cases dealt 

in this paper. The forth situation when whole box is 

submerged under water, provide design moments etc 

less than given by the three load cases hence need not 

be considered. 

14) The design of box with cushion done by STAAD. Pro 

computer software compares very close to manual 

design. 
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ABSTRACT:

Concrete is the mostly used material in various types of 
construction, from the flooring of a hut to a multi sto-
ried high rise structure from pathway to an airport run-
way, from an underground tunnel and deep  sea platform 
to high-rise chimneys and TV Towers. In the last millen-
nium concrete has demanding requirements both in terms 
of technical performance and economy while greatly 
varying from architectural masterpieces to the simplest of 
utilities. It is the most widely used construction materials. 
It is difficult to point out another material of construction 
which is as versatile as concrete.High strength concrete is 
used extensively throughout the world like in the oil, gas, 
nuclear and power industries are among the major uses. 
The application of such concrete is increasing day by day 
due to their superior structural performance, environmen-
tal friendliness and energy conserving implications. Min-
eral admixtures like Metakaolin and Condensed Silica 
fume is the pozzolanic material which is mainly derived 
from a clay mineral “kaolinite” and glass  since it is cal-
cined at higher temperatures it’s named as “metakaolin”. 
A further advantage of pozzolan mortars is their lower en-
vironmental impact, when compared to cement mortars, 
due to lower energy consumption during production and 
CO2 absorption by carbonation.The tests conducted for 
these Ultra high strength fibrous triple blended concrete 
(CSF & MK) are with the addition of Silica fume and 
Metakaolin, along with fibrous material, the compressive 
strength of concrete at the age of 7 days and 28 days  with 
various proportions of the mix. Split tensile test will be 
observed that with the addition of Silica fume and Me-
takaolin, along with fibrous material of concrete at the age 
of 7 days and 28 days with various proportions of the mix 
and finally it has been observed Flexural test of concrete 
with addition of Silica fume and Metakaolin, along with 
fibrous material of concrete at the age of 28 days will be 
observed.

Keywords:

Metakaolin, Condensed Silica fume, Fibrous Material, 
M-60, M-80, Mix Design: IS-10262-2009.
 
1. INTRODUCTION:

Concrete is the mostly used material in various types of 
construction, from the flooring of a hut to a multi sto-
ried high rise structure from pathway to an airport run-
way, from an underground tunnel and deep  sea platform 
to high-rise chimneys and TV Towers. In the last millen-
nium concrete has demanding requirements both in terms 
of technical performance and economy while greatly 
varying from architectural masterpieces to the simplest of 
utilities. It is the most widely used construction materials. 
It is difficult to point out another material of construc-
tion which is as versatile as concrete.Concrete is one of 
the versatile heterogeneous materials, civil engineering 
has ever known. With the advent of concrete civil engi-
neering has touched highest peak of technology. Concrete 
is a material with which any shape can be cast and with 
equal strength or rather more strength than the conven-
tional building stones. It is the material of choice where 
strength, performance, durability, impermeability, fire 
resistance and abrasion resistance are required.Cement 
concrete is one of the seemingly simple but actually com-
plex materials. The properties of concrete mainly depend 
on the constituents used in concrete making. The main 
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In addition to these, workmanship, quality control and 
methods of placing also play the leading role on the prop-
erties of concrete.Compressive strength of concrete comes 
primarily from the hydration of alite and belite in Portland 
cement to form C-S-H. Alite hydrates rapidly to form C 
S H and is responsible for early strength gain; belite has a 
slower hydration rate and is responsible for the long term 
strength improvements. 

Alite: 2Ca3SiO5 + 6H2O → 3CaO•2SiO2•3H2O + 
3Ca(OH)2
Belite: 2C2S + 4H2O = C3S2H3 + CH

When alite and belite hydrate they produce a by product, 
calcium hydroxide (CH), which crystallizes around the 
aggregate to create a weak zone called the interfacial tran-
sition zone (ITZ) [2]. The ITZ is where concrete paste has 
a higher porosity and lower strength than the surround-
ing paste and allows the greatest penetration of harmful 
containments.

2. FIBRE REINFORCED CONCRETE:

Fibre Reinforced Concrete is a concrete composed of 
normal setting hydraulic cements, fine or fine and coarse 
aggregates and discontinuous discrete fibre with differ-
ent proportions, different length and different gauges as 
parameters.Concrete is an artificial material in which the 
arrangements both fine and coarse aggregate are bonded 
together by the cement when mixed with water. The con-
crete has become so popular and indispensable because 
of its inherent characteristics and advantages either when 
green or hardened. The use of reinforcement in concrete 
brought a revolution in application of concrete. Concrete 
has unlimited opportunities for innovative application, 
design and construction techniques. 

Its great versatility and relative economy in filling wide 
range of needs has made it a very competitive building 
material When the loads imposed on concrete approach 
that for failure, cracks will propagate, sometimes rap-
idly, fibres in concrete provide a means of arresting the 
crack growth. Reinforcing steel bars in concrete have, the 
same beneficial effect because they act as long continu-
ous fibres. Short discontinuous fibres have the advantage 
however of being uniform. If the modulus of elasticity 
of the fibre is high with respect to the modulus of elas-
ticity of the concrete or mortar binder, the fibres help to 
carry the load, thereby increasing the tensile strength of 
the material.Increases in the length, diameter ratio of the 
fibres usually augment the flexural strength and toughness 
of the concrete. The values of this aspect ratio is usually 
restricted to between 100 and 200 since fibres which are 
too long tend to “ball” in the mix and create workability 
problems.

As a rule, fibres are generally randomly distributed in the 
concrete; however, processing the concrete so that the fi-
bres become aligned in the direction of applied stress will 
result in even greater tensile or flexural strengths.

3.POZZOLANIC ADMIXTURES IN CON-
CRETE:

Pozzolonas are either naturally occurring or available as 
waste materials. They mainly contain silica, which comes 
reactive in the presence of free lime available in cement 
when pozzolanic admixtures are mixed with cement. The 
reactivity varies depending upon the type of pozzolana, 
its chemical composition and its fineness. In develop-
ing countries like India, pozzolanic materials are mainly 
available as industrial waste by-products, flyash, silica 
fume, stone dust, blast furnace slag, rice husk ash, etc., 
are some of industrial wastes and metacem is a quality 
controlled reactive pozzolona, made from purified kaolin 
which possess pozzolanic properties. 
            
Extensive reaserch work has been carried on the use of 
pozzolanas in construction materials. Out of the above 
pozzolonas admixtures fly ash can be considered as the 
one, which is abundantly available. Fly ash concrete pos-
sesses certain desirable and enhanced properties com-
pared to ordinary plane concrete. Metakaolin made from 
purified kaolin is not industrial waste product, can be rec-
ommended to be used along with cement to derive cer-
tain enhanced properties for concrete in special situations.
In the present investigation an attempt has been made 
to study the properties of concrete such as workability, 
compressive strength, split tensile strength and flexural 
strength of fibrous concrete composite with addition of 
various proportion of condensed silica fume and metaka-
olin as partial replacement by weight of cement to arrive 
at optimum properties.       

4. EXPERIMENTAL INVESTIGATION:

The scope of present investigation is to study strength 
properties on plain concrete, concrete with replacement 
of varying percentages of metakaolin and silica fume 
along with steel fibres in different total percentages of 
0%, 0.5%, 0.75%, 1.0%, 1.25%, and 1.5% for M60 & 
M80 concrete mix.

4.1.MATERIAL PROPERTIES AND EX-
PERIMENTAL WORK
4.1.1 CEMENT:

Locally available Ordinary Portland Cement of 53 grade 
of ULTRATECH Cement brand confirming to ISI stan-
dards has been procured and following tests have been 
carried out according to (22) shown.

Table 1: Physical properties of OPC 53 grade 
ultratech brand cement:

4.1.2 METAKAOLIN:

The Metakaolin is obtained from the 20 Microns limit-
ed Company at Vadodara in Gujarat by the brand name 
Metacem 85 C. The specific gravity of Metakaolin is 2.5. 
The Metakaolin is in conformity with the general require-
ment of pozzolana( 1,15,19,23).  The Physical and chemi-
cal results are tabulated.

Table 2: Physical properties of Metakaolin 
given by the distributer:

Table 3: Chemical composition of Met kaolin 
given by the distributer:

4.1.2 SILICA FUME AND ITS SOURCES:

Silica fume is very fine pozzolanic material composed of 
amorphous silica produced by electric arc furnaces as a 
byproduct of the production of elemental silica or ferro-
silicon alloys. High-purity Quartz is heated to 2000oc 
with coal, coke or wood chips as fuel and an electric arc 
introduced to separate out the material. As the quartz is 
reduced it releases silicon oxide vapour. This mixes with 
oxygen in the upper parts of the furnace where it oxidizes 
and condenses into micro spheres of amorphous silicon 
dioxide. The fumes are drawn out of the furnace through a 
precollector and a cyclone, which remove the larger coarse 
particles of unburnt wood or carbon, and then blown into 
a series of special filter bags.

Silica fume is, when collected, an ultra fine powder have 
the following basic properties:

1.Atleast 85% SiO2 content.

2.Mean particle size between 0.1 and 0.2 micron.

3.Minimum specific surface of 15,000 m2/kg.

4.Spherical particle shape

5.The powder is normally grey in color but this can vary 
according to the source.

Table 3: Particle size analysis of silica fume 
given by distributer:

Table 4: Basic properties of silica fume given 
by distributer:
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primarily from the hydration of alite and belite in Portland 
cement to form C-S-H. Alite hydrates rapidly to form C 
S H and is responsible for early strength gain; belite has a 
slower hydration rate and is responsible for the long term 
strength improvements. 

Alite: 2Ca3SiO5 + 6H2O → 3CaO•2SiO2•3H2O + 
3Ca(OH)2
Belite: 2C2S + 4H2O = C3S2H3 + CH

When alite and belite hydrate they produce a by product, 
calcium hydroxide (CH), which crystallizes around the 
aggregate to create a weak zone called the interfacial tran-
sition zone (ITZ) [2]. The ITZ is where concrete paste has 
a higher porosity and lower strength than the surround-
ing paste and allows the greatest penetration of harmful 
containments.
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Fibre Reinforced Concrete is a concrete composed of 
normal setting hydraulic cements, fine or fine and coarse 
aggregates and discontinuous discrete fibre with differ-
ent proportions, different length and different gauges as 
parameters.Concrete is an artificial material in which the 
arrangements both fine and coarse aggregate are bonded 
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of its inherent characteristics and advantages either when 
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brought a revolution in application of concrete. Concrete 
has unlimited opportunities for innovative application, 
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that for failure, cracks will propagate, sometimes rap-
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crack growth. Reinforcing steel bars in concrete have, the 
same beneficial effect because they act as long continu-
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however of being uniform. If the modulus of elasticity 
of the fibre is high with respect to the modulus of elas-
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the material.Increases in the length, diameter ratio of the 
fibres usually augment the flexural strength and toughness 
of the concrete. The values of this aspect ratio is usually 
restricted to between 100 and 200 since fibres which are 
too long tend to “ball” in the mix and create workability 
problems.

As a rule, fibres are generally randomly distributed in the 
concrete; however, processing the concrete so that the fi-
bres become aligned in the direction of applied stress will 
result in even greater tensile or flexural strengths.

3.POZZOLANIC ADMIXTURES IN CON-
CRETE:

Pozzolonas are either naturally occurring or available as 
waste materials. They mainly contain silica, which comes 
reactive in the presence of free lime available in cement 
when pozzolanic admixtures are mixed with cement. The 
reactivity varies depending upon the type of pozzolana, 
its chemical composition and its fineness. In develop-
ing countries like India, pozzolanic materials are mainly 
available as industrial waste by-products, flyash, silica 
fume, stone dust, blast furnace slag, rice husk ash, etc., 
are some of industrial wastes and metacem is a quality 
controlled reactive pozzolona, made from purified kaolin 
which possess pozzolanic properties. 
            
Extensive reaserch work has been carried on the use of 
pozzolanas in construction materials. Out of the above 
pozzolonas admixtures fly ash can be considered as the 
one, which is abundantly available. Fly ash concrete pos-
sesses certain desirable and enhanced properties com-
pared to ordinary plane concrete. Metakaolin made from 
purified kaolin is not industrial waste product, can be rec-
ommended to be used along with cement to derive cer-
tain enhanced properties for concrete in special situations.
In the present investigation an attempt has been made 
to study the properties of concrete such as workability, 
compressive strength, split tensile strength and flexural 
strength of fibrous concrete composite with addition of 
various proportion of condensed silica fume and metaka-
olin as partial replacement by weight of cement to arrive 
at optimum properties.       

4. EXPERIMENTAL INVESTIGATION:

The scope of present investigation is to study strength 
properties on plain concrete, concrete with replacement 
of varying percentages of metakaolin and silica fume 
along with steel fibres in different total percentages of 
0%, 0.5%, 0.75%, 1.0%, 1.25%, and 1.5% for M60 & 
M80 concrete mix.

4.1.MATERIAL PROPERTIES AND EX-
PERIMENTAL WORK
4.1.1 CEMENT:

Locally available Ordinary Portland Cement of 53 grade 
of ULTRATECH Cement brand confirming to ISI stan-
dards has been procured and following tests have been 
carried out according to (22) shown.

Table 1: Physical properties of OPC 53 grade 
ultratech brand cement:

4.1.2 METAKAOLIN:

The Metakaolin is obtained from the 20 Microns limit-
ed Company at Vadodara in Gujarat by the brand name 
Metacem 85 C. The specific gravity of Metakaolin is 2.5. 
The Metakaolin is in conformity with the general require-
ment of pozzolana( 1,15,19,23).  The Physical and chemi-
cal results are tabulated.

Table 2: Physical properties of Metakaolin 
given by the distributer:

Table 3: Chemical composition of Met kaolin 
given by the distributer:

4.1.2 SILICA FUME AND ITS SOURCES:

Silica fume is very fine pozzolanic material composed of 
amorphous silica produced by electric arc furnaces as a 
byproduct of the production of elemental silica or ferro-
silicon alloys. High-purity Quartz is heated to 2000oc 
with coal, coke or wood chips as fuel and an electric arc 
introduced to separate out the material. As the quartz is 
reduced it releases silicon oxide vapour. This mixes with 
oxygen in the upper parts of the furnace where it oxidizes 
and condenses into micro spheres of amorphous silicon 
dioxide. The fumes are drawn out of the furnace through a 
precollector and a cyclone, which remove the larger coarse 
particles of unburnt wood or carbon, and then blown into 
a series of special filter bags.

Silica fume is, when collected, an ultra fine powder have 
the following basic properties:

1.Atleast 85% SiO2 content.

2.Mean particle size between 0.1 and 0.2 micron.

3.Minimum specific surface of 15,000 m2/kg.

4.Spherical particle shape

5.The powder is normally grey in color but this can vary 
according to the source.

Table 3: Particle size analysis of silica fume 
given by distributer:

Table 4: Basic properties of silica fume given 
by distributer:

S.No Property Test Value Requirements as per 
IS: 12269 - 1987

1 Fineness of  cement 4.52 10% (should not be
more than)

2 Specific gravity 2.99 3.15

3 Normal consistency 33% -

Setting time

Initial setting time 40 minutes 30 minutes (should not
be less than)

Final setting time 6 hours 600 minutes (should
not be greater than)

Compressive strength at

3 days 34 N/mm2 27 N/mm2 (min)

7 days 44.8 N/mm2 37 N/mm2 (min)

28 days 59 N/mm2 53 N/mm2 (min)

4

5

Specific Gravity: 2.54 D10 particle size <2.0um
Physical Form: Powder D50  particle size <4.5um
Color: Off-White D90  particle size <25um
Brightness: 80-82 Hunter L Bulk Density (lbs/ft3): 20-25
BET: surface area 15 m2/gram Bulk Density (g/cm3): 0.4

SiO2 51-53% CaO <0.20%
AlO3 42-44% MgO <0.10%

Fe2 O3 <2.20% Na2O <0.05%
TiO2 <3.0% K2O <0.40%
SO4 <0.5% L.O.I. <0.50%

Li2O5                       <0.2%
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5. MIXING OF CONCRETE:

Initially the ingredients of concrete viz., coarse aggregate, 
fine aggregate, cement, condensed silica fume and Me-
takaolin were mixed to which the water and Superplasti-
cizer were added and thoroughly mixed. Water was mea-
sured exactly. Then it is applied to the dry mix and it was 
thoroughly mixed until a mixture of uniform color and 
consistency was achieved which is then ready for casting. 
Prior to casting of specimens, Workability is measured in 
accordance [9, 17] and is determined by slump test and 
compaction factor test. Superplasticizer SP 430 supplied 
by Fosroc Ltd.

Table 5: Workability of concrete M60 with 
blended admixtures:

Table 6: Workability of concrete M80 with 
blended admixtures:

Table 7: Workability of blended concrete M60 
with % steel fibers:
 

Table 8: Workability of blended concrete M80 
with % steel fibers:

6. TEST SETUP AND TESTING:

The cube specimens cured as explained above are tested 
as per standard procedure I.S. 516 (14), after removal 
from curing tank and allowed to dry under shade. The 
cube specimens are tested for

•Compressive strength test
•Split tensile strength test
•Flexural strength test

6.1 COMPRESSIVE STRENGTH:

 
Fig 1: Compression Strength on cube

The results of compressive strength of M60 concrete is 
tested after 7 days & 28 days curing  The results of com-
pressive strength of M80 concrete is tested after 28 days 
curing .

Graph 1: Compressive strength of triple 
blended concrete mix (M80) at 28 days curing 
period for different %CSF with different % 
MK and 1.5% steel fibers

\

Graph 2: Compressive strength of triple 
blended concrete mix (M80) at 28 days cur-
ing period for different %MK with different 
%CSF and 1.5% steel fibers:

 
6.2 SPLIT TENSILE STRENGTH :

 
Fig 2: Split Tensile Strength on Concrete Cylinder

The results of split tensile strength of M60 concrete is 
tested after 7 days & 28 days curing  The results of com-
pressive strength of M80 concrete is tested after 28 days

Graph 3: Split Tensile strength of triple blend-
ed concrete mix (M80) at 28 days curing pe-
riod for different %CSF with different % MK 
and 1.5% steel fibers:

Graph 4: Split Tensile strength of triple blend-
ed concrete mix (M80) at 28 days curing pe-
riod for different %MK with different %CSF 
and 1.5% steel fibers:

 

6.3 FLEXURAL STRENGTH:

 
Fig 3: Flexure Test on beams

The results of flexural strength of M60 concrete is tested 
after 7 days & 28 days curing  The results of compressive 
strength of M80 concrete is tested after 28 days curing 

Compact
ion

Factor
1 0 0 0 1 0.89
2 10 5 0.5 1.5 0.86
3 10 5 1 1.5 0.83
4 10 5 1.5 1.5 0.81
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CSF
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Compact
ion

Factor
1 0 0 0 2 0.91
2 10 5 0.5 3 0.87
3 10 5 1 3 0.84
4 10 5 1.5 3 0.81
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as per standard procedure I.S. 516 (14), after removal 
from curing tank and allowed to dry under shade. The 
cube specimens are tested for

•Compressive strength test
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6.1 COMPRESSIVE STRENGTH:
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The results of compressive strength of M60 concrete is 
tested after 7 days & 28 days curing  The results of com-
pressive strength of M80 concrete is tested after 28 days 
curing .
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Graph 2: Compressive strength of triple 
blended concrete mix (M80) at 28 days cur-
ing period for different %MK with different 
%CSF and 1.5% steel fibers:

 
6.2 SPLIT TENSILE STRENGTH :

 
Fig 2: Split Tensile Strength on Concrete Cylinder

The results of split tensile strength of M60 concrete is 
tested after 7 days & 28 days curing  The results of com-
pressive strength of M80 concrete is tested after 28 days

Graph 3: Split Tensile strength of triple blend-
ed concrete mix (M80) at 28 days curing pe-
riod for different %CSF with different % MK 
and 1.5% steel fibers:

Graph 4: Split Tensile strength of triple blend-
ed concrete mix (M80) at 28 days curing pe-
riod for different %MK with different %CSF 
and 1.5% steel fibers:

 

6.3 FLEXURAL STRENGTH:

 
Fig 3: Flexure Test on beams

The results of flexural strength of M60 concrete is tested 
after 7 days & 28 days curing  The results of compressive 
strength of M80 concrete is tested after 28 days curing 
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Graph 5: Flexural strength of triple blended 
concrete mix (M80) at 28 days curing period 
for different %CSF with different % MK and 
1.5% steel fibers:

 

Graph 6: Flexural strength of triple blended 
concrete mix (M80) at 28 days curing period 
for different %MK with different %CSF and 
1.5% steel fibers:
 

CONCLUSIONS:

1.An effective and efficient triple blended concrete mix 
can be prepared with the addition of condensed silica 
fume and Metakaolin to OPC. This triple blended mix 
is not only cost effective also it renders the concrete to 
achieve several beneficial properties.

2.When the mineral admixtures like silica fume or Me-
takaolin are added at higher percentages to cement, the 
workability of concrete is getting reduced. There is a need 
to add superplasticizer dosage to maintain constant me-
dium workability.

3. In the case of triple blended concrete 10% CSF & 5% 
MK gives highest strength without fibre  reinforcement.

4.As the total percent of fibre is increased the compres-
sive strength is also increasing.

The highest compressive strength for fibre mixes is ob-
tained with 10% CSF & 5% MK and 1.5% steel fibre. 

5.Split tensile strength is more in the case of triple blend-
ed concrete. Highest tensile strength is obtained with 10% 
CSF and 5% MK.

6.Highest tensile strength is obtained with 10% CSF 5% 
MK and 1.5% total steel fibres.

7.Flexural strengths are also higher for triple blended con-
cretes with various combinations, these values are further 
increased with addition of fibres.

8.Without fibres for a combination of 10% CSF and 5% 
MK the flexural strength is higher than the reference. For 
other combinations the increase is in between.

9. The highest flexural strength with 10% CSF 5% MK 
and 1.5% fibre is high by nearly 163.97% than that of 
reference mix.

10.On the basis of the present experimental study it is 
finally concluded that optimum concrete mixes can be 
obtained by carrying out triple blending with Condensed 
silica fume and Metakaolin. These mixes posses not only 
higher strength but also many other beneficial properties 
like better durability, better crack resistance, low permea-
bility, cost effectiveness etc. Triple blended concrete mixes 
are quite suitable for high performance concrete(HPC).

SUGGESTIONS FOR FUTURE WORK:

1.Further work may be continued with triple blended con-
crete mixes using other type of mineral admixtures.

2.Work may be carried out on long term properties. Test-
ing of prototype elements may be conducted to assess the 
flexural properties like deflections, rotations, ductility, 
crack formation etc.
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Graph 5: Flexural strength of triple blended 
concrete mix (M80) at 28 days curing period 
for different %CSF with different % MK and 
1.5% steel fibers:

 

Graph 6: Flexural strength of triple blended 
concrete mix (M80) at 28 days curing period 
for different %MK with different %CSF and 
1.5% steel fibers:
 

CONCLUSIONS:

1.An effective and efficient triple blended concrete mix 
can be prepared with the addition of condensed silica 
fume and Metakaolin to OPC. This triple blended mix 
is not only cost effective also it renders the concrete to 
achieve several beneficial properties.

2.When the mineral admixtures like silica fume or Me-
takaolin are added at higher percentages to cement, the 
workability of concrete is getting reduced. There is a need 
to add superplasticizer dosage to maintain constant me-
dium workability.

3. In the case of triple blended concrete 10% CSF & 5% 
MK gives highest strength without fibre  reinforcement.

4.As the total percent of fibre is increased the compres-
sive strength is also increasing.

The highest compressive strength for fibre mixes is ob-
tained with 10% CSF & 5% MK and 1.5% steel fibre. 

5.Split tensile strength is more in the case of triple blend-
ed concrete. Highest tensile strength is obtained with 10% 
CSF and 5% MK.

6.Highest tensile strength is obtained with 10% CSF 5% 
MK and 1.5% total steel fibres.

7.Flexural strengths are also higher for triple blended con-
cretes with various combinations, these values are further 
increased with addition of fibres.

8.Without fibres for a combination of 10% CSF and 5% 
MK the flexural strength is higher than the reference. For 
other combinations the increase is in between.

9. The highest flexural strength with 10% CSF 5% MK 
and 1.5% fibre is high by nearly 163.97% than that of 
reference mix.

10.On the basis of the present experimental study it is 
finally concluded that optimum concrete mixes can be 
obtained by carrying out triple blending with Condensed 
silica fume and Metakaolin. These mixes posses not only 
higher strength but also many other beneficial properties 
like better durability, better crack resistance, low permea-
bility, cost effectiveness etc. Triple blended concrete mixes 
are quite suitable for high performance concrete(HPC).

SUGGESTIONS FOR FUTURE WORK:

1.Further work may be continued with triple blended con-
crete mixes using other type of mineral admixtures.

2.Work may be carried out on long term properties. Test-
ing of prototype elements may be conducted to assess the 
flexural properties like deflections, rotations, ductility, 
crack formation etc.
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ABSTRACT:

The project entitled analysis and design and execution of 
cross traffic works in railways using box pushing tech-
nique (RUB), illustrates about the work to be carried out 
for the widening of existing roads using box pushing tech-
niques for rail under bridges. It also explains about the 
methodology involved in execution of box pushing tech-
nique. The design will be carried out as per Indian stan-
dards, particularly Indian railways standards, IRC, IRS, 
and IS CODES. In which the design of major components 
thrust bed, precast box used for the widening are done as 
per IRS codes. The design of pre cast box is done using 
STAAD pro, it also includes the layout of reinforcement 
details of  two important structures used in this method 
apart from conventional method i.e., thrust bed (main bed 
and auxiliary bed),pre cast box.    

Keywords:

Cross Traffic Works, Box Pushing Technique (RUB), 
IRC, IRS, IS Codes

 
1. INTRODUCTION:

In railways whenever there is a need to make a underpass 
,either for canal crossing, RUB’S(Rail under bridges), 
programme of widening existing railway culverts etc.
BOX PUSHING TECHNIQUE is used. Since the work 
has to be done without interruption to rail traffic, box 
pushing technique is largely favored in comparison to 
conventional methods. Transportation is one of the main 
objects in the infrastructure of a developing country like 
India. Most of the Indian intra national transportation is 
done by railways. 

Railways were first introduced to India in 1853 from 
Bombay to Thane. In 1951 the systems were nationalized 
as one unit, the Indian Railways, becoming one of the 
largest networks in the world. Comprising 115,000 km 
(71,000 miles) of track over a route of 65,000 km (40,000 
miles) and 7,500 stations. Sixteen Zones in 2003. Each 
zonal railway is made up of a certain number of divisions, 
each having a divisional headquarters. There are a total of 
sixty-eight divisions. Bridges are a main link in any trans-
portation systems roadways as well as railways. There are 
above 1 lakh bridges in India, most them are over 100 or 
150 years old. Some of the bridges have outlived their 
service life. Generally bridges are inspected by railway 
officials before and after monsoon. If any bridge is in dis-
tressed condition either it will be rehabilitated or rebuild 
depending on the conditions. If any roadway and railway 
are crossing there will be a level crossing(LC) whether 
manned or unmanned, Road Over Bridge (ROB), Road 
Under Bridge (RUB) which can be normal height or lim-
ited height Subway., depending on the relative level.

2. BACKGROUND:

This RUB is within the Chityal Railway Station,Nalgonda 
yard limits and has been taken up as a deposit work for 
Greater Hyderabad Municipal Corporation, by South 
Central Railway. This road is existing over NH7 Chotup-
pal to Narketpally village.

i)Agency: Sri K. Ajay Kumar Reddy, Hyderabad.

ii)Scope of work:

a)3 boxes (7.50x5.65m) 43.00m long by box pushing 
across 5 existing lines.

b)26.30m box cast in situ across 5 future lines.
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3. SALIENT FEATURES:

This RUB consists of
One vent of 7.50 x 5.65m in side size and wall thick-• 

ness of 0.750m (outer size 9.00m x 7.15m.)
Each Segment weighs 1100 metric tons and uses 60t of • 

steel and 440 cum of concrete.
The box is crossing 5 existing running lines and 5 fu-• 

ture non running lines.
Length of the vent is 69.36m long (43.00m length pre • 

cast by pushing technique and 26.36m length by cast in 
situ)

RCC Box with M-30 Grade concrete.• 
Thrust bed of size 11.250x10.200m with M-25 grade • 

concrete provided with 67 pin packets for pushing.
Front cutting shield with 25mm thick M.S. plate & • 

1.00m projection.
Rear shield with 12mm thick plate all round.• 
Drag sheets are provided in 3 layers with 0.60 mm • 

thick each.
Pushing of segments is done with hydraulic jacks of • 

183t capacity.

4. OBJECTIVES OF THE STUDY:

In the present dissertation work on ANALYSIS & DE-
SIGN OF BOX PUSHING TECHNIQUE. Analytical 
models of BOX PUSHING TECHNIQUE are prepared 
and analyzed by using STAAD PRO software. In the cur-
rent study, work is carried-out on the methodology of the 
box pushing technique, which provides widening of exist-
ing RUB at chityal,nalgonda dist.

5. BOX PUSHING OPERATION:

To push precast box segment, reaction is obtained from 
thrust bed. For this, screed is dismantled at pin pocket 
location, pin pockets are cleaned, pins are inserted and 
Hydraulic Jacks- 8/10 nos. are installed between pins and 
bottom slab of the box With packing plates and spacers.

A 20mm thick plate is provided, butting against bot-• 
tom slab of box, in front of the Jacks to avoid damage to 
concrete surface.

Nail anchor plates are removed and earth is manually • 
excavated in front of cutting edge in a way to get annular 
clear space of 300mm all-round.

Anchor plates are refixed in position and uniform pres-• 
sure is applied to the jacks through Power Pack.

After complete push (maximum 300mm) jacks are re-• 
leased, protruding nails are gas cut/driven and jacks again 
packed with packing plates and spacers.

Process is repeated till front box is pushed to required • 
position.

Then 2nd box segment is slewed and brought in posi-• 
tion behind 1st box segment.

8 nos. Jacks, each of 200 Tons capacity, are housed • 
between two box segments in addition to 8 nos. Jacks al-
ready provided between thrust bed and 2nd box segment.

3 nos. Jacks, each of 100 Tons capacity, are provided in • 
3 slots made in each side walls to facilitate correction of 
line and level of box during pushing.

Earthwork is now done in front of 1st box segment and • 
it is pushed. Protruding nails are gas cut/driven and an-
chor plates are refixed in position.

Thereafter, jacks housed between two box segments • 
are released and then 2nd box segment is pushed.

Process is repeated till both the box segments are • 
pushed to required position.

Cutting Edge is dismantled & front face of 1st box seg-• 
ment is cast in plumb.

 

Fig:1 Thrust Bed

6. BOX CASTING AND PUSHING:

The RCC Box is cast in segments of convenient lengths • 
of Total pushing length. 

The Box section is designed as per IRS / IRC codes • 
of practice for loading. Concrete grade normally kept as 
M-30.  

 
Fig: 2 Precast Box

 

Fig: 3 Precast Box Segment

 

Fig: 4 Front Shield

After the first box has reached the final position, the sec-
ond box will be pushed in such a way that a gap of ap-
proximately 100mm remains between the units. Cleaning 
the gap will be done and concrete edges will be rough-
ened, reinforcement will be placed in gap and concreted, 
if required grouting will be done to make the joint water 
tight. Suitable admixtures will be used in the concrete 
used for filling the joint to make them water tight.

 

Fig: 5 Hydrulic Jacks

7. ANALYSIS AND DESIGN OF THRUST 
BED:

This report contains design of Thrust Bed for precast RCC 
single box to be pushed inside the embankment for “Pro-
posed Widening of existing RUB, at Chityala village,near 
Choutuppal in Nalgonda district”, on either side of exist-
ing RUB with Box of size 7.5 x 5.5 mt at Railway Km 
205/200-300.

CONCLUSIONS:

•With the box pushing technique, there is no interruption 
to the traffic moving around.

•Better quality control due to the provision of precast 
boxes.

•Quantities will be less as compared to the conventional 
method of construction.

•The cost of construction is less as compared with the 
conventional method.

Precast box:

•For the 7.5m span, we got the wall thickness as 750mm.

•For 6.4m clear height, we got the wall thickness as 
750mm

Thrust bed:

•We have provided thickness of thrust bed 750mm for 
length of box 11m.

•The reinforcement details of precast box (tunnel), thrust 
bed is shown in the Drawing sheet.

•Various unexpected situations are likely to occur during 
the box pushing operations.
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Length of the vent is 69.36m long (43.00m length pre • 

cast by pushing technique and 26.36m length by cast in 
situ)

RCC Box with M-30 Grade concrete.• 
Thrust bed of size 11.250x10.200m with M-25 grade • 

concrete provided with 67 pin packets for pushing.
Front cutting shield with 25mm thick M.S. plate & • 

1.00m projection.
Rear shield with 12mm thick plate all round.• 
Drag sheets are provided in 3 layers with 0.60 mm • 

thick each.
Pushing of segments is done with hydraulic jacks of • 

183t capacity.

4. OBJECTIVES OF THE STUDY:

In the present dissertation work on ANALYSIS & DE-
SIGN OF BOX PUSHING TECHNIQUE. Analytical 
models of BOX PUSHING TECHNIQUE are prepared 
and analyzed by using STAAD PRO software. In the cur-
rent study, work is carried-out on the methodology of the 
box pushing technique, which provides widening of exist-
ing RUB at chityal,nalgonda dist.

5. BOX PUSHING OPERATION:

To push precast box segment, reaction is obtained from 
thrust bed. For this, screed is dismantled at pin pocket 
location, pin pockets are cleaned, pins are inserted and 
Hydraulic Jacks- 8/10 nos. are installed between pins and 
bottom slab of the box With packing plates and spacers.

A 20mm thick plate is provided, butting against bot-• 
tom slab of box, in front of the Jacks to avoid damage to 
concrete surface.

Nail anchor plates are removed and earth is manually • 
excavated in front of cutting edge in a way to get annular 
clear space of 300mm all-round.

Anchor plates are refixed in position and uniform pres-• 
sure is applied to the jacks through Power Pack.

After complete push (maximum 300mm) jacks are re-• 
leased, protruding nails are gas cut/driven and jacks again 
packed with packing plates and spacers.

Process is repeated till front box is pushed to required • 
position.

Then 2nd box segment is slewed and brought in posi-• 
tion behind 1st box segment.

8 nos. Jacks, each of 200 Tons capacity, are housed • 
between two box segments in addition to 8 nos. Jacks al-
ready provided between thrust bed and 2nd box segment.

3 nos. Jacks, each of 100 Tons capacity, are provided in • 
3 slots made in each side walls to facilitate correction of 
line and level of box during pushing.

Earthwork is now done in front of 1st box segment and • 
it is pushed. Protruding nails are gas cut/driven and an-
chor plates are refixed in position.

Thereafter, jacks housed between two box segments • 
are released and then 2nd box segment is pushed.

Process is repeated till both the box segments are • 
pushed to required position.

Cutting Edge is dismantled & front face of 1st box seg-• 
ment is cast in plumb.
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6. BOX CASTING AND PUSHING:

The RCC Box is cast in segments of convenient lengths • 
of Total pushing length. 

The Box section is designed as per IRS / IRC codes • 
of practice for loading. Concrete grade normally kept as 
M-30.  

 
Fig: 2 Precast Box

 

Fig: 3 Precast Box Segment
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After the first box has reached the final position, the sec-
ond box will be pushed in such a way that a gap of ap-
proximately 100mm remains between the units. Cleaning 
the gap will be done and concrete edges will be rough-
ened, reinforcement will be placed in gap and concreted, 
if required grouting will be done to make the joint water 
tight. Suitable admixtures will be used in the concrete 
used for filling the joint to make them water tight.

 

Fig: 5 Hydrulic Jacks

7. ANALYSIS AND DESIGN OF THRUST 
BED:

This report contains design of Thrust Bed for precast RCC 
single box to be pushed inside the embankment for “Pro-
posed Widening of existing RUB, at Chityala village,near 
Choutuppal in Nalgonda district”, on either side of exist-
ing RUB with Box of size 7.5 x 5.5 mt at Railway Km 
205/200-300.

CONCLUSIONS:

•With the box pushing technique, there is no interruption 
to the traffic moving around.

•Better quality control due to the provision of precast 
boxes.

•Quantities will be less as compared to the conventional 
method of construction.

•The cost of construction is less as compared with the 
conventional method.

Precast box:

•For the 7.5m span, we got the wall thickness as 750mm.

•For 6.4m clear height, we got the wall thickness as 
750mm

Thrust bed:

•We have provided thickness of thrust bed 750mm for 
length of box 11m.

•The reinforcement details of precast box (tunnel), thrust 
bed is shown in the Drawing sheet.

•Various unexpected situations are likely to occur during 
the box pushing operations.
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Since the safety of running trains is directly affected, 
proper planning and implementation is essential for 
smooth completion of work. Advance analysis of site, 
likely problems that may arise and planning to tackle the 
same will help the executive for speedy and safe comple-
tion of the work.
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ABSTRACT:
              
Modern tall buildings go higher with the advances in 
structural design and high strength materials. However, 
every advance in height comes with a new difficulty. Ef-
ficient structural systems, high strength materials, and in-
creased heights results with decrease in building weight 
and damping, and increase in slenderness. On the other 
hand, as the height and slenderness increase, buildings 
suffer from increased flexibility, which has negative ef-
fects on wind loading. Flexible structures are affected by 
vibration under the action of wind which cause building 
motion, and plays an important role in the structural and 
architectural designs. Understandably, contemporary tall 
buildings are much more vulnerable to wind excitation 
than their predecessors. Hence, different design methods 
and modifications are possible in order to ensure the func-
tional performance of flexible structures and control the 
wind induced motion of tall buildings. 

An extremely important and effective design approach 
among these methods is aerodynamic modifications in ar-
chitecture.In the present thesis, multistory buildings of 40 
storey, 60 storey and 80 storey were modeled for differ-
ent shapes of structures i.e. Rectangular structure, Rect-
angular structure with rounded corners, Square structure, 
Square structure with rounded corners, Circular struc-
ture and Elliptical structure. The influence of height and 
shapes on wind loads and their effects on the response of 
the structure is studied in the present case. The analysis of 
the building has been carried out using standard commer-
cial software (STAAD PRO) and the estimation of wind 
loads is done by Indian standard code IS-875(Part-3). The 
effect of rounding of the corners of tall structures is stud-
ied through computational fluid dynamics (CFD) on pres-
sure distribution on the surface of the structure. Standard 
software fluent is used for CFD analysis.
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1INTRODUCTION:

Wind loads are of important, particularly in the design of 
large structures. The wind velocity that should be con-
sidered in the design of structure depends upon the geo-
logical location and the exposure of the structure. Wind is 
a phenomenon of great complexity because of the many 
flow situations arising from the interaction of wind with 
structures. Wind is composed of a multitude of eddies of 
varying sizes and rotational characteristics carried along 
in a general stream of air moving relative to the earth’s 
surface. These eddies give wind its gusty or turbulent 
character. The gustiness of strong winds in the lower lev-
els of the atmosphere largely arises from interaction with 
surface features.The average wind speed over a time pe-
riod of the order of ten minutes or more tends to increase 
with height, while the gustiness tends to decrease with 
height. Some structures, particularly those that are tall or 
slender, respond dynamically to the effects of wind. 

There are several different phenomena giving rise to dy-
namic response of structures in wind. These include buf-
feting, vortex shedding, galloping and flutter. Slender 
structures are likely to be sensitive to dynamic response 
in line with the wind direction as a consequence of tur-
bulence buffeting. Transverse or cross-wind response is 
more likely to arise from vortex shedding or galloping but 
may also result from excitation by turbulence buffeting. 
Flutter is a coupled motion, often being a combination 
of bending and torsion, and can result in instability. For 
building structures flutter and galloping are generally not 
an issue. 

Analysis of Wind Load Effects like Deflection, Bending Moment and 
Axial Forces on Different Shapes of High-Rise Buildings 
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An important problem associated with wind induced mo-
tion of buildings is concerned with human response to vi-
bration and perception of motion. At this point it is enough 
to note that humans are surprisingly sensitive to vibration 
to the extent that motions may feel uncomfortable even 
if they correspond to relatively low levels of stress and 
strain. Therefore, for most tall buildings serviceability 
considerations govern the design but not strength issues.

2. NATURE OF WIND:

Windy weather poses a variety of problems in new sky-
scrapers, causing concern for building owners and engi-
neers alike. The forces exerted by winds on buildings in-
crease dramatically with the increase in building heights. 
The velocity of wind increases with height, and the pres-
sure increase as the square of the velocity of wind. Wind 
is the term used for air in motion and is usually applied to 
the natural horizontal motion of the atmosphere. Motion 
in a vertical or near vertical direction is called a current. 
Winds are produced by difference in atmospheric pres-
sure, which are primarily attributable to differences in 
temperature.

These temperature differences are caused largely by un-
equal distribution of heat from the sun, together with the 
difference in thermal properties of land and ocean surfaces. 
When temperatures of adjacent regions become unequal, 
the warmer and lighter air tends to rise and flow over the 
colder, heavier air. Winds initiated in this way are usu-
ally greatly modified by the rotation of earth. Movement 
of air near the surface of the earth is three-dimensional 
nature, with a horizontal motion which is much greater 
than the vertical motion. Thunderstorms are one of the 
most familiar features of temperature summer weather, 
characterized by long hot spells punctuated by release of 
torrential rain.

3. TYPES OF WIND:

Of the several types of wind that encompass the earth’s 
surface, winds which are of interest in the design of tall 
buildings can be classified into three major types: the pre-
vailing wind’s, seasonal wind’s, and local wind’s.

1.The prevailing winds: Surface air moving from the 
horse latitudes toward the low pressure equatorial belt 
constitutes the prevailing winds on trade winds.

2. The seasonal winds: The air over the land is warmer 
in summer and cooler in winter than the air adjacent to 
oceans during the same seasons.

3. The local winds: Corresponding with the seasonal vari-
ation in temperature and pressure over land and water, 
daily changes occur which have a similar but local effect. 
Similar daily changes in temperature occur over irregular 
terrain and cause mountain and valley breezes.

4. EXTREME WIND CONDITION:

Extreme winds such as thunderstorms, hurricanes, torna-
does, and typhoons, impose loads on structures that are 
many times more than those normally assumed in their 
design.

4.DYNAMIC NATURE OF WIND ON 
STRUCTURES:

When wind hits a blunt body in its path, it transfers some 
of its energy to the body. The measure of the amount of 
energy transferred is called the gust response factor. 
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Wind turbulence is affected by terrain roughness and 
height above the ground. A tall, slender, and flexible 
structure could have a significant dynamic response to 
wind because of buffeting. This damping amplification of 
response would depend on how the gust frequency cor-
relates with the natural frequency of the structure and also 
on the size of the gust in relation to the building size.

Fig: 1 Wind Response Directions.

5. OBJECTIVES:

The wind pressures not only depend on the height of 
the building frame but also on the shape of the building, 
To study the dynamic interaction between the wind and 
structure, the dynamic properties like the size and shape 
of the building, frequency, damping etc become relevant 
and they also influence gust pressure.The main objective 
of the present work is to study the effect and variation of 
wind pressure with the shape, rounding of the corners and 
height of the structure. In the present study the variations 
of the gust pressure with shape of the structure on typi-
cal multi-storied frames as per dynamic response factor 
method given by the draft code IS-875 part 3 – is stud-
ied.

In the present thesis, multistory buildings of 40 storey, 60 
storey and 80 storey were modeled for different shapes of 
structures i.e. rectangular structure, rectangular structure 
with rounded corners, square structure, square structure 
with rounded corners, circular structure and elliptical 
structure. The analysis of the building has been carried 
out using STAAD PRO and the dynamic response fac-
tor method, pressures are calculated using Indian standard 
code IS-875(Part-3.

The effect of rounding of the corners of tall structures is 
studied through computational fluid dynamics (CFD) on 
pressure distribution on the surface of the structure. Stan-
dard software fluent is used for CFD analysis.The present 
thesis would bring out the influence of factors like height, 
shape of the structure, rounding of the corners, along wind 
response, bending Moment and axial force etc.

6. METHODOLOGY:

Tall and slender structures are flexible and exhibit a dy-
namic response to wind. Tall structures vibrate in wind 
due to turbulence inherent in wind as well as that gener-
ated by the structure itself due to separation of flow. Thus 
there is a mean and fluctuating response to the wind. Be-
sides, the dynamic forces act not only in the direction of 
wind flow but also in the direction nearly perpendicular to 
the flow (lift forces), so that tall structures also exhibit in 
across- wind response.

Rectangle 25mx50m
Square 35mx35m
Circle radius 40m
Ellipse  60mx30m (major axis by minor axis)

In case of wind loads it is assumed that buildings are in 
terrain category 3 and the basic wind speed (Vb) is taken 
as 44m/sec. The dynamic pressures are calculated accord-
ing to IS 875 (part-3). These pressures are applied on all 
the four sides of the buildings i.e. windward side positive 
X-direction, leeward side negative X-direction, windward 
side positive Z-direction, leeward side negative Z-direc-
tion.

Fig: 2 Top view of Rectangular structure
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Fig: 3 Top view of Rectangular structure rounded at 
the corners.

Fig: 4 Top view of Square structure.

Fig: 5 Top view of Square structures with rounded 
corners without shear walls.

Fig: 6 Top view of Circular structure.

Fig: 7 Top view of Elliptical structure.

CONCLUSIONS:

1.The bending moments were reduced by an average 70% 
by rounding of the corners compared to regular sharp cor-
nered structures. However, as the height of the structure 
was increasing the reduction of the bending moment due 
to rounding of the corners was decreasing gradually.

2.b. The axial forces of rectangular and square struc-
tures were decreasing by rounding of the corners for low 
heights of the building. But for very tall buildings the 
rounding of the corners increased the axial forces in the 
corner columns.

3.c. The roof displacement of square structures were de-
creased by about 50 % by rounding of the corners of the 
structure but for rectangular structure the roof displace-
ment were reduced by an average of 10% by the rounding 
of the corners. Rounding of the corners was effective for 
very tall buildings.



                                                                                                                         ISSN No: 2348-4845
International Journal & Magazine of Engineering, 

Technology, Management and Research
A Peer Reviewed Open Access International Journal   

                    Volume No: 2 (2015), Issue No: 10 (October)                                                                                              October 2015
                                                                                www.ijmetmr.com                                                                                                                                        Page 652

Wind turbulence is affected by terrain roughness and 
height above the ground. A tall, slender, and flexible 
structure could have a significant dynamic response to 
wind because of buffeting. This damping amplification of 
response would depend on how the gust frequency cor-
relates with the natural frequency of the structure and also 
on the size of the gust in relation to the building size.

Fig: 1 Wind Response Directions.

5. OBJECTIVES:

The wind pressures not only depend on the height of 
the building frame but also on the shape of the building, 
To study the dynamic interaction between the wind and 
structure, the dynamic properties like the size and shape 
of the building, frequency, damping etc become relevant 
and they also influence gust pressure.The main objective 
of the present work is to study the effect and variation of 
wind pressure with the shape, rounding of the corners and 
height of the structure. In the present study the variations 
of the gust pressure with shape of the structure on typi-
cal multi-storied frames as per dynamic response factor 
method given by the draft code IS-875 part 3 – is stud-
ied.

In the present thesis, multistory buildings of 40 storey, 60 
storey and 80 storey were modeled for different shapes of 
structures i.e. rectangular structure, rectangular structure 
with rounded corners, square structure, square structure 
with rounded corners, circular structure and elliptical 
structure. The analysis of the building has been carried 
out using STAAD PRO and the dynamic response fac-
tor method, pressures are calculated using Indian standard 
code IS-875(Part-3.

The effect of rounding of the corners of tall structures is 
studied through computational fluid dynamics (CFD) on 
pressure distribution on the surface of the structure. Stan-
dard software fluent is used for CFD analysis.The present 
thesis would bring out the influence of factors like height, 
shape of the structure, rounding of the corners, along wind 
response, bending Moment and axial force etc.

6. METHODOLOGY:

Tall and slender structures are flexible and exhibit a dy-
namic response to wind. Tall structures vibrate in wind 
due to turbulence inherent in wind as well as that gener-
ated by the structure itself due to separation of flow. Thus 
there is a mean and fluctuating response to the wind. Be-
sides, the dynamic forces act not only in the direction of 
wind flow but also in the direction nearly perpendicular to 
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1.The bending moments were reduced by an average 70% 
by rounding of the corners compared to regular sharp cor-
nered structures. However, as the height of the structure 
was increasing the reduction of the bending moment due 
to rounding of the corners was decreasing gradually.

2.b. The axial forces of rectangular and square struc-
tures were decreasing by rounding of the corners for low 
heights of the building. But for very tall buildings the 
rounding of the corners increased the axial forces in the 
corner columns.

3.c. The roof displacement of square structures were de-
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structure but for rectangular structure the roof displace-
ment were reduced by an average of 10% by the rounding 
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4.d. Circular structure is also much effective in reducing 
the lateral drift of the structure. Elliptical structures are 
also effective in reducing the lateral drifts compared to 
rectangular structures but not as effective as square and 
circular structure.

5.e. It was observed from the limited study of compu-
tational fluid dynamics that the wind loads acting on a 
structure not only depend on the wind velocity and tur-
bulence but also on the shape of the building. Rounding 
of corners of buildings reduces the wind forces acting on 
the building. Negative forces on the side walls are much 
greater compared to the windward face of the structure 
due to the cross wind effects of the building.
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Abstract: The work described in this paper is to demonstrate 

the productiveness of implementing Last Planner System to 

improve construction planning process in an Institutional 

building construction project in India. The Last Planner 

System (LPS) has been implemented on construction projects 

to increase work flow reliability, improve productivity, 

greater collaboration with field personnel and sub contractors, 
and completing the project within the stipulated duration and 

carrying out smooth workflow. Consequently, this research 

centered on improving building construction processes in 

India, reports the findings from the implementation of the 

Last Planner System on an Institutional building construction 

projects in India. 

 

The initial state of production plan reliability within the 

project was observed to be highly unreliable with a high 

degree of variability. However as the implementation 

commenced, production plans were stabilized with an 

improved reliability in the schedules. The results from this 

study demonstrate that although an Institutional building 

construction process is a linear process, a number of benefits 

were still recorded in terms of improving construction 

planning and organizing processes, during the 

implementation. 

Keyword:  Last Planner System,Master schedule, Look-ahead 

schedule,Percent planned complete, Make work ready 
planning. 

 

Introduction  

There are numerous challenges and problems facing the 

construction industry all over the world. Construction projects 

are famous for being over-budget, late and burdened with 

scope creep. Many of the problems facing the construction 

industry, such as delays, over-budgeting and poor quality, 

have been extensively discussed. The traditional construction 

management approach has been effective in solving some of 

these problems. The Construction Management has been  

defined as the overall planning of a project by allocating the 

appropriate resources to finish the project on time, at budget 

and at targeted quality. Successful project management can be 

achieved by bringing together the tasks and resources 

necessary to accomplish the project objectives and 

deliverables within the specified time constraints and within 

the planned budget.  

Construction processes are becoming much more complex 

and therefore a coherent management approach should be 

developed to solve the chronic problems and difficulties of 

the construction projects. Lean Construction (LC) was 

introduced and defined by The Lean Construction Institute 

(LCI) as ―a production-management-based approach to 

project delivery-a new way to design and build capital 

facilities‖. Having seen intrinsic improvements in 

manufacturing, implications of lean production principles to 

the construction changed the method of work done through 

the delivery process. The main purpose of lean production 

system is to maximize value and minimize waste by using the 

appropriate lean techniques. Despite the significant 

differences between the features of construction and 

manufacturing, they almost share the same goals and pursue 

same principles such as system optimization through 

collaboration, continuous improvement, focus on customer 

satisfaction, work flow by eliminating obstacles and non-

added values and creating pull production. 

Lean Construction And Last Planner System  

Building construction is a process that is ripe for the picking 

with potential process improvements, but Lean principles 

must be adapted from manufacturing to construction for this 

to be successful (S M Abdul Mannan Hussain et al., 2014). 

The difficulty in construction is that every project is different 

and has a different team of people working on it that get 

supplies from different sources. To overcome this difficulty 
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requires a change in thinking. Glenn Ballard and Greg Howell 

of the Lean Construction Institute have produced extensive 

research into how lean manufacturing principles can be 

adapted to the construction industry in order to change the 

construction industry’s collective mindset. They have 

recognized that while every construction project is different, 

they are comprised of construction operations which are 

similar between projects. Instead of viewing a project simply 

as piecing together some engineer’s design, we must look at 

the project as a temporary production process, in which the 

focus is on making that production process the best it can be. 

If that same focus successfully eliminates waste and 

maximizes value, the project is then considered to be ―lean‖ 

(Ballard & Howell, 2003). 

Ballard and Howell have developed a detailed Lean 

Construction protocol, known as the Lean Project Delivery 

System TM (LPDS). LPDS seeks to redefine the traditional 

phases of construction, and focuses on applying lean 

principles to the design, supply chain, and assembly of a 

construction project. It recognizes that each phase of 

construction is highly dependent on those that came before it 

and will come after it, and places a strong emphasis on 

improving the overall project production system (Ballard & 

Howell, 2003). Their research has shown that the LPDS is 

also a superior management system. Even partial 

implementations have yielded substantial improvements in 

the value generated for clients, users and producers, and also 

a reduction in waste, including waiting time for resources, 

process cycle times, inventories, defects and errors, and 

accidents. The two major project management components of 

the LPDS are the Last Planner TM System (LPS) and Reverse 

Phase/Pull Scheduling. 

LPS is a system that uses a weekly planning schedule which 

is focused on the work that can currently be completed, and 

strives to ensure that what the original project schedule says 

should be occurring during that week can occur during that 

week. (Alarcon & Calderon, 2003;Ballard, 2000a; Hamzeh, 

2009). LPS breaks the schedule down into four levels: 

A.  Master Schedule.  

The master schedule is broken down by project phases. These 

phases are typically project milestones that are set by the 

owner. 

 

 

B.  Phase Schedule.  

Each phase has a schedule that is broken down into 

construction activities. Phase schedules are developed using 

pull scheduling techniques, which are described in more detail 

below. The phase (and master) schedules both represent what 

―should‖ be done on the project within the specified 

timeframes. 

C.  Lookahead Schedule.  

The look ahead schedule is typically generated for each week 

between 2-6 weeks out from the current date. The purpose of 

the look ahead scheduling is to examine the activities that 

―should‖ be done to make sure that they ―can‖ be done as 

scheduled. This process involves three steps: 

 Breaking down activities into assignable tasks. 

 Ensuring the operational design for the tasks to be 

performed is feasible. 

  Removing constraints from the tasks. 

 

D. Weekly Work Plan.  

The weekly work plan is generated for the current week and 

the next week. If a task is ―made ready‖, meaning it has 

passed the three checks included in look ahead planning, it is 

added to the weekly work plan and assigned to the people that 

will actually be doing the work. When a task is added to a 

weekly work plan, it is being moved from what ―can‖ be done 

to what ―will‖ be done. 

E.  Percent Plan Complete (Ppc).  

PPC is a metric which is used to measure the success rate of 

LPS. PPC is calculated after a weekly work plan has been 

executed, and is simply the number of tasks that were 

completed divided by the number of tasks that were assigned. 

Alternatively, PPC can be defined as dividing what ―did‖ get 

done by what was projected ―will‖ get done. A high PPC 

means that LPS is allowing for reliable work forecasting, and 

that tasks made ready are being completed as scheduled. 

Reverse Phase or ―Pull‖ scheduling is the technique used to 

develop the phase-level schedule that is used as a basis for 

implementing LPS. It a highly collaborative and cooperative 

project scheduling method which requires all parties involved 

in any given phase of construction project to work together in 

scheduling the project starting with a completion milestone 

date and working backwards (Ballard & Howell, 2003). Each 
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phase’s milestone date comes from the master project 

schedule, which usually contains very aggressive timeframes. 

The purpose of starting at the end and working backwards is 

to ensure that only tasks which release work to others (e.g. 

pull) are being worked on at any given time. Reverse phase 

scheduling is typically performed in a large room with a 

representative of every organization that does work within the 

phase. Each organization puts each of their construction 

activities on a sticky note, and includes what they need to be 

done before they can start their work on that activity. By 

starting at the end and working backward, the schedule will 

be sequenced in a pull manner. Typically, after the first 

iteration of scheduling, the time needed to do the work will 

exceed the time allotted to that phase by the master schedule. 

This is when collaboration is necessary to shorten activity 

durations, either by finding innovative ways to work with 

other organizations within the phase, or by removing time 

buffers from each individual activity, and placing them into 

one shared time buffer for the entire phase. Since each 

activity will not use 100% of their originally scheduled time 

buffer, the compiled time buffer will be smaller than the sum 

of the individual activity buffer. This result in an innovative, 

―fluff free‖ schedule that will almost always meet the time 

allotted for the phase by the master project schedule. 

 

Fig.1. Last Planner System conversation 

Case Study Of Global Edge School (Kokapet, 

Hyderabad) 

A. General 

The current project is the one proposed by Global Edge 

School regarding the construction of a new school building at 

Kokapet, Hyderabad. The Global Edge School, established in 

the year 2005, is a co-educational school. The school has 

three branches, one in Madhapur and the other in Banjara 

Hills and in Kukatpally. The institution is an educational and 

research initiative of the M. Baga Reddy Educational Society. 

The school has good infrastructure, updated equipment, 

highly skilled & qualified academicians and also dynamic 

principals. The school provides quality education from 

Nursery to X and follows the CBSE syllabus. 

The project consists of 75000 sq ft. built area which is divided 

among 3 floors and each floor having a built area of about 

25000 sq ft. Cellar section of the building is made for parking 

and the remaining three floors were for classrooms, 

staffrooms, toilets, storeroom, computer lab, auditorium and 

other laboratories for students. The estimated cost of the 

project is about INR 46,995,873.94 and is expected to 

complete within 17 months from the execution of the 

construction.  The building is a tri-story educational building 

structure of RCC/Wooden structural type. 

B. Research Activities At The Site 

Step 1: After getting the design information and drawing the 

work is structured and Master Schedule is prepared. 

Step 2: After preparing Master Schedule, its current status is 

forecasted by selecting, sequencing and sizing work which 

can be done accordingly Look- ahead Schedule is prepared. 

Step 3: Look ahead schedule is prepared based on the 

information that is made ready by Screening and pulling 

which is a workable backlog of selecting, sequencing and 

sizing the work that can be done through weekly work plan. 

The Weekly Work Plan is thus prepared by optimizing the 

resources and the work is completed accordingly. 

The research plan was to implement Last Planner System in 

three phases of the project comprising of 8 weeks of 

implementation and PPC calculations. These phases are: 

Phase 1- Structure works;  

Phase 2- Super structure works & 
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Phase 3- Finishing works. 

At the end of each phase (8 weeks) a comparison and review 

of the implementation was carried out. Conversely, during the 

implementation, the look-ahead schedule and the constraint 

analysis chart were used to allow for the anticipation of future 

needs for materials, equipment and labor. They ensured tasks 

were ready to start when required with a certainty of labor, 

equipment and material requirements. The constraints 

identified during the constraint analysis were grouped under 

eight categories; contract, designs, submittals and 

documentation, operations, equipment, labor, weather and     

materials. This classification helped facilitate an enhanced co-

ordination with the responsible persons resolving particular 

constraints identified. 

The PPC charts and reasons for non-completion forms on 

the other hand were used throughout the implementation 

process. These reasons for non-completion were also 

subdivided into eight categories; contract, designs, 

submittals and documentation, operations, equipment, labor, 

weather and materials. A weekly PPC’s of 8 weeks was 

measured and is shown in Table 1 to Table3 .Figures 2 and 

figures 3 shows the PPC analysis for the first phase, i.e. 8 

weeks within the project. At the end of the phase, a meeting 

was held to evaluate the implementation process, discussing 

the lessons learnt from the implementation. 

TABLE.1. Comparison of 8 weeks of PPC (19/11/14 – 

21/01/15) 

Start date 
for week 

No. of 
comple

ted 
tasks 

No. of 
uncompleted 

tasks 

Total 
activities/task

s 
PPC 

19/11/2014 5 6 11 45% 

26/11/2014 8 6 14 57% 

03/12/2014 10 4 14 71% 

10/12/2014 9 6 15 60% 

17/12/2014 8 3 11 72% 

07/01/2015 8 2 10 80% 

14/01/2015 6 1 7 86% 

21/01/2015 6 2 8 75% 

TOTAL 60 57 90 67% 

 

 

Fig.2. Weekly PPC’s for 8 weeks (19/11/14 – 21/01/15) 

From the review of the implementation process, it was 

observed that the involvement of all parties in the project was 

crucial for the success of the implementation process. 

Similarly, the reasons for incomplete assignments were 

analyzed and documented for corrective actions to be taken 

during the next weekly meeting 

 

Fig.3. Reasons for incomplete assignments (19/11/4 – 
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The reasons for the incomplete assignments within the first 

phase of 8-weeks are shown in Figure 3. The reasons are as 

follows: Pre-requisite works, Rework, Material, Equipment, 

Incomplete Design information, Poor weather, Submittal, 

Labor Supply. The figure demonstrated that equipment break 

down was the most frequent reason for incomplete 

assignments. This was followed by incomplete design 

information; a lot of details were not included in the vertical 

and horizontal alignments designs. This made it difficult 

setting-out the project and calculating the levels for the cut 

and fill. In the same vein, this led to a lot of rework; which 

had the third highest frequency of 24. Other reasons for 

incomplete assignments included; submittals (late request), 

poor weather and materials unavailability, pre-requite work 

and labor supply. Although this analysis for incomplete 

assignments was limited to the category presented. 

Furthermore, weekly PPC’s were calculated for next 16 

weeks with an evaluation process carried out after 8th weeks 

for the 16th week of the project. The evaluation process 

basically evaluated the implementation process with the 

project team also discussed the lessons learnt from the 

implementation. Table 2 and figure 4 shows the PPC measure 

for the second phase which commenced on the 28th of January 

2015 till 18th March 2015. Similarly, Figures 5 showed the 

reasons for incomplete assignments within this phase. 

TABLE.2. Comparison of 8 weeks of PPC (28/01/15 – 

18/03/15) 

Start date 
for week 

No. of 
completed 

tasks 

No. of 
uncompleted 

tasks 
Total 

activities/tasks PPC 

28/01/2015 8 3 11 73% 

04/02/2015 7 2 9 78% 

11/02/2015 9 4 13 69% 

18/02/2015 9 3 12 75% 

25/02/2015 8 3 11 73% 

04/03/2015 10 2 12 83% 

11/03/2015 11 4 15 73% 

18/03/2015 9 3 12 75% 

TOTAL 71 22 93 76% 

 

 

Fig.4. Weekly PPC’s for 8 weeks (28/01/15 – 18/03/13) 

From Table 2 and Figures 4 it is observed that the average 

PPC within this period was 76% which was a remarkable 

improvement from the previous evaluation whose PPC was 

averaged at 67%. In addition, the highest PPC value of 83% 

was recorded on the week commencing from the 4th  of March 

2015, while the lowest PPC value of 69% was recorded on the 

week of 11thFebruary 2015. Furthermore, the reasons for the 

incomplete assignments within these 8-weeks are shown in 

Figure 5. It was identified that pre-requisite work was the 

most frequent reason for incomplete assignments and delays 

as a result of waiting for a task to be completed before 

another starts. This was basically because of the nature of the 

stage that the project had reached; i.e. this was the stage 

where most of the activities were dependent on the earth 

works. 

This rework was also recorded in Figure 5 as the second 

highest percentage of uncompleted assignments. The third 

reason given was the un-availability of materials. This was 

because of community disturbances from the youths around a 

neighboring community; this community was the only access 

to the project site and suppliers delivering materials to the site 

were delayed until government officials had to step in to 

resolve the situation. The fourth major reason for incomplete 

assignments was equipment break down. This was followed 

by incomplete design information; especially during the 
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construction of the side drains which was carried out within 

this phase. Similarly, details of the fill levels were not 

indicated hence the surveyors had to establish one.  

 

Fig.5.Reasons for incomplete assignments (28/01/15 – 

18/03/15) 

Finally, for the remaining 8 weeks to make up 24 weeks of 

the LPS implementation weekly PPC’s were calculated and 

an evaluation carried out at the end of the 8 weeks. The 

project team discussed the lessons learnt from the 

implementation and evaluated the entire implementation 

process. Table 3 and Figure 6 shows the PPC measure for 

week commencing on 25th March 2015 to week commencing 

13th May 2015 while Figure 7 shows the reasons for 

incomplete assignments. 

TABLE.3. Comparison of 8 weeks of PPC (25/03/15 – 

13/05/15) 

Start date 

for week 

No. of 

completed 

tasks 

No. of 

uncompleted 

tasks 
Total 

activities/tasks PPC 

25/03/2015 9 3 12 75% 

01/04/2015 8 2 10 80% 

08/04/2015 7 2 9 78% 

15/04/2015 6 3 9 67% 

22/04/2015 5 1 6 83% 

29/04/2015 5 2 7 71% 

06/05/2015 6 2 8 75% 

13/05/2015 7 1 8 88% 

TOTAL 53 16 69 77% 

 

Figure 6 Weekly PPC’s for 8 weeks (25/03/15 – 13/05/15) 

From comparison of the 8 weeks PPC in Tables 6 and the 

chart of the weekly PPC’s in figures 42 it is observed that the 

average PPC within this period is 77%. It was recorded that 

the highest PPC value of 88% was recorded on the week 

commencing from the 13th May 2015. However, the lowest 

PPC value of 67% was recorded on the week of 15 th April 

2015; the major setback on the project within that week was 

poor weather. 

The reasons for the incomplete assignments within these 8-

weeks are shown in Figure 43 

 

Fig.7. Reasons for incomplete assignments (25/03/15 – 
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The reasons for the incomplete assignments are, it was 

observed that poor weather was the major reason for 

incomplete assignments within this phase and it had a chain 

effect of affecting pre-requisite work. The rains poured out 

heavily and caused most of the tasks to be suspended and 

this resulted in workers waiting for task to be completed 

before another starts. Similarly, submittal (late request) was 

the third highest reasons for incomplete assignments; and it 

resulted in delays as requests were submitted too late for 

decisions to be made that would enable particular activities 

to start on time 

The fourth major reason for incomplete assignments was 

equipment break down. This was followed by incomplete 

design information; especially while constructing the 

pavements. Other reasons for incomplete assignments 

included; defects requiring rework, material unavailability 

and labor supply. 

Findings 

Observation: It was revealed from the initial observations 

that there was no set out procedure for managing site 

activities. The site engineer gathered the project team every 

morning to assign work packages on a day to day basis. 

The back drop to this arrangement was that operators, 

subcontractors and suppliers did not know ahead of time 

what was planned out. This caused series of delays in the 

start-up process of the project. Nevertheless, it was 

observed that team-working was very evident at the site 

and responsibilities were well shared among the project 

team. 

Implementation: During the implementation of the last 

planner system, a lot of data was gathered and different 

forms were completed on site by the project team, and 

these forms include the look-ahead schedule, constraints 

analysis charts, PPC chart and the reason for non-

completion forms. The implementation occurred in three 

phases of 8 weeks per phase. The average PPC’s for the 

entire implementation period was 74%, with the highest 

PPC at 87% and the lowest at 46%. 

 Conclusion 

This LPS implementation has shown that LPS, which is 

rarely implemented in a linear process like an Institutional   

building construction process, could enhance construction 

management practice in an environment which differs from 

places where it has been previously implemented and 

characterized predominantly by poor quality, cost and time 

overruns. On the whole LPS had a significant and positive 

impact on the project management process of the   

Institutional building project by enhancing planning 

practice, improving site logistics, removing constraints 

before they became obstacles and improving the entire site 

management. 

Nevertheless, during the LPS implementation obstacles 

were encountered and these prevented the achievement of 

the full potential of the LPS implementation. Some of the 

obstacles include: cultural issues, lengthy approvals, 

resistance to change, sub-contractors involvement, 

supervision and quality control, fluctuation and variations. 

Besides its contribution in improving the project 

management practice within the study organization, it has 

contributed to construction management by illustrating that 

irrespective of the nature of the construction project or the 

environment within which the project is occurring, the LPS 

can still be successfully implemented to record 

improvements. Furthermore, the results from this case 

project can be used as a reference for organizations in India 

which look forward to improving their managerial practice. 

The study also suggest that implementing LPS in an 

Institutional building construction project in India can 

improve the process by encouraging collaboration among 

the project participants, transparency, trust and the 

reliability of the schedule. 
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A Systematic Approach Of Construction Management 

Based On Last Planner System And Its Implementation In 

The Construction Industry 
 

S M Abdul Mannan Hussain1, Dr.T.Seshadri Sekhar2 and Asra Fatima3 

 

Abstract:The Last PlannerSystem (LPS) has been implemented on construction projects to increase work flow reliability, a precondition for 

project performance againstproductivity and progress targets. The LPS encompasses four tiers of planning processes:master scheduling, 

phase scheduling, lookahead planning, and commitment / weeklywork planning. This research highlights deficiencies in the current 

implementation of LPS including poor lookahead planning which results in poor linkage between weeklywork plans and the master schedule. 

This poor linkage undetermines the ability of theweekly work planning process to select for execution tasks that are critical to projectsuccess. 

As a result, percent plan complete (PPC) becomes a weak indicator of project progress. The purpose of this research is to improve lookahead 

planning (the bridgebetween weekly work planning and master scheduling), improve PPC, and improve theselection of tasks that are critical 

to project success by increasing the link betweenShould, Can, Will, and Did (components of the LPS), thereby rendering PPC a 

betterindicator of project progress. 

The research employs the case study research method to describe deficiencies inthe current implementation of the LPS and suggest 

guidelines for a better application ofLPS in general and lookahead planning in particular. It then introduces an analyticalsimulation model 

to analyze the lookahead planning process. This is done by examining the impact on PPC of increasing two lookahead planning 

performance metrics: tasksanticipated (TA) and tasks made ready (TMR). Finally, the research investigates theimportance of the lookahead 

planning functions: identification and removal ofconstraints, task breakdown, and operations design.The research findings confirm the 

positive impact of improving lookaheadplanning (i.e., TA and TMR) on PPC. It also recognizes the need to perform lookaheadplanning 

differently for three types of work involving different levels of uncertainty:stable work, medium uncertainty work, and highly emergent 

work.The research confirms the LPS rules for practice and specifically the need to planin greater detail as time gets closer to performing the 

work. It highlights the role of LPSas a production system that incorporates deliberate planning (predetermined andoptimized) and situated 

planning (flexible and adaptive). Finally, the research presents recommendations for production planningimprovements in three areas: 

process related, (suggesting guidelines for practice),technical, (highlighting issues with current software programs and advocating 

theinclusion of collaborative planning capability), and organizational improvements(suggesting transitional steps when applying the LPS).  

Keywords—Continous Improvement System, Tasks Made Ready,Construction Management, Last Planner System, Master schedule, Look-

ahead schedule,Percent planned complete, Make work ready planning.

I. INTRODUCTION TO THE PROBLEM 

Construction management suffers from many problems 

and the majority are practical which need to be solved or 

better understood. As a result, the construction industry is 

overwhelmed by delay and often has suffered cost and time 

overrun. In their critical evaluation of previous Studies on 

construction delay, reported that the poor project 

management was a dominant and common reason for delay 

in construction projects. 

The goal of this research is to close the gap between long-

term and short-term planning.The strategy for achieving this 

goal is to improve lookahead planning and increase the 

connectedness between weekly work plans and the master 

schedule, by increasing the selection and execution of tasks 

critical to project success. This is expected to make PPC not 

only a measure of reliable release of work from one specialist 

to the next (and hence a proxy for increased labor 

productivity), but also a measure of project progress. To 

achieve this goal an understanding of system design and 

execution is required. 

 

II. LITERATURE SURVEY 

Mossman (2013) proposed that Lean Construction using 

the Last Planner System influences construction culture by 

encouraging collaboration, transparency, trust, reliability of 

scheduling and delivery of value while, consuming the 

fewest resources. Henceforth, overcoming natural cultural 

issues of poor quality work and overruns in time and cost. 

http://dx.doi.org/10.6106/JCEPM.2015.5.2.011
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Hamzeh (2011) presented a framework for successful 

implementation of the Last Planner System on construction 

projects. However, when the entire Last Planner System 

(master scheduling, phase scheduling, lookahead planning, 

and weekly work planning) is executed and updated as 

designed, PPC should be an indicator of project progress; i.e., 

PPC and progress should vary with eachother. This claim can 

be expressed as a complex hypothesis. 

Wambeke et al. (2011) conducted a nationwide survey 

that identified the most prevalent causes and magnitudes of 

variation on the basis of the perceptions of craft workers, 

Foremen, and project managers. Their research also 

quantitatively analyzed the underlying structure of the causes 

of variation using factor analysis. Factor analysis was used to 

develop various factors that should be focused on the 

planning process on the basis of the number of trades 

involved. 

Seppänen et al., (2010) stated that Look-ahead planning, 

as part of the Last Planner system, could be used to set 

deliverable milestones on the planning timeline. The 

milestones, acting as deadlines, can then be used as the 

benchmark from which reverse phase scheduling is 

performed where activities are distributed accordingly and 

the production rate of each activity is adjusted within feasible 

limits to meet the imposed takt time. 

Liu and Ballard (2009) demonstrated how the use of the 

LPS method can increase both the Planned PercentComplete 

and productivity as well and to create a more reliable weekly 

work plan. 

Hamzeh (2009) highlighted two sets of factors, local and 

general, impacting the implementation of new methods, in 

general, and the LPS, in particular. Local factors are potential 

challenges attributed to project circumstances and the team 

including: fairly new experience in lean methods, traditional 

project management methods, novelty of LPS to team 

members, fragmented leadership, and team chemistry. 

General factors impacting the implementation of a new 

process include: human capital, organizational inertia, 

resistance to change, technological barriers, and climate.  

Hopp and Spearman (2008) highlight two types of 

variability in a manufacturing production setting: (1) process 

time for a task executed at a workstation and (2) the rate of 

task arrival at a workstation. The quest to reduce the negative 

impacts of variability and increase the reliability of workflow 

has lead to the development of the Last Planner system (LPS) 

for production planning and control. This system has been 

successfully implemented on construction projects to 

increase the reliability of planning, improve production 

performance, and create a predictable workflow. 

Ballard et al. (2007) studied the implementation of LPS 

on many construction projects and reported various 

implementation obstacles. Projects in the study experienced 

strong resistance to change on the part of project team and 

members within the organization. In some cases, 

implementation challenges were the result of a lack of 

leadership during the process. In other cases, there was a lack 

of commitment by upper management or top down mandates 

without active support. 

Sacks and Goldin (2007) proposed a management model 

for the construction of high-rise apartment buildings. The 

model applies lean construction principles to reduce cycle 

time, improve cash flow, and increase flexibility to provide 

varied interior designs with short lead times. As part of the 

development of the lean management model, simulation was 

used to explore the impacts of the model prior to 

implementation in practice. 

Ballard & Howell, (2004) stated that production planning 

and control system is the Last Planner system (LPS) which 

has been successfully implemented on construction projects 

to increase the reliability of planning, increase production 

performance, and improve workflow in design and 

construction operations.  

Liker, (2004) implemented that the first requirement for 

creating a continuous flow is identifying the takt time and 

producing accordingly. Takt time is the time set for the 

supply of a certain process and is derived from the customer 

demand. “It is the heart beat of one piece flow”. The benefits 

that takt time introduces to the project are reducing 

variability, decreasing the whole project duration and 

minimizing the cost of the project. This paves the way for 

creating continuous flow that allows us to see the problems in 

advance. 

 

III. OBJECTIVE OF THE WORK 

IN THIS CONTEXT, THREE OBJECTIVES ARE DEFINED. 

Objective1: Understand the reasons behind the poor 

connection and widegap between long-term planning (master 

scheduling) and short-term planning(weekly work planning). 

Objective2: Understanding the reasons is the first step to 

formulatingimprovement strategies as one cannot manage 

what one does not understand. Thisrequires a study of current 

planning processes and suggesting improvements. 

Objective3: Explore and experiment with methods for 

increasing theconnection between weekly work plans and the 

master schedule while increasing PPC. This entails 

improving the lookahead planning process that links weekly 

workplanning and master scheduling processes. Accordingly, 

an understanding of the status of current lookaheadplanning 

processes is required before suggesting processimprovements 

and applying them on construction projects. 

 

VI. METHODOLOGY 

4.1 LAST PLANNER SYSTEM  
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The Last Planner®  (sometimes referred to as the Last 

Planner®  System) is a production planning system designed 

to produce predictable work flow and rapid learning in 

programming, design, construction and commissioning of 

projects. Last Planner®  was developed by Glenn Ballard and 

Greg Howell. LCI licenses the use of these processes and 

related IP to various organizations, including most recently 

the Associated General Contractors of America. 

The Last Planner®  workshops and seminars are designed 

to introduce participants to the five elements of the Last 

Planner® : 

• Master Scheduling (setting milestones and strategy; 

identification of long lead items); 

• Phase "Pull" planning (specify handoffs; identify 

operational conflicts); 

• Make Work Ready Planning (look ahead planning to 

ensure that work is made ready for installation; re-planning 

as necessary); 

• Weekly Work Planning (commitments to perform 

work in a certain manner and a certain sequence); and 

• Learning (measuring percent of plan complete 

(PPC), deep dive into reasons for failure, developing and 

implementing lessons learned). 

In recent years, use of Last Planner®  on projects and 

within both design and construction firms has increased 

geometrically. As a consequence, demand for coaching and 

teaching consultants has also substantially increased. We are 

committed to being a resource to those who wish to 

undertake this robust planning system. 

 

 

FIGURE I  

Last Planner system 

 
FIGURE II 

Traditional planning process 

 

 
FIGURE III. 

The Sequence of Last Planner Process 

 

The most of researcher indicates that Last Planner System 

(LPS) is a technique of lean construction, which gives 

sequence of work and project variability in construction. The 

Last Planner is the person/team assign for operational 

planning, which facilitate to improved sequence of work, 

completion of individual assigned task at the operational 

level. In the last planner system, the sequences of work 

including (master schedule, reverse phase schedules , six-

week look ahead, weekly work plan, percent plan complete, 

Constraint analysis and Variances analysis) provides 

optimized schedule planning through a pull technique, 

sequence which matches work flow and capacity for 

executing work. It will achieve Should Can Will which is the 

key words weekly work plan “Should” indicates the work 

required to be done according to planned schedule 

requirement. “Can” indicates the work with can actually be 

accomplished on account of various constraints on the field. 

“Will” reflects the work commitment. Which will be made 
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after all the constraints are taken into account. Various way 

to improve the work flow are included two-way 

communication, constraints analysis process for six- week 

look ahead before activity are executed, the analysis of 

reasons for variance after activity are completed, the efforts 

of each planner, and the guidance of the project team. 

Traditional practices do not consider a difference between 

what should, can, and will be done, the assumption being that 

pushing more tasks will result in better results. The important 

function of the Last Planner technique is to change optimistic 

planning by evaluating workers performance of based on 

their skill to consistently achieve their commitments. The 

basic aim of Last Planner is to pull activities by reverse phase 

scheduling through team planning and minimize resources in 

the long-term.   

 

 

 
 

FIGURE IV 

PROCESS OF LAST PLANNER SYSTEM 

4.2. SEQUENCE OF LAST PLANNER SYSTEM  

4.2.1. MASTER PLAN  

This is to obtain a general plan and identify all the work 

packages for the whole project showing the main activities, 

their duration, and sequence.  

4.2.2 PHASE PLANNING  

It is about dividing the master plan into various phases 

detailed work plan and provide aims that can be considered 

targets by the project team. Phase planning is a gap between 

the master plan and look ahead planning.  

 

4.3.3. LOOK AHEAD PLANNING  

In the look ahead planning management focusing and give 

attention on what is supposed to happen at some time in the 

future, and to take actions in the present that cause that future 

work.  
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4.4.4. WEEKLY WORK PLAN  

This is the plan taken from the contractor tasks for the next 

day or week via weekly meetings. Weekly meeting help to 

plan the work that will be done in the next week. The weekly 

work plan meeting covers the weekly plans, safety issue, 

quality issue, resources, construction methods, and any 

problems that occur in the field.  

 

4.5.5. PERCENT PLAN COMPLETED (PPC) 

In this improving the project planning by continual 

evaluation and learning from stoppage. PPC is determining of 

the percentage of promises made that are delivered on time. 

PPC can be calculated as the number of activities that are 

completed as planned divided by the total number of planned 

activities. PPC or Percent of planned complete is the method 

used for monitoring of the project. Unlike the techniques of 

earned value estimate which is traditionally used for 

monitoring of projects, the PPC measurement has the 

following advantages: 

 

•Work is selected by the workers themselves and hence 

there is less chance of time over run. 

•The causes for the non completion of work are mentioned 

explicitly while analyzing PPC. 

•PPC helps in continuous improvement of the construction 

project as  

•Efforts are made to prevent the re occurrence of problems. 

 

4.3. BENEFITS OF LAST PLANNER SYSTEM (LPS) 

 

 Smooth work flow.  

 Expected work plans.  

  Reduced cost.  

  Reduced time of project.  

  Improved productivity. 

 Greater collaboration with field personnel and sub 

contractors.  

 

V. ONCLUSION 

In conclusion, the developed model is more accurate and 

simple to use, with much time saving compared to other 

method. The last planners system could be an appropriate tool 

to help solve problems which arise at site during execution, 

minimizes delays, optimize the resources, and reduced the 

project cost. The purpose of using Last planner system for 

construction simulation is to assist project planners to better 

understand the construction process and predict the accurate 

future costs. 
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Abstract 

In the present study, an attempt is made to analyze the physico-chemical aspects along with trace 

elements and organics of four different lake waters of the industrial area of Medak district 

namely - Gaddapotharam, Peddacheruvu, Sambaiah & Rudraram cheruvu. The lake water 

analysis shows that among all the lakes, Gaddapotharam Lake is the highly polluted lake 

followed by Rudraram Lake. Peddacheruvu and Sambaiah lakes might be polluted due to 

rainwater/storm water discharges. The results clearly show that majority of water quality 

parameters such as COD, chlorides and dissolved solids are quite high. This might be due to the 

collection of samples in summer during which the pollutants might have got concentrated and 

hence the analysis results are observed to be high. The levels of pollutants are found to be high 

at the inlet areas of the lakes close to industrial area. In addition, high levels in some sites are 

also due to agricultural and sewage drainages of some villages. Moreover, it is also observed 

that during midsummer all the lakes have dried up except for Gaddapotharam Lake. The dry 

sediments can be removed by digging out and replacing the bottom with good soil cover which 

will support aquatic life of the clean water that may enter with rainfall.  

Key words: Assessment, water quality, Chemical oxygen demand, Dissolved oxygen, lake 

restoration, Biomanipulation 

 

 

1.0 Introduction 

Surface Water is a vital component of the environment and is a matter of serious concern today 

since the quality of surface water is rapidly deteriorating in many regions, and polluted surface 

water has become a grave public health and ecosystem problem (Wu, 2005).The quality of 

surface water has become a critical issue due to the concern that freshwater will be a scarce 

resource in the future (Pesce and Wunderlin, 2000). Lakes, ponds and streams constitute fresh 

surface water habitats, which harbour aquatic life. With unprecedented developmental activities, 

human beings are responsible for choking several lakes to death. Storm water runoff, discharge 
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of sewage and industrial effluents into the lakes are few of the common causes where various 

toxic compounds enter the aquatic ecosystems resulting in the deterioration of lake water quality 

(Chu et al., 2004). This loss of water quality is causing health hazards, death of aquatic lives and 

crop failures. Under such conditions, the need to study and monitor the condition of lakes has 

become very critical. The ever-increasing importance and threat to long term sustainability of the 

lakes due to industrialization makes the present study highly relevant.   

 

The objective of this study is, therefore to assess the quality of water in four lakes of Medak 

district, namely: 

• Gaddapotharam 

• Peddacheruvu 

• Sambaiah cheruvu  

• Rudraram cheruvu 

In the present study, an attempt is made to analyze the physico-chemical aspects along with trace 

elements and organics of the lake water. 

 

1.1 Description of the study area 

 

Medak District with an area of 9702 km
2
 and lying between North Latitudes 17°27′ & 18°18′ and 

77°28′ &79°10′ East longitudes on the Northeastern part of Andhra Pradesh state, India, is 

presently experiencing a rapid industrial growth. This area was predominantly an agricultural 

land. The Patancheru Industrial Estate was set up in 1975 as part of government’s initiative to 

bring in more industries and to industrialize the backward areas in the State of Andhra Pradesh, 

India. As a result, Medak has been transformed into an Industrial belt. During the development 

of these industrial estates, no effort was made by the industrial units to integrate environment 

management measures to prevent the adverse impacts of industrial discharges. There are a few or 

no mechanisms for the safe treatment and release of effluents. In fact, the industries have been 

deliberately disposing their wastes into the nearby land and water bodies.  

Among all the places in Medak District, Gaddapotharam, Gomaram, Nawabpet and Rudraram 

villages are observed to be the potential zones of industrial pollution. The lakes in and around 

these villages are highly polluted and the industrial effluents are the major sources of pollution 

affecting the surface water as well as ground water. 

1.1.1 Gaddapotharam cheruvu: It is located just South of Gaddapotharam village at a latitude 

of 17°35′ and 78°22′ longitude in Medak district. The total area of the lake is approximately 0.08 

Km
2
. The total catchment area of the Gaddapotharam village is 0.093 Km

2
 (approximately). The 

main catchment – industrial area (with a total industrial area of 2.5 Km
2 

approx.) is located 

towards the southeast side of the lake. The lake is fed by 2-3 minor channels or streams. 

Maximum depth of the lake is about 10 ft. 
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Plate 1: Gaddapotharam Lake 

 

 

Plate 2: Industries near Gaddapotharam Lake 

1.1.2 Pedda cheruvu: It is located at a latitude of 17°44′ and 78°23′ longitude with a total area 

of 0.077 Km
2
 and a depth of 3ft approximately. Towards north of the lake is the Gomaram 

village with a total catchment area of 0.3 Km
2
 approx. while agricultural fields occupying 

approximately 0.28 Km
2
 of area exists towards the south of the lake. Industries are located 

towards the northeast of the lake.  
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Plate 3 Washing inlet to Peddacheruvu 

 

 

Plate 4 Field inlet to Peddacheruvu 

 

1.1.3 Sambaiah cheruvu: It is located at a latitude of 17°43′ and 78°23′ longitude at an altitude 

of 2005 ft. The total area of the lake approximates to almost 0.113 Km
2 

and a depth of 3 ft. 

Towards northwest of the lake is the Nawabpet Village with a catchment area of approx. 0.163 

Km
2
. Industries are located towards south of the lake at an altitude of 2125 ft.  
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Plate 5 Sambaiah Cheruvu with a number of birds 

1.1.4 Rudraram cheruvu: It is located at a latitude of 17°33′ and 78°10′ longitude. The total 

area of the lake is approximately 0.24 Km
2
. The depth of the lake is about 5 ft approximately. 

Towards northwest of the lake is the Rudraram Village with a catchment area of about 0.47 Km
2
 

(approx.). Industries are located round the lake with a total area of about 0.71 Km
2
 

(approximately). 

 

 

Plate 6 Industries at the North Eastern side of Rudraram cheruvu 
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Plate 7 Inlet at the South eastern side of Rudraram cheruvu with algae 

 

2.0 Methodology 

2.1 Sample collection & preservation 

Surface water samples are collected from Gaddapotharam Lake, Peddacheruvu, Sambaiah 

cheruvu, and Rudraram cheruvu and some ground water samples from the surrounding areas in 

February 2012. Samples are collected in clean and dry plastic bottles. Water samples for trace 

metal analysis are preserved by adding concentrated nitric acid (3ml/L).  

2.2 Sample analysis 

After collection, the samples are transported to the lab and analyzed for a number of physical, 

chemical and biological parameters according to standard methods (APHA 21
st
 edition, 1998).  

Trace metal analysis using AAS (Atomic absorption spectrometer) and Organic analysis using 

GC-MS in lake water and sediment samples is also done. Identification of organics in lake 

samples is done using GC-MS and their presence is confirmed by 93-97% matching with NIST 

library search. A brief detail of the methods and equipment used in the study are given in Tables 

1 & 2: 
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S.No Parameter    Method Instrument/Equipment 

(A) Physico-chemical 

1 pH Electrometric pH meter 

2 Conductivity Electrometric Conductivity meter 

3 TDS Gravimetric - 

4 Alkalinity Titration by H2SO4 - 

5 Total Hardness Titration by EDTA - 

6 Ca hardness Titration by EDTA - 

7 Mg hardness Titration by EDTA - 

8 Chlorides Argentometric - 

9 Sulphates Turbidimetric UV-Visible Spectrophotometer 

10 Phosphates Stannous chloride method UV-Visible Spectrophotometer 

11 Nitrates UV Spectrophotometric 

screening 
UV-Visible Spectrophotometer 

12 Nitrites Colorimetric method UV-Visible Spectrophotometer 

13 Kjeldhal ammonia Kjeldhal method Kjel plus 

14. Kjeldhal nitrogen Kjeldhal method Kjel plus 

14 Sodium Flame emission Flame photometer 

15 Potassium Flame emission Flame photometer 

16 Total COD Digestion followed by 

titration using FAS 
Reflux method 

17 Dissolved COD Digestion followed by 

titration using FAS 
Reflux method 

18 Dissolved Oxygen Iodometric - 

19 BOD 5 days incubation followed 

by titration 
BOD incubator 

 

Table 1 Physico-chemical & Microbiological methods & equipment used in the study 
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Table 2 Analytical methods & equipment used in the study 

 

 

2.3 Sampling points 

The point sources identified for the Gaddapotharam Lake are the industries located at the 

elevated side and the domestic sewage coming from the village located near to the lake. From 

each lake approximately 6-8 samples are collected at different locations. For Peddacheruvu and 

Sambaiah cheruvu, nutrients from domestic and municipal wastewater are observed to be the 

main point sources. Storm water is also one of the point source for both these lakes since the 

industries are located very far but on an elevated side. The nonpoint sources observed are the 

nutrients through fertilizers, toxic pesticides and other chemicals, mainly from agriculture runoff 

and organic pollution from human settlements spread over the periphery of the lakes. In case of 

Rudraram Lake, the point sources observed are mainly the industries and the nonpoint source is 

the agricultural runoff. A point to be noted is that all the industries are on the elevated side and 

waters have natural tendency to flow towards the lake. 

 

 

 

 

 

 

S.No Parameter Method Instrument/Equipment 

(C) Heavy Metals 

1 Arsenic Digestion  Atomic absorption 

spectrometry 
2 Copper 

3 Cadmium 

4 Chromium 

5 Lead 

6 Iron 

7 Manganese 

8 Mercury 

9 Zinc 

(D) Organics Gas-Chromatography Mass 

spectrophotometry  

GC-MS (Agilent 

5660) 
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S.No. Name of the lake Samples Sampling site (Directions) 

1 Gaddapotharam 1 

2 

3 

4 

5 

6 

Centre of the lake (surface) 

Centre of the lake (submerged) 

South West 

South East 

North East 

North  

2 Peddacheruvu 1 

2 

3 

4 

5 

6 

7 

North West 

South East 

South West 

South 

East 

Centre of the lake 

North 

3 Sambaiah 1 

2 

3 

4 

5 

West 

Centre of the lake 

South 

North West 

North 

4 Rudraram 1 

2 

3 

4 

5 

6 

North East 

South East 

South 

North West 

North 

West 

Table 3 Sampling points in the lakes 

 

3.0 Results & Discussion 

 

The physicochemical characteristics of water and sediment samples collected from all the lakes 

have been studied for different parameters and the results of these analyses for each lake are 

discussed below in detail: 

 

3.1 GADDAPOTHARAM LAKE 

Six water samples have been collected from Gaddapotharam Lake and have been subjected to 

physicochemical analyses, the results of which are given in Table 4. 
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3.1.1.1 Characteristics of Lake (Surface) water samples collected from Gaddapotharam 

Lake 

The pH of the water samples collected in the lake range from 8.0-8.3 and they are found to be 

within the permissible limits of USEPA & WHO standards. Electrical conductivity (EC) of the 

lake water samples is observed to range from 7300-8796 µS/cm.  

The alkalinity of the lake water is in the range of 1900 - 2325 mg/l with a maximum of 2325 

mg/l of alkalinity found in sample-6 collected near the village inlet. Maximum alkalinity values 

might be attributed to the increase in the rate of organic decomposition resulting in the liberation 

of CO2, which reacts with water to form HCO3
-
, thereby increasing the total alkalinity 

[Chandrasekhar et al., 2008, S.E.Shinde et al., 2011].  

The COD content of the lake water is found to be between 320-880 mg/L. COD of 320mg/l is 

observed in sample-2 collected from the middle of the lake (at a depth of 1.5-2m) and 880 mg/l 

is observed in sample-6 collected near the inlet point of the sewage water from village side. The 

findings of the present study indicate that, higher value of COD may be due to less water content 

and high turbid conditions. The higher turbidity shows the presence of higher concentration of 

organic and non-biodegradable components in the lake water which require higher amount of 

oxygen for their decomposition (Rajiv Sharma et al., 2010).  

The BOD of the lake water is observed to be in the range of 18-40 mg/l with 18 mg/l at middle 

of the lake (submerged, sample-2) and 40 mg/l at village side (sample-6). The higher value of 

BOD indicates maximum consumption of oxygen and higher pollution load (Devaraju et al., 

2005).  

 

The amount of chlorides is within a range of 1121-1366mg/l. The increase in chloride 

concentration may be due to the discharge of municipal and industrial wastes in to the lake as 

reported by Kant and Raina, 1990. The maximum chloride concentration (1367 mg/l) is found in 

sample-6 collected from the site near to the village, which could be due to mixing of organic 

matter, bathing activities, urination and wastes of animals. The industries surrounding the lake 

may also contribute to high concentration of chlorides in the sample. 

High concentration of dissolved solids ranging from 4549 -5595 mg/l is observed in the lake 

water samples. The study has indicated low dissolved oxygen levels ranging from 1.0-2.1 mg/l. 

The low level of DO is indicative of polluted nature of the water body (Iqbal et al., 2006). The 

amount of phosphates is in the range of 1.4-2.2 mg/l. The concentration of sulphates varied from 

75-134 mg/l.  

In lake water samples, nitrogen concentration is found to be ranging between 1.4-1.6mg/l while 

the amount of ammonia ranges between 3.0-4.8 mg/l, which can be attributed to contamination 

of the lake with sewage/industrial effluents. 
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S.No Parameter  

Sample 

1 

 

Sample 

2 

 

Sample 

3 

 

Sample  

4 

Sample 

5 

Sample 

6 

  Lake (surface)  water samples 
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Table 4 Physicochemical characteristics of the water samples collected from 

Gaddapotharam Lake 

 

 

 

The presence of organics in the lake water samples is identified from GC-MS analysis (Table 5). 

Organics like benzoic acid, napthalene, benzothiophene, and saturated hydrocarbons like 

decanes, cosanes etc., indicate the contamination of lake water with residues of Tar and bulk 

drug industries. This might be due to the contamination of lake from the bulk drug industries 

located near the lake. 

1.  pH 8.2 8.0 8.3 8.1 8.0 8.0 

2.  EC (µS/cm) 7420 7660 7480 7300 7360 8796 

3.  Alkalinity (mg/l) 1900 1940 1995 1930 1910 2325 

4.  Chlorides (mg/l) 1136 1189 1122 1136 1161 1367 

5.  Total 

Hardness(mg/l) 
4610 4800 4630 4580 4590 5340 

6.  Ca Hardness as Ca 

(mg/l) 
1692 1700 1716 1688 1704 1996 

7.  Mg Hardness as 

Mg (mg/l) 
91.2 132 81.6 86.4 79.2 84 

8.  Total COD(mg/l) 420 320 520 440 720 880 

9.  Dissolved 

COD(mg/l) 
80 120 320 280 320 400 

10.  Dissolved 

Oxygen(mg/l) 
2.1 2.0 1.4 1.0 1.5 1.0 

11.  BOD(mg/l) 22 18 26 20 34 40 

12.  Phosphates(mg/l) 1.9 2.2 1.6 1.5 1.4 1.4 

13.  Sulphates(mg/l) 115 135 82 86 76 109 

14.  Nitrates(mg/l) 15.5 19.8 17.4 15.5 17.4 30 

15.  Fluorides(mg/l) - - - - - - 

16.  TDS(mg/l) 4880 4549 4990 4938 5369 5595 

17.  Sodium(mg/l) 559 569 569 550 555 665 

18.  Potassium(mg/l) 130 137 154 141 146 154 

19.  Kjeldahl 

Ammonia(mg/l) 

4.2 4.8 3.4 3.1 3.6 3.1 

20.  Kjeldahl 

Nitrogen(mg/l) 

1.4 1.7 1.4 0.8 1.1 0.6 

21.  Nitrites(mg/l) 0.1 0.2 0.1 0.1 0.1 0.1 

22.  SAR  (meq/L) 18 18 18 18 18 20 
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 Table 5 GC-MS analysis of the water samples collected from Gaddapotharam Lake 

 

Heavy metal analysis is also done for lake water using Atomic Absorption Spectrophotometer. 

The concentration of heavy metals remained below toxic limits except for chromium with a 

concentration of 0.3 µg/ml, which is above the standard limits. It might be due to some external 

contamination/pollution from some industry (Table 6). 

 

 

 

 

 

 

 Table 6 Heavy metal characteristics of the water samples collected from Gaddapotharam 

Lake 

 

 

 

S.No Library/ID 

1.  Benzoic acid 

2.  Azulene 

3.  Benzo[b]thiophene 

4.  Benzenemethanol 

5.  Butyraldehyde 

6.  2,5-Cyclohexadiene-1,4-dione, 2,6-bis(1,1-dimethylethyl)- 

7.  Phosphine imide 

8.  Naphthalene 

9.  1,3,5-Triazine-2,4,6(1H,3H,5H)-trione, 1,3,5-trimethyl- 

10.  Isopropyl Myristate 

11.  Cosanes, Decanes 

S.No Trace 

element 

Concentration 

(µg/ml) 

1 Cu 0.004 

2 Pb 0.005 

3 Cr 0.3 

4 Ni 0.04 

5 Zn 0.25 

6 B 0.34 
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3.2 PEDDA CHERUVU 

The pH of the surface water of Peddacheruvu is within the permissible limits of US-EPA and 

WHO standards (6.0-8.5). The conductivity in all the samples is ranging from 874-911µS/cm 

except for the sample 2, which is collected from the inlet near field side (1550µS/cm) and sample 

1 collected from washing inlet to cheruvu (1361µS/cm).  

 

The COD value fluctuated in the range of 280-380 mg/l. The concentration of COD is found to 

be high (Table 7) in sample 2 collected near the inlet site (1100 mg/l), which might be due to the 

runoff of chemicals applied in the fields (Manssour et al., 2010). 

   

The dissolved oxygen content is 5.5mg/l in the sample 1, collected from washing inlet to cheruvu 

while in other samples collected from the lake it ranges from 1.5-2.9 mg/l.  

 

The concentration of phosphates ranged from 1.0-3.8 mg/l. Samples 1 & 2 collected from 

washing inlet to cheruvu and inlet at the field site showed high concentration of phosphates (3.8 

& 3.5 mg/l) which might be due to the detergents used during washing at the washing inlet site 

and phosphate fertilizers added to the field inlet site (Aggarwal singh and Gupta, 2000). 

  

The concentration of nitrates is observed to range from 6.2-8.6 mg/l while the concentration of 

ammonia is ranging from 1.1-8.9 mg/l. The high concentration of ammonia (8.9 mg/l) is 

observed in the sample 2 collected from the field inlet site may be due to the application of 

fertilizers to the field. The sulphates ranged from 63-73 mg/l.  

 

The total alkalinity is varied from 200-425 mg/l while the amount of chlorides ranged from 117-

192 mg/l.  Samples 1 & 2 collected from washing inlet and field inlet showed high amounts of 

chloride (185 and 192 mg/l) when compared to the other samples (range 117-122 mg/l). 
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Table 7 Physicochemical characteristics of the water samples collected from Peddacheruvu 

 

 

S.No Parameter 

Sample 

1 

Sample 

2 

 

Sample 

3 

Sample 

4 

Sample 

5 

Sample 

6 

Sample 

7 

1 pH 8.3 8.2 8.4 8.3 8.4 8.3 8.3 

2 EC (µS/cm) 1361 1550 911 897 923 874 905 

3 Alkalinity(mg/l) 340 425 215 205 215 200 220 

4 Chlorides(mg/l) 185 192 121 117 117 121 122 

5 Total 

Hardness(mg/l) 
900 990 550 540 540 530 540 

6 Ca Hardness as Ca 

(mg/l) 
260 324 168 164 168 164 176 

7 Mg Hardness as 

Mg(mg/l) 
50.4 43.2 31.2 31.2 28.8 28.8 36 

8 Total COD(mg/l) 280 1100 360 320 340 380 320 

9 Dissolved 

COD(mg/l) 80 800 160 100 140 120 100 

10 Dissolved 

Oxygen(mg/l) 
5.5 2.9 2.2 2.5 2.3 1.5 1.9 

11 BOD(mg/l) 12 36 14 38 34 10 12 

12 Phosphates(mg/l) 3.8 3.5 1.1 1.0 1.2 1.0 1.2 

13 Sulphates(mg/l) 68 73 63 64 67 65 68 

14 Nitrates(mg/l) 7.4 8.1 8.6 6.2 7.4 6.2 6.9 

15 Fluorides(mg/l) - - - - - - - 

16 TDS(mg/l) 909 995 569 574 594 554 571 

17 Sodium(mg/l) 76 85 69 65 69 65 69 

18 Potassium(mg/l) 58 70 27 24 28 29 23 

19 Kjeldahl 

Ammonia(mg/l) 

2.8 8.9 1.7 1.1 1.4 1.4 1.1 

20 Kjeldahl 

nitrogen(mg/l) 

1.4 3.6 1.1 0.6 0.8 0.8 0.6 

21 Nitrites(mg/l) 0.03 0.1 0.02 - - - - 

22 SAR  meq/L 6.1 6.3 6.9 6.6 6.9 6.6 6.7 
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The lake is also characterized by the presence of heavy metals (Table 8). It is evident from the 

data that all elements studied are within the limits of International standards. Certain organic 

pollutants have also been observed in the lake (Table 9), which might be due to the runoff from 

agricultural fields near the lake or storm water discharge from industries. 

 

 

 

 

 

 

Table 8 Heavy metal characteristics of the water samples collected from Peddacheruvu 

 

 

 

 

 

Table 9 GC-MS analysis of the water samples collected from Peddacheruvu 

 

3.3 SAMBAIAH CHERUVU 

A number of water samples are collected from Sambaiah cheruvu to check the water quality 

status of the lake. Table 10 shows the physicochemical characteristics of the lake water.  

pH of the samples is within the limits except in samples 4 & 5 collected from outlets where the 

pH is slightly above the standard range i.e., 8.8 in sample 4 and 8.9 in sample 5.  

Dissolved Oxygen in water is of great importance to all aquatic organisms and is considered to 

be the factor that reflects the biological activity taking place in a water body and determines the 

biological changes. The dissolved oxygen is found to be very low in sample 3 (0.8mg/l) when 

compared to other samples since it is nearer to agricultural fields where the lake gets 

contaminated from the agricultural runoff.  

S.No Trace 

element 

Concentration 

(µg/ml) 

1 Cu 0.02 

2 Pb 0.008 

3 Cr 0.05 

4 Ni 0.013 

5 Zn 0.16 

6 B 0.04 

S.No Library/ID 

1.  Benzyl Alcohol 

2.  Naphthalene 

3.  Cosanes 

4.  decanes 

5.  Diethyl Phthalate 

       6. 1,2-Benzenedicarboxylic acid 

       7. Dibutyl phthalate 
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The total COD is high in all the lake samples. However, sample 3 collected from the inlet and 

sample 5 collected from the out let showed high COD content of about 760 and 960mg/l 

respectively. The high COD content at outlet might be due to accumulation of organics as there 

  

will be reduced flow of lake water (since the sample is collected in the dry season). The amount 

of nitrates, nitrites, ammonia and nitrogen are all within the permissible limits. However, the 

amount seems to be high in sample 3 collected from inlet compared to all other samples. 

 

S.No PARAMETER Sample 

1 
Sample 2 Sample 3 Sample 4 Sample 5 

1. pH 8.3 8.4 8.5 8.8 8.9 
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Table 10 Physicochemical characteristics of the water samples collected from Sambaiah 

cheruvu 

 

The concentrations of metals measured in the water samples collected from Sambaiah cheruvu 

are given in table 11. All the metals are within the permissible limits. The concentration of lead 

is consistently below the detection levels (0.01µg/ml). 

 

2. EC (µS/cm) 920 874 1060 1072 1112 

3. Alkalinity(mg/l) 260 245 290 290 300 

4. Chlorides(mg/l) 89 82 117 121 124 

5. Total hardness(mg/l) 490 460 620 630 650 

6. Ca Hardness as 

Ca(mg/l) 
156 140 204 204 224 

7. Mg Hardness 

asMg(mg/l) 
24 26.4 26.4 28.8 21.6 

8. Total COD(mg/l) 560 480 760 400 960 

9. Dissolved COD(mg/l) 180 200 520 80 620 

10. Dissolved 

Oxygen(mg/l) 
2.6 1.9 0.8 2.4 1.7 

11. BOD(mg/l) 16 14 40 12 45 

12. Phosphates(mg/l) 0.6 0.5 0.8 0.7 0.9 

13. Sulphates(mg/l) 67 60 65 66 67 

14. Nitrates(mg/l) 8.7 6.2 7.4 9.3 9.9 

15. Fluorides(mg/l) - - - - - 

16. TDS(mg/l) 642 602 686 679 737 

17. Sodium(mg/l) 73 69 76 77 78 

18. Potassium(mg/l) 39 38 44 45 49 

19. Kjeldhal 

Ammonia(mg/l) 

0.8 0.6 1.4 1.1 1.1 

20. Kjeldhal 

Nitrogen(mg/l) 

0.3 0.3 0.8 0.6 0.8 

21. Nitrites(mg/l) - - 0.08 0.05 0.08 

22. SAR meq/L 7.7 7.6 7.1 7.1 7.0 

S.No Trace  element Concentration 

(µg/ml) 

1 Cu 0.02 

2 Pb 0.01 

3 Cr 0.2 
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Table 11 Heavy metals in Sambaiah cheruvu water sample 

The quantities of organics present in the lake water are given in table 12. A few organics are 

recorded in the lake water include benzaldehyde, naphthalene and decanes. This indicates that a 

very slight contamination is present in the lake which might be due to storm water discharge or 

agricultural runoff. 

 

 

 

 

 

Table 12 GC-MS analysis of the water sample collected from Sambaiah cheruvu 

 

3.4 RUDRARAM CHERUVU 

The results of the physicochemical parameters in Rudraram Lake are given in table 13. The pH 

of the samples is highly alkaline with pH ranging from 9.2-9.7 indicating abnormal condition due 

to industrial contamination. Electrical conductivity ranged from 3500-3900 µS/cm. The chloride 

values are between 400-550mg/l in the samples collected from the lake.  

 

The dissolved oxygen levels are in the range of 1.0-2.1mg/l. The low level of DO is again 

indicative of contaminated nature of water body. The BOD of the lake water is between 20-30 

mg/l. The nitrate content of the lake water ranged between 28-34 mg/l while the nitrite content 

ranged between 0.1-0.2 mg/l. Significant sources of nitrates are fertilizers, decayed vegetable and 

animal matter, domestic and industrial effluents and atmospheric washouts. Unpolluted natural 

water contains usually only minute amounts of nitrate [Shinde et al., 2011]. The phosphate value 

varied from 1.3-1.8 mg/l. The US Environmental Protection Agency (1976) suggested that 0.08 

mg/l of phosphate as the critical level for the occurrence of eutrophication in lakes and 

4 Ni 0.02 

5 Zn 0.06 

6 B 0.08 

S.No Library/ID 

1.  Naphthalene 

2.  Tetradecane 

3.  Benzaldehyde 

4.  Pentadecane 

5.  Heptadecane 
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reservoirs. High amounts of total dissolved solids are observed in Rudraram Lake with the 

concentration ranging from 2488-2578 mg/l.   

 

Table 13 Physicochemical characteristics of the water in Rudraram cheruvu 

 

A number of organics are 

identified in the lake water, the 

details of which are given in table 

14. Benzyl alcohol, quinoline, decane, cosanes, and benzene dicarbocyclic acid are some of the 

organics commonly observed in Rudraram lake water. 

S.No Parameter Sample 

1 

Sample 

2 

Sample 

3 

Sample 

4 

Sample 

5 

Sample 

6 

1. pH 9.2 9.7 9.7 9.5 9.7 9.3 

2. EC (µS/cm) 3533 3719 3938 3782 3976 3897 

3. Alkalinity(mg/l) 1030 1040 1055 1045 1090 1050 

4. Chlorides(mg/l) 436.65 450.85 543.15 521.85 539.6 536.05 

5. Total 

Hardness(mg/l) 
2110 2230 2270 2240 2310 2250 

6. Ca Hardness as Ca 

(mg/l) 
732 740 772 764 784 768 

7. Mg Hardness as 

Mg(mg/l) 
60 91.2 81.6 79.2 84 79.2 

8. Total COD(mg/l) 840 600 580 720 640 680 

9. Dissolved 

COD(mg/l) 
460 360 440 280 400 240 

10. Dissolved 

Oxygen(mg/l) 
2.1 1.5 1.5 1.0 1.2 1.5 

11. BOD(mg/l) 26 20 15 30 25 30 

12. Phosphates(mg/l) 1.5 1.3 1.8 1.6 1.8 1.7 

13. Sulphates(mg/l) 100.3 105.6 96 83.5 103.2 92.6 

14. Nitrates(mg/l) 29.1 34.1 29.8 29.1 28.5 28.5 

15. Fluorides(mg/l) - - - - - - 

16. TDS(mg/l) 2518 2488 2560 2532 2579 2578 

17. Sodium(mg/l) 254.9 267.5 301.5 292.7 306.2 302.4 

18. Potassium(mg/l) 121.7 125.9 125.9 82.7 135.7 121.7 

19. Kjeldahl 

Ammonia(mg/l) 

2.8 2.5 3.4 4.8 4.2 3.1 

20. Kjeldahl 

Nitrogen(mg/l) 

0.84 0.56 0.56 0.84 1.12 0.84 

21. Nitrite(mg/l) 0.1 0.08 0.11 0.2 0.19 0.1 

22. SAR  (meq/l) 12.8 13.6 14.6 14.3 14.7 14.7 

S.No Library/ID 
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 Table 14 GC-MS analysis of the water in Rudraram Cheruvu 

 

All the heavy metals analyzed in lake water are found to be within permissible limits except for 

chromium (0.25µg/ml) (Table 15). 

 

 

 

 

 

 Table 15 Heavy metals in Rudraram cheruvu water 

 

CONCLUSIONS 

In the present study, the sampling is done on one occasion and it is very difficult to draw final 

conclusions. However, the following may be drawn from the data obtained during the 

investigation: 

� Water quality results of the four water bodies studied in and around Medak district are 

quite high to moderate.  

� The results clearly show that majority of water quality parameters such as COD, 

chlorides and dissolved solids are quite high.  

1.  Benzyl Alcohol 

2.  Tetradecane, 2,6,10-trimethyl 

3.  Phosphine imide 

4.  Methoxyacetic acid, 2-tridecyl ester 

5.  Phenol, 2,4-bis(1,1-dimethylethyl) 

6.  1,2-Benzenedicarboxylic acid 

7.  Decanes 

8.  Cosanes 

S.No Trace 

element 

Concentration 

(µg/ml) 

1 Cu 0.04 

2 Pb 0.008 

3 Cr 0.25 

4 Ni 0.03 

5 Zn 0.34 

6 B 0.56 



International Conference on Environment and Energy                                                                ICEE-2014 
 

22 

JNTUH 
 

� The levels of pollutants are found to be high at the inlet areas of the lakes close to 

industrial area. In addition, high levels in some sites are also due to agricultural and 

sewage drainages of some villages. 

� Priority organic pollutants detected in the lake are phenols, phthalates and benzene 

compounds. 

� Among all the studied lakes, Gaddapotharam Lake appears to be the highly contaminated. 

� Fish mortality observed during sampling in Peddacheruvu and Sambaiah cheruvu may be 

due to the low levels of water (sampling done in dry season), low DO and high dissolved 

solids. 

� High concentration of nitrates and phosphates and very good algal growth in Rudraram 

Lake is indicative of its eutrophic condition.  

 

As the sampling is done only on one occasion, it is not possible to arrive at authentic 

conclusions. Hence, it is desirable to collect data at least for a year to cover all the seasons to 

find out the fluctuations in different parameters which will definitely help in getting a 

comprehensive picture of lake ecology. 
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ABSTRACT

This study explores the performance of electrochemical and combined oxidation methods
for the treatment of petroleum refinery wastewater (PRW). The electrocoagulation operating
parameters studied includes reaction time and applied voltage. In situ hydrogen peroxide
treatments at different dosages and hybrid electrochemical systems (ECEO, ECS25, ECS33,
ECEO + US33) have been studied. The efficacy of the treatment system has been evaluated
in terms of reduction of phenols, COD, TOC, oil, and grease. The most effective method for
PRW treatment is ECEO + US33 where the maximum % removal of phenols, TOC, COD, oil,
and grease are reported to be 98, 92, 92, and 92%, respectively. The results demonstrate the
technical feasibility of using hybrid electrochemical process as a possible and reliable
methods for the treatment of PRW.

Keywords: Refinery; Electrocoagulation; Electrooxidation; Peroxidation; Ultrasonication

1. Introduction

Petrochemical industries cause considerable water
pollution by discharging their effluents into the sur-
rounding aquatic environment. Large amount of
wastewater is produced from petrochemical manufac-
turing processes like distillation, cracking, treating,
and reforming. Petroleum refinery industrial processes
occupied the first place in releasing high volumes of
oily wastewater compared to any other industrial

processes. The average release of the wastewater is
0.4–1.6 times to the volume of the processed crude oil.
Consequently, a wide variety of pollutants including
refractory organics are usually encountered in petro-
chemical wastewater [1,2]. The chemical composition
of petroleum refinery wastewater (PRW) effluent is
very complex and contains several inorganic
substances, such as Mg2+, Ca2+, S2−, Cl−, and SO2�

4 that
upgrade the mineralization of water, emulsified oil,
phenols, and sulfides. This wastewater must be
treated before being released into the freshwater [3].
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Conventional wastewater treatment methods,
including gravity separation and skimming, air flota-
tion, coagulation, de-emulsification, and flocculation,
have intrinsic disadvantages such as low efficiency,
high operation cost, and corrosion and generates a
considerable quantity of secondary pollutants
(chloride, sulfate in the coagulation–precipitation) and
large volumes of sludge or waste which pose serious
environmental problems [4,5]. Evaporation of these
solutions in ponds is impractical due to their high salt
concentration [6]. Even the biological processes are
also inefficient in treating PRW, because the partial
inhibition of biodegradation is observed. It might be
due to the presence of the sulfide which affects the
oxygen transfer of the biosystems [7]. Nevertheless,
these processes present limitations which can be
accomplished by electrochemical methods.

Electrochemical process is advantageous over the
conventional coagulation process, in which the reac-
tants are generated in situ through the dissolution of a
sacrificial anode by applied current with simultaneous
evolution of hydrogen at the cathode. This method
has been shown as an efficient and promising tech-
nique in treating various wastewater contaminants
such as reactive dyes [8], azo dyes [9], metal cutting
[10], oily bilge water [11], industrial wastewater [12],
poultry slaughter house [13], fluoride [14], pulp and
paper mill wastewater [15], phosphate, zinc [14], and
textile wastewaters [16]. In hybrid electrochemical
methods there are combined reaction possibilities such
as electrocoagulation (EC), electrooxidation (EO), and
electroflotation along with other treat systems
(ultrasonication, photocatalysis, ozonation, and other
oxidation applications). Electrochemical methods are
efficient in removing soluble inorganic solids, sus-
pended solids as well as oil and grease. It has also the
advantage of producing a relatively low amount of
sludge [5]. The reactions occurring in an electrochemi-
cal cell involving aluminum electrodes are as follows:

Reactions at the anodes:

Al �! Al3þðaqÞ þ 3e� (1)

Al-3e
� ¼ Al3þ (2)

Reactions at the cathodes:

3H2Oþ 3e� �! 3H2ðgÞ þ 3OH� (3)

Al metal ions immediately form hydroxides and/or poly
hydroxides that finally transform into Al(OH)3 (S), as
shown in Eqs. (1) and (2) (electrocoagulation). Hydrox-
ides have strong affinity to capture the pollutants in the

waste water, causing more pollutant removal than those
conventional methods. Eq. (3) involves electrooxidation
phenomena [17,18].

Along with anodic dissolution of the coagulant,
hydrogen bubbles are released from the cathode due
to water splitting. Gas evolution during electrochemi-
cal treatment wastewaters has been termed electroflo-
tation [19]. This process might be responsible for the
removal of oil and grease from the oily waters [17,20].

The organic recalcitrant compounds could also be
effectively oxidized by oxidizing agents such as hypo-
chlorite and peroxide. Hypochlorite formation might
be due to the presence of NaCl which is readily avail-
able in the PRW (Eqs. (4)–(6)). This might be responsi-
ble for the indirect oxidation of organics in the
solution and/or near the anode surface [17,21,22].

2Cl� �! Cl2 þ 2e (4)

Cl2 þH2O �! HOClþHþ þ Cl� (5)

HOCl �! Hþ þ ClO� (6)

Hydrogen peroxide is most often used as chemical
oxidant to improve the radical formation to degrade
the organic pollutants. Specifically, peroxide is more
effective in the removal of sulfide and H2S from PRW.
This might be due to the conversion of sulfide in sul-
fate which can be easily removed from solution by
electrochemical methods [23].

Sometimes it may become necessary to use two or
more methods of treatments, i.e. hybrid processes, to
ensure efficient treatment of wastewater. Removal of
coloring materials from dye stuffs using electrochemi-
cal methods has been reported by Akyol [5], Lin and
Peng [24], Pouet and GrasmicK [25], and Mahesh et al.
[15]. Combined electrochemical oxidation, coagulation,
and activated sludge have been reported by Lin and
Peng [24]. EC has also been used in conjunction with
filtration to remove silica and suspended solids that
tend to foul reverse osmosis membranes [25,26].

However, no attempt has been made so far in the
usage of combined technique (in situ electrocoagula-
tion–ultrasonication) for the treatment of PRW. Hence,
the present paper discusses the treatment of PRW
using EC and hybrid techniques.

2. Materials and methods

2.1. Petroleum refinery wastewater

The PRW is provided by refinery processing
industry, India. Initial characteristics of the wastewater
are represented in Table 1.
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2.2. Experimental setup and methodology

The initial characterization of the sample has been
carried according to “standard methods for examina-
tion of water and wastewater 21th addition-2005,
APHA” [27]. In electrocoagulation method, the opera-
tional parameters like reaction time (10–40 min) and
current voltage (10–30 V) are investigated. The above
EC experiments are carried in a 250 mL glass beaker
having a working capacity of 200 mL as shown in
Fig. 1(A). Al Electrodes are connected to the respective
anode and cathode leading to the DC rectifier (AP lab,
L 6403(1–84 V, 0–3 A)). The active surface area of the
each electrode is 12.6 cm2 and the inter-electrode dis-
tance between the anode and cathode rods is 3.5 cm.
Before each run, aluminum electrodes are washed
with tap water and then again rinsed with distilled
water.

To increase the organic removal from PRW, the
peroxi-electrocoagulation, EC followed by electro
oxidation (ECEO) and in situ EC ultra sonication (US)
are studied.

In peroxi-EC experiment, peroxide dosages are
varied from 50 to 400 ppm. The In situ EC ultrasono-
EC (25 kHz (ECS25), 33 kHz (ECS33)) are carried as

shown in Fig. 1(B) where EC reactor is placed in the
sonicator bath which is constituted of a 3.3 L ultra-
sonic bath (Model No. EN-30-US, Enertech Electronics
Pvt Ltd, Bombay, India) with a selective- frequency-
based electronic ultrasound generator. The ultrasonic
bath has a two piezo-ceramic transducers bonded to
the bottom of a stainless steel tank with the option of
operating at 25 or 33 kHz in a continuous or pulse (5 s
on and 1 s off) mode.

Finally, ECEO followed by ultrasonication at
33 kHz (ECEO + US33) has been studied. All the exper-
iments are performed at room temperature (27 ± 2˚C).
The samples are collected at an interval of 10 min and
are analyzed for reduction of phenol, COD, TOC, oil,
and grease content.

2.3. Analytical instruments

The instrumental analysis is carried using Double
beam Shimadzu UV 2450 UV–visible Spectrophoto
meter and TOC-L CPH E 200.

The pollutant removal percentage (%) is calculated
as follows:

Removal of the pollutant ð%Þ ¼ Ci � Cf

Ci
� 100 (7)

where, Ci is the initial pollutant concentration
(mg L−1) and Cf is the final pollutant concentration
(mg L−1).

3. Results and discussion

The initial characterization of the PRW is given in
Table 1.

3.1. Factors affecting the performance of electrocoagulation

3.1.1. Effect of reaction time on the performance of
electrocoagulation

Operating time is an important parameter for eco-
nomic applicability of the EC process. In the present
study, the time course of EC has been observed at
time intervals of 10, 20, 30, and 40 min. During initial
stages of the treatment, the % removal efficiency was
observed to increase up to 20 min after which the
removal rate was observed to be constant. So 20 min
has been chosen as the optimal reaction time for EC of
the PRW sample. At this reaction time, 84, 85, 84, and
66% of the phenol, COD, TOC, oil, and grease %
reduction have been observed (Fig. 2). The decrease in
removal rate after 20 min might be due to the

Table 1
Initial characterization of the effluent sample

S.No Name of the parameters Initial (mg L−1)

1 pH 7.92
2 EC (microsiemens/cm) 2,084
3 Total dissolved solids (TDS) 1,550
4 Total solids(TS) 2,000
5 Total suspended solids (TSS) 450
6 Phenols 79
7 Biological oxygen demand (BOD) 195
8 Total hardness(TH) 200
9 Chemical oxygen demand (COD) 760
10 Alkalinity as CaCO3 515
11 Calcium hardness as CaCo3 110
12 Magnesium hardness as CaCo3 90
13 Chlorides as Cl− 600
14 Sulfates as SO4 116
15 Nitrates as NO�

3 146
16 Phosphates as PO4 1.43
17 Sodium as Na 380
18 Potassium as K 22
19 Fluoride as F- 0.25
20 Turbidity (NTU) 130.4
21 Sulfides SO3 14.4
22 Oil and grease 150
23 Total organic carbon 620

Note: All the parameters are expressed in mg L−1 except pH, EC,

and Turbidity.
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decreased extent of cathodic reduction (passivation)
and formation of monomeric electrocoagulants [5]; this
monomeric hydrolysis products includes (Al(OH)2+,
Al(OH)2

+, and Al2(OH)2
4+) [26,28]. The same results

also observed by Mollah et al. [26] and Ahmadi et al.
[29] in terms of oil and grease, Akyol in terms of TOC
[5] and Ugurlu in case of the paper mill effluent treat-
ment [30]. According to Zhao et al. [31], dissolved
substances are difficult to remove only by individual
electrocoagulation process even with the reaction time
was increased [28,31,32].

3.1.2. Effect of applied voltage on the performance of
electrocoagulation

Among the various operating parameters in all the
electrochemical processes, the applied voltage is an
important factor which strongly influences the perfor-
mance of electrocoagulation. The effects of applied
voltage on the pollutants removal efficiency from

PRW have been investigated at voltages of 10, 15, 20,
25, and 30 V, and corresponding current density of
6.3, 9.4, 16.6, 21.3, and 28.4 mA/cm2 (Fig. 3) had
observed, respectively. The maximum % removal
(Fig. 4) of the phenol, COD, TOC, oil, and grease has
been observed to be 89, 84, 84, and 67%, respectively,
at an applied voltage of 20 V. The results showed that
the removal efficiency increased with increasing volt-
age up to 20 V. Further, increase in the voltage leads
to a constant or slight decrease in the removal
efficiency.

Generally with an increase in the current density,
the dissolution of anode and generation of bubbles at
cathode increases. This improves the degree of mixing
of Al(OH)3 which further enhances floatation ability of
the cell, thus, increasing the pollutant removal effi-
ciency [5,33]. However, an excessive increase in the
current voltage causes a reduction in the production
of the flocs. This had also been previously observed
by Adhoum and Monser [34], according to whom this

Fig. 1. (A) Systematic design of electrocoagulation setup. (B) Schematic design of sonicator with electrocoagulation.
Note: B-Beaker, V-DC Voltage, and A-DC Ampere.
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might be due the faster generation of gas bubbles,
which are responsible for removal of aluminum
hydroxide from solution by flotation further leading to
a reduction in the probability of collision between the
pollutant and coagulant. Thus, despite the high
removal efficiency obtained, high current density has
been observed to be not beneficial for the maximum
use of the flocs [5,17,26].

3.2. Effect of hydrogen peroxide on the performance of
electrocoagulation

Peroxide is a strong oxidizing agent and it doesn’t
pollute the water. The treatment of PRW is performed
at peroxi-electrochemical process by varying H2O2

dosages (50–400 ppm). It has been observed that from
the Fig. 5, with an increase in the addition of H2O2,
the percentage removal of pollutants has also
increased till 300 mg L−1 dosage. At this point maxi-
mum of % removal of 91.9, 92, 92, and 92% of phenol,
COD, TOC, oil, and grease has been achieved. Above
which (>300 mg L−1) no significant increase in the %
removal of the pollutants has been observed.
Increased H2O2 dosage increases the �OH radicals gen-
eration which further enhances the oxidation ability of
treatment process. However, the decressive trend indi-
cated that the over-abundant H2O2 could also con-
sume �OH and eliminate the hydroxyl radical
generating oxygen (Reactions 8 and 9) [29,30,34]. It is
clearly observed from Fig. 5 that maximum removal
of phenol is achieved at a dosage of 200 mg L−1 of
peroxide. This variation between COD and phenol

Fig. 2. Effect of electrocoagulation time for the treatment PRW.
Note: Conditions: volume of the sample: 200 mL, electrode: Al/Al, voltage: 10 V, reaction time 10–40 min, surface area of
electrode: 25.3 cm2, and current density: 6.32 mA/cm2.

Fig. 3. Applied voltages with respective current density.

Fig. 4. Effect of applied voltage for the treatment of PRW.
Notes: Conditions: volume of the sample: 200 mL, electrode: Al/Al, voltage: 20 V, reaction time 20 min, surface area of
electrode: 25.3 cm2, current density for 10 V: 6.32 mA/cm2, current density for 15 V: 11.7 mA/cm2, current density for
20 V: 16.6 mA/cm2, current density for 25 V: 21.3 mA/cm2, and current density for 30 V: 28.4 mA/cm2.
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removal pattern might be due to the presence of
complex structure of phenols [35,36].

H2O2 þ �OH �! HO�
2 þH2O (8)

2H2O2 ! O2 þ 2H2O (9)

3.3. Comparison between different treatment processes for
PRW treatment

The results shown that the % reduction of COD in
ECS33 is observed to be more, while compared with
ECS25 treatment process (Fig. 6). This might be due to
generation of more OH radicals at higher frequencies
[31,32]. Oxidation efficiency of the ECS33, ECEO, and
ECEO + US33 is observed to be same in case of COD
and TOC. The percentage removal of phenol, oil, and
grease under different treatment processes is found to

be in the order of ECS25 < ECS33 < ECEO < EC-
EO + US33 which is of 91, 96, 97, and 98% of phenols,
and 74, 83, 90, and 92% of oil and grease, respectively.

The pollutant removal by hybrid electrochemical
techniques might be due to the direct anodic oxidation
and indirect oxidation species (Reactions 4–6). The
presence of sufficiently high chloride ion concentra-
tions (concentrations greater than 300 mg L−1) is suffi-
cient for the formation of HOCl at certain pH values
and potentials. Typically, chloride is regenerated;
however, depending on the parameters of the electro-
chemical process some chloride can also escape from
the solution in the form of gaseous chlorine [17,21,31].
Moreover, phenol and COD removal might also
involve electrochemical oxidation and adsorption by
electrostatic attraction and physical entrapment
[20,34,36–38]. Electrochemical techniques combination
with ultrasonication had shown the remarkable incre-
ment in % removal of the pollutants from PRW.

Fig. 5. Effect of in situ peroxi-electrocoagulation for the treatment of PRW.
Note: Conditions: volume of the sample: 200 mL, electrode: Al/Al, voltage: 20 V, reaction time 20 min, surface area of
electrode: 25.3 cm2, current density for 20 V: 16.6 mA/cm2, peroxide concentration: 50–400 ppm.

Fig. 6. Electrocoagulation combined with other techniques.
Note: Conditions: ECS25: volume of the sample: 200 mL, electrode: Al/Al, voltage: 20 V, reaction time 20 min, surface area
of electrode: 25.3 cm2, current density for 20 V: 16.6 mA/cm2, ultrasonication at 25 kHz. ECS33: volume of the sample:
200 mL, electrode: Al/Al, voltage: 20 V, reaction time 20 min, surface area of electrode: 25.3 cm2, current density for 20 V:
16.6 mA/cm2, ultrasonication at 33 kHz. ECEO: volume of the sample: 200 mL, electrode: Al/Al (EC), & SS/SS (EO), volt-
age: 20 V, reaction time 20 min, surface area of electrode: 25.3 cm2, current density for 20 V: 16.6 mA/cm2. ECEO + US33:
ECEO followed by ultrasonication at 33 kHz.
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4. Conclusions

(1) The application of hydrogen peroxide for
enhancing the oxidative process of the PRW is
observed to be beneficial.

(2) EC alone is not suitable for treatment of the
refinery waste waters, because PRW is very
complex in composition.

(3) PRW treatment needs collaborative treatment
processes like electrochemical methods and/
or ultrasonication.

(4) From this study, the maximum % removal of
98, 92, 92, and 92% of phenols, TOC, COD,
oil, and grease is observed in ECEO + US33
process.
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some reactive dyes: A statistical investigation of some
electrochemical variables, Waste Manage. 22 (2002)
491–499.

[29] S. Ahmadi, E. Sardari, H.R. Javadian, R. Katal, M.V.
Sefti, Removal of oil from biodiesel wastewater by
electrocoagulation method, Korean J. Chem. Eng. 30
(2013) 634–641.
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Abstract This study demonstrated a technique to regen-

erate spent activated carbon using solvent desorption

followed by thermal decomposition of pollutants. Dichlo-

romethane is used as solvent for desorption and thermal

reactor under inert (N2, CO2) atmosphere used for thermal

reactivation of the spent carbon. Physical, chemical,

functional chemistry and thermal behavior of the samples

before and after treatment are featured by means of pH,

bulk density, moisture content, ash content, Fourier trans-

form infrared spectroscopy, thermo-gravimetric differential

thermal analysis. The adsorptive property of the activated

spent carbon is quantified using methylene blue and iodine

as model compounds. After reactivation, methylene blue

and iodine number adsorption is improved from 5 to 96 %

and from 10 to 99 %, respectively. This regenerated carbon

applied for paper mill and pharmaceutical effluents. 95 and

94 % of the COD reduction and color removal are

observed by spent reactivated carbon.

Keywords Spent carbon � Solvent � Desorption � Thermal

reactor � Reactivation

Abbreviation

ASTM American Society for Testing and Materials

AWWA American Water Works Association

CEFIC European Council of Chemical Manufacturer

Federations

APHA American Public Health Association

Introduction

Environmental pollution is the major problem associated

with rapid industrialization, urbanization and rise in living

standards of people. Waste seems to be a by-product of

growth with industrialization. Hazardous waste is the

severely concerned issue which causes not only environ-

ment pollution, but also several ill health effects on

human beings. A country like India can ill-afford to lose

them as sheer waste. On the other hand, with increasing

demand for raw materials for industrial production, the

non-renewable resources are dwindling day by day.

Therefore, efforts are to be made for controlling pollution

arising out of the disposal of wastes by conversion of

these unwanted wastes into utilizable raw materials for

beneficial use. The problems relating to disposal of

industrial solid waste are associated with lack of infra-

structural facilities and negligence of industries to take

proper safeguards [3, 8, 31].

The exhausted activated carbon is called ‘‘spent carbon’’.

Due to pollutants load it comes under hazardous waste

category. Generally spent carbon is disposed off in regular

landfills which results in hazardous materials seeping into

the ground, thus polluting underground and surface water

sources. Many landfills hence require counter-measures
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against groundwater contamination, an example being

installing a barrier along the foundation of the landfill to

contain the hazardous substances that may remain in the

disposed waste [7, 37]. As spent carbon is a type of flam-

mable waste, it can sometimes be burned as energy source.

It has been ‘‘destroyed’’ by incinerating it at a high tem-

perature. However, this type of treatment releases toxic

gases produced by the combustion of by-product or other

materials. The problem of solid waste incinerator is the

emission of dioxins as well as the bad smell with combus-

tion [20]. In addition, the use of activated carbon is eco-

nomically limited, since the cost of carbon for single use is

very high. The process of carbon recycling reduces oper-

ating costs since the cost of reactivated carbon is typically

20–40 % less than the original cost of activated carbon.

Also, it eliminates the liability associated with handling and

disposal of spent carbon [11, 13].

The reactivation or the regeneration of activated carbon

involves restoring the adsorptive capacity of saturated

activated carbon by desorbing adsorbed contaminants on

the activated carbon surface. Generally, solvent regenera-

tion processes are applicable to methods with reversible

adsorption (desorption), such as high organic concentration

wastewater treatment and recycled wastewater containing

precious metals [10]. Solvent desorption of pollutants has

been used for many years as a method of concentrating for

subsequent process, with chloroform, and ethanol being

recommended by American Public Health Association

(APHA) [9, 18]. In any solvent regeneration scheme, once

the solvent has been used to desorb the primary adsorbate

from the carbon, the effective recovery of the solvent in

reasonably pure form by distillation or flushed water bed

method. In this study, dichloromethane is selected as a

solvent for desorption treatment [10, 17]. Followed by this,

thermal method has been applied for reactivating the spent

carbon.

Thermal reactivation is the most suitable spent activated

carbon regeneration technique for industrial processed

activated carbon (hazardous character) [6]. In the thermal

regeneration process, the spent carbon [11] has been dried

at approximately 105, 500 �C under an inert atmosphere

applied for temperature desorption, and finally residual

organic gasification by an oxidizing gas (carbon dioxide) at

elevated temperature 800 �C has been applied [28].

nC6H12O6 þ Heat! �Cxþ CyHzþ H2Oþ CO

Cþ CO2 ! 2CO

where *Cx, charCyHz, volatile hydrocarbons

%Regeneration of the carbon

¼ Adsorption capacity after regeneration

Adsorption capacity of fresh carbon
� 100:

Materials and methods

Reagents

Dichloromethane (DCM), iodine, methylene blue and KBr

are all procured from S.D.F.C.L, India. Nitrogen and car-

bon dioxide gases were supplied by BOCIL, India.

Analytical methods

Physicochemical parameters (Table 1) such as pH, bulk

density, ash content and moisture content were determined

in accordance to standard methods (APHA 1998).

Spent carbon

The hazardous spent activated carbon sample was collected

in airtight bags from the pharmaceuticals industry at Jee-

dimetla industrial park, Hyderabad, Andhra Pradesh, India.

After collection the sample was air dried for 2–3 h in order

to dewater the sample.

Methodology

Solvent desorption

Five grams of the air-dried sample was dispersed in 100 ml

of solvent (DCM) and stirred for 30 min. The solution was

allowed to settle for 20 min after which, it was filtered

using Whatman filter paper no. 44. The retained carbon on

the filter paper was collected and kept in hot air oven at

105 �C till the sample reached a constant weight. While

this dried carbon was thermally regenerated in a TR unit,

the spent solvent was recovered by distillation method.

Thermal reactivation of spent carbon

Thermal reactivation was carried out in thermal reactor unit

(TR), the design of which is given in Fig. 1. TR consists of a

Table 1 Analytical methods

S. no. Parameter Method

Analytical parameters

1 Bulk density Standard method no: ASTM D 2854

2 pH Standard method no: ASTM D 3838

3 Moisture content Standard method no: ASTM D 2867

4 Ash content Standard method no: ASTM D 2866

5 COD Standard method no: APHA 5220C

Adsorption tests

1 Methylene blue Standard method no: CEFIC ACM 54

2 Iodine number Standard method no: AWWA B 600
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100-cm-long quartz tube with inner diameter of 1.2 cm and

a boat of 10 cm length into which the sample was loaded.

The reactor is provided with an inlet pipe for the flow of

gases and an outlet pipe for removing of toxic gases pro-

duced during reaction. An electric oven is used to heat the

reactor to desired temperatures. Approximately 5 g of spent

carbon was filled into the boat and kept in a reactor zone of

TR. Air spaced quartz tube was purged with the flow of

nitrogen(N2) gas at a flow rate of 500 ml/min till the reactor

temperature rose to 500 �C. After the temperature reached

500 �C, N2 gas was replaced with carbon dioxide (CO2) and

continued until the temperature reached 900 �C. At 900 �C

reactivation was carried for 30 min. The electric oven was

then switched off and allowed to cool. This reactivated

carbon is stored in airtight bottle for further examinations.

Application of reactivated spent carbon in the treatment

of industrial effluents

To find the efficacy of the reactivated spent carbon (RAC),

adsorption experiments were carried out for the removal of

color in paper mill effluent and COD removal in pharma-

ceutical effluent.

In these experiments, 1 g of activated carbon was taken

in stoppered bottles containing 100 ml of untreated

wastewater at 25 �C and then kept for shaking. Samples

were collected and analyzed for color and COD removal.

Finally, a comparison was made among all the activated

carbons to evaluate their performance efficiency.

Characterization of the samples

Samples were characterized for color removal using double

beam Shimadzu UV 2450 UV–visible Spectrophotometer at

a wave length of 600 nm. The presence of functional groups

in all types of activated carbons was determined using Perkin

Elmer Fourier transform infrared spectroscopy (FTIR).

Wave length number ranged from 4000 to 400 cm-1. The

thermal behavior and weight loss of the sample were deter-

mined using thermo-gravimetric differential thermal ana-

lysis (TG-DTA). TG-DTA of the sample was done using S-II

EXSTAR-6000, TG/DTA-6300 thermal analyzer. Sample

was loaded in aluminum container and heated to 800 �C at

the rate of 2 K/min with air circulating at a speed of 150 ml/

min. Elemental compositions analysis (energy dispersive

X-ray analysis, EDAX) was carried with HITACHI S 3400N

scanning electron microscope. The composition of carbon

sample information was produced from signals of electrons

that interacted with the atoms present in the sample.

Results and discussion

The results of the investigation are presented below and

discussed in detail.

Characterization of activated carbon

Characteristics like bulk density, pH, moisture content and

ash content of the samples of commercial activated car-

bon(CAC), spent activated carbon(SPAC), DCM desorbed

activated carbon (DCMAC) and thermal reactivated carbon

(RAC) are shown in Table 2. The bulk density of powdered

activated carbon relates to the physical weight per volume

of powder and was generally measured in milligrams/cc.

Higher volume of carbon can deliver a higher surface area

to the water for adsorption of micro-pollutants [2, 24, 29].

The bulk density of the CAC, SPAC, DCMAC and RAC

Fig. 1 TR-reactor
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was observed to be 0.40, 0.59, 0.55 and 0.44, respectively,

with only slight variance between CAC and RAC (0.04).

The pH of RAC and CAC was found to be 6.9 and 6.7,

respectively. pH from 6 to 8 is acceptable for different

applications as adsorbent according to Ahmedna and

Okieimen [1, 26].

The moisture content (MC) of activated carbon is often

required to define and express its properties in relation to the

net weight of the carbon. High moisture content is undesir-

able, since it has low adsorptive capacity [34]. Moreover, it

also adds transport and storage costs. SPAC has 24 % MC,

after reactivation (RAC) it reduced to 7 %, which is equal to

MC of CAC. DCMAC had a MC of 15 %.

The ash content influences the ignition point of the

carbon and may be a major consideration where adsorption

of certain solvents is concerned since the lower the ash

value, better the activated carbon for use as adsorbent [35].

In the present study, the ash results show that reactivation

reduces the ash levels of carbon. The reduction in ash could

be attributed to volatilization of constituents at higher

temperature that could lead to a reduction in ash content

[10, 16]. In the present study, the total ash content of 6 % is

observed in DCMAC and SPAC samples while the CAC

contained 2.5 % ash content (Table 2) and RAC is

observed to contain 4 % of the ash content. The high

percentage of ash content in RAC compared to CAC might

be due to the partial burning of the inorganic and organic

compounds in RAC while in CAC they are initially

adsorbed on to the activated carbon.

Adsorption tests

This is the most fundamental parameter used to charac-

terize activated carbon performance. It is a measure of

Table 2 Physico-chemical analysis of commercial, spent, DCM,

RAC

S. no. Name of the experiment CAC SPAC DCM AC RAC

1 Bulk density (mg/cc) 0.40 0.59 0.55 0.44

2 pH 6.7 7.95 6.4 6.9

3 Moisture content (%) 7 24 15 7

4 Ash content (%) 2.6 6 6 4

Fig. 2 FTIR analysis of the DCM residue
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activity level and it predicts the suitability for a certain

treatment objectives.

Methylene blue adsorption

Methylene blue identifies the capacity of an activated

carbon to decolorize the aromatic dye compounds having

medium molecular size (2–5 nm). It is a quick method for

comparing different batches of activated carbon of the

same quality. Methylene blue has strong adsorption onto

solids and its recognized usefulness in characterizing

adsorptive material [21].The methylene blue adsorption of

CAC, SPAC, DCMAC and RAC were observed to be 280,

15, 115 and 270 mg/g.

Iodine number

Iodine is a small molecule which will be well adsorbed on

to the activated carbon. It is a measure of the microspore

content of the activated carbon (values [0–20 Å, or up to

2 nm) by adsorption of iodine from solution. Sorbents with

high iodine number performs better in removing small-

sized contaminants [5, 23]. The iodine number of the RAC

(1066 mg/g) is observed to be approximately equal to that

of CAC (1076 mg/g), which is a good indication for the

reactivation of SPAC [15, 21].

Determination of functional groups of different carbons

by FTIR

The FTIR analysis depicts the transmittance spectra of the

CAC, SPAC, DCMAC, and RAC. SPAC spectra (Fig. 2)

vibrations imply the presence of monomeric alcohols,

phenols and also alkane compounds due to the medium and

strong stretching vibrations which was seen at wave

numbers corresponding to 3455, 3027, and 2955 cm-1,

respectively [19, 36]. Strong stretching vibrations at

1654 cm-1 might correspond to the C–H bonds of the

phenyl ring substitution overtones. The presence of N–H

bonds of the amines and O–H bonds of the carboxylic acids

were also suspected. Strong and medium rocking vibrations

at 751 cm-1 might correspond to the presence of N–H

groups in it [15, 25].

However, it is observed that the spectra of the SPAC and

RAC vary by large deviations. But the spectra of RAC and

CAC were observed to be almost similar, and might have

few variations due to the presence of different functional

groups on its surface. RAC and CAC (Fig. 3) spectra’s

Fig. 3 FTIR analysis of the carbon samples
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vibration implies the presence of C–O and C–OH groups

due to the strong stretching vibrations which correspond to

the wave numbers 3419, 3440, and 1400 cm-1,

respectively.

Thermo-gravimetric-differential thermal analysis

(TG-DTA)

The horizontal axis represents the sample temperature and

the vertical axis shows (Fig. 4) the TG (weight change) and

DTA (thermal behavior). The bottom of the TG curve

indicates a weight decrease and the top indicates weight

increase. For the DTA curve, the downward direction

indicates an endothermic reaction and the upward direction

indicates an exothermic reaction [24, 30].

Three different zones were observed in the oxidizing

atmosphere for all the carbons as shown in Fig. 4. For

CAC, the first zone ranged from room temperature to

90 �C, the second zone from 90 to 550 �C, and the third

zone after 550 �C. The maximum weight loss of 40 % was

recorded in the second zone, while the first zone corre-

sponds to comparatively low weight loss of 22 %. The

third zone showed almost complete weight loss. For SPAC

only 6.1 % weight loss was observed in the first zone, from

room temperature to 200 �C, 27 % weight loss in the

second zone from 200 to 270 �C, and a weight loss of

46.6 % in the third zone from 270 to 510 �C. For DCMAC,

the first zone ranged from room temperature to 90 �C, the

second zone from 90 to 540 �C, and the third zone after

540 �C. The maximum weight loss of 27 % was recorded

in the second zone, while the first zone corresponded to

comparatively low weight loss of 8 %. The third zone

showed almost complete weight loss. For RAC only

15.7 % weight loss was observed in the first zone, from

room temperature to 90 �C, 29 % weight loss in the second

zone, from 90 to 510 �C, and the third zone, after 510 �C a

complete weight loss was observed. The first zone corre-

sponded to removal of moisture and light volatiles. The

weight loss was reported to be associated in part with the

evolution of H2O, CO2 and CO [4, 22, 33]. Second zone is

mainly attributed to the carbonization process of com-

pounds and suggests the cracking reaction of C–C bonds

and the third zone weight loss was due to ignition of the

sample.

Fig. 4 TG-DTA analysis of the carbon samples
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In CAC three endothermic peaks appeared at 75, 580

and 650 �C, while only one exothermic peak appeared at

700 �C. For RAC one endothermic peak at 75 �C and

two exothermic peaks have been observed at 520 and

640 �C. For SPAC exothermic peaks observed at 320,

540, and 610 �C. DCMAC endothermic peaks appeared

at 50 and 535 �C. Exothermic reactions observed at 320,

520, and 610 �C. In observing the Fig. 4, the sharp

exothermic peaks had a complicated organic structure [3,

25, 32].

Energy dispersive X-ray analysis

In order to obtain more information on reactivation of spent

carbon, it was further analyzed using EDAX. Results are

presented in Fig. 5 while the EDAX analysis revealed

carbon activation in the reactivated sample (RAC). Prac-

tically the elements like C, O and Na were contained in all

the samples. Carbon weight % content of the carbon

samples (Table 3) were as follows: CAC (90.62 %)[RAC

(88.72 %) [DCMAC (83.96 %) [SPAC (78.37 %). The

increase in the carbon weight % of the RAC compared to

SPAC might be due to the volatilization of the pollutants

during the reactivation process. This carbon increase in

RAC is the evidence for reactivation of the spent carbon

[12].

Applications of reactivated carbon in the waste water

treatment process

Adsorption efficiency of the carbon was validated by

applying for the treatment of pharmaceutical waste

(organic content) and paper effluent (color contents). The

efficiency was evaluated in terms of COD reduction for

pharmaceutical waste water and color removal for paper

effluent.

The efficiency of SPAC in the removal of color and

COD was observed to be only 2 and 3 %, respectively.

With partially reactivated DCMAC, the removal effi-

ciency was observed to be 41 and 36 % for COD and

color. A maximum removal efficiency of 95 and 94 % of

the COD and color was achieved with RAC (Fig. 6). The

Fig. 5 EDAX images of the carbon samples
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results thus indicate the increased adsorption capacity of

RAC [14, 27].

Conclusions

The study indicates that the regenerated activated carbon

(RAC) by thermal regeneration could be a feasible and

effective way of using the spent activated carbon. The

adsorption capacity of RAC and CAC was comparable.

This was proved by the iodine adsorption and methylene

blue number of RAC which were approximately equal to

CAC. The FTIR spectral analysis also revealed the removal

of functional groups after regeneration. RAC also showed

good efficiency in the removal of color (%) and COD (%)

of paper and pharmaceutical effluents. Since this is a lab-

scale study, the study if validated for 2–3 cycles, can be

extended to pilot scale.
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Abstract In the present paper, the performance of
electrocoagulation (EC) for the treatability of mixed metals
(chromium (Cr), copper (Cu), lead (Pb), nickel (Ni), and zinc
(Zn)) from metal plating industrial wastewater (EPW) has been
investigated. The study mainly focused on the affecting param-
eters of EC process, such as electrode material, initial pH,
distance between electrodes, electrode size, and applied voltage.
The pH 8 is observed to be the best for metal removal. Fe–Fe
electrode pair with 1-cm inter-electrode distance and electrode
surface area of 40 cm2 at an applied voltage of 8Vis observed to
more efficient in the metal removal. Experiments have shown
that the maximum removal percentage of the metals like Cr, Ni,
Zn, Cu, and Pb are reported to be 96.2, 96.4, 99.9, 98, and
99.5 %, respectively, at a reaction time of 30 min. Under
optimum conditions, the energy consumption is observed to
be 51.40 kWh/m3. The method is observed to be very effective
in the removal of metals from electroplating effluent.

Keywords Electroplating . Heavymetal .

Electrocoagulation .Metal hydroxide

Introduction

Electroplating industrial wastewaters (EPW) contain various
kinds of toxic substances such as alkaline cleaning agents,

degreasing solvents, and metals. Among these, heavy metals
are very toxic and generally appear in electroplating industrial
effluents. Most of the metals such as copper, nickel, chromi-
um, lead, and zinc are harmful when discharged into sewages
or rivers, which is a major environmental issue when disposed
of without a proper treatment (Ashok and Sharma 2013 and
Bhagawan et al. 2014). Hence, these metals are of consider-
able concern, because they are non-biodegradable, highly
toxic, and potentially carcinogenic. To meet environmental
regulations, this metal containing wastewater must be treated
before its discharge. Various conventional metal removal
techniques include precipitation, adsorption, solvent extrac-
tion, bio-sorption, membrane separation, ion exchange, and
reverse osmosis (Akbal 2013; Nafaa Adhoum et al. 2004;
Golder et al. 2007a, b; Arroyo et al. 2009); precipitation is
considered to be the most economical and applicable among
all the techniques. It is based on chemical coagulation where
lime is added to raise the pH, and metal salt is used to remove
colloidal matter as gelatinous hydroxides. Activated silica or
polyelectrolytes may also be added to stimulate coagulation.
The former treatment may also be followed by adsorption
onto activated carbon to remove metals at a ppm level.
Although precipitation has proved to be quite effective in
treating industrial effluents, the chemical coagulation may
induce secondary pollution caused by added chemical sub-
stances. This drawback, together with the need for low-cost
effective treatment, encouraged many researchers to use
electrocoagulation for the treatment of several industrial ef-
fluents (Akbal 2013; Nafaa Adhoum et al. 2004; Dermentzis
et al. 2011a, b; Ramakrishnan et al. 2013) such as petroleum
refinery wastewater (Ichrak et al. 2013), textile wastewater
(Anissa et al. 2009), winery wastewater (Visnja et al. 2013),
biodiesel wastewater (Saeb et al. 2013), laundry wastewater
(Chih and Kuo 2009), dairy effluent (Yusuf et al. 2011), and
dye containing effluent (Fatiha et al. 2008). Recently, some
studies have been reported in the literature on the use of
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electrocoagulation (EC) for the treatment of metals from
electroplating rinse water (Meyyappan et al. 2012), chrome
tanning effluent (Golder et al. 2011), Ni from aqueous solu-
tions (YaoXing et al. 2013), copper removal from synthetic
sample (Subramanyan et al. 2013), cobalt from aqueous solu-
tion (Ashraf et al. 2011), Zn(II), Cu(II), Ni(II), Ag(I) Cr(VI)
from aqueous solutions (Ilona and Wolfgang 2008), Cd from
simulated wastewater (Abbas et al. 2014), and Cr from waste-
waters (Toktam et al. 2014).

Electrocoagulation is a process consisting of creating me-
tallic hydroxide floc within the solution by electrodissolution
of soluble anodes, usually made of iron or aluminum. The
generation of metallic cations takes place at the anode, due to
the electrochemical oxidation of the electrode, whereas H2 gas
is typically produced at the cathode (Arroyo et al. 2009). The
overall reactions are as follows:

At anode:

Fe → Fe2þ þ 2e− ð1Þ

A1 → A12þ þ 3e− ð2Þ

Zn → Zn2þ þ 2e− ð3Þ

Cr2O7
2− þ 6e− þ 7H2O → 2Cr3þ þ 14OH− ð4Þ

Cr6þ þ 3Fe2þ → Cr3þ þ 3Fe3þ ð5Þ

Cu → Cu2þ þ 2e− ð6Þ

Ni → Ni2þ þ 2e− ð7Þ

These above metals finally form as metal hydroxides as
follows:

Menþ þ nOH−→Me OHð Þn sð Þ ð8Þ

At cathode:

2H2Oþ 2e−→H2 gð Þ þ 2OH− ð9Þ

EC process involves many chemical and physical phenom-
ena, such as discharge, anodic oxidation, cathodic reduction,
coagulation, electrophoretic migration, and adsorption (Cheng
2006). Unlike chemical metal precipitation, in an
electrocoagulation process, liquid is not enriched with anions
and, thus, the salt content does not increase. This contributes
to the production of more compact metallic sludges during
electrocoagulation than those generated by chemical precipi-
tation (Meunier et al. 2006). Other advantages include small

footprint, shorter reaction time, low cost of equipment and
operation, and easy operation (Arash et al. 2011).

The metal hydroxide floc formed either from Al or Fe
electrode normally acts as adsorbents and/or traps for metal
ions. Therefore, they would eliminate them from the solution.
Simultaneously, the hydroxyl ions produced at the cathode
increase the pH in the electrolyte and may induce co-
precipitation of Cr, Cu, Pb, Ni, and Zn in the form of their
corresponding hydroxides (reaction 8).

The performance of an electrotreatment process using iron
(Fe) and/or aluminum (Al) as the electrode material strongly
depends on the pH of the solution, which varies continuously
during the process. Minimum solubility of heavy metals such
as copper, zinc, lead, nickel, and chromium, etc. occurs at a
particular pH, and when the pH of the solution changes, metal
hydroxide precipitate/sludge tends to be resolubilized (Golder
et al. 2007a, b and 2009). Vasudevan and Dermentzis also
described the decrease in metal removal efficiency at strong
acidic and basic conditions. It ascribed to an amphoteric
behavior of Fe(OH)3 which leads to soluble cations Fe3+,
Fe(OH)2+, Fe(OH)2

+, and Al3+ and to monomeric anions
Fe(OH)4

−, Fe(OH)6
3−, and Al(OH)4

− (Vasudevan et al.
2009; Dermentzis et al. 2011a, b; Akbal 2011a, b). Best
removal capacities for all metals have been reported at a pH
range of 4–8 (Dermentzis et al. 2011a, b).

In the present work, the efficiency of electrocoagulation in
removing copper, nickel, chromium, lead, and zinc from EPW
is reported. The effect of electrode material, initial pH, dis-
tance between electrodes, electrode size, and applied voltage
on the removal efficiency is explored and discussed to deter-
mine the optimum operational conditions. The operating cost
of treatment is also investigated, by considering the cost of
consumption of electric power and electrode.

Material and methods

Electroplating wastewater

Electroplating wastewater was collected from an
electroplating industry in Hyderabad, India. The initial char-
acterization of the sample (one) has been given in Table 1.

Methodology

The reactor used in this study is given in Fig. 1. Batch mode
experiments were carried in a 250-ml beaker with the working
volume of 200 ml at room temperature (27 °C). The two
electrode materials (Fe and Al) were tested as anode and
cathode with dimensions of 100 mm×50 mm×2 mm. The
pH of the EPW varied from 4–8 (4, 6, and 8), effective
reactive surface area studied between 10–40 cm2 (10, 20,
and 40 cm2), distance between electrodes studied between
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1–4 cm (1, 2, and 4 cm), and effect of applied voltage studied
at 4 and 8 V, respectively. The adjustment of pH is made with
0.1 N/1.0 N solution of HCl or 0.1 N/1.0 N NaOH. Working
electrodes are connected to a DC power supply (APLAB
regulated DC power supply L6403) unit with 0 to 84-V
voltage supply capacity. The samples are collected at 10-
minute (min) time intervals for analyzing residual metal
content.

Metal content is determined after acidification with HCl to
a pH of less than 2.0 to avoid further removal during the post-
EC period. The concentrations of metals are measured using
an atomic absorption spectrophotometer.

Operation cost evaluation (OC)

One of the most important parameter affecting the application
of any method of water and treatment is the operating cost,
which heavily determines cost of the treatment process. The

OC of the EC is calculated by including the material cost
(mainly electrodes), utility cost (mainly electrical energy),
and chemicals’ fixed costs (Abdurrahman et al. 2013; Kobya
et al. 2010).

OC ¼ aCenergyþ bCelectrodeþ cCchemicals ðiÞ

where “a” is the electricity consumed (kWh/m3, formulae
ii), “b” is the electrode material consumed (kg/m3), and “c”
chemicals are consumption quantities of chemicals (kg/m3,
formulae iii) of the wastewater treated. The cost values ($) of
a, b, and c are calculated according to the Indian market (Mar.
2014). It is the energy price as 0.1$/kWh (6.40 Rs/kWh);
electrode price as Fe 1.61$/kg, Al 3.27$/kg (97 and 197 Rs/
kg); and chemical cost (NaOH) as 8.17$/kg (492 Rs/kg).

The electrode and energy consumption were calculated
using the following equations.

Table 1 Initial characteristics of
the waste water sample

NA not applicable

CPCB limits (2012)

S. no Parameter Unit Concentration
before treatment

Concentration
after treatment

CPCB limits

1 pH – <1 9 6.0–9.0

2 Electrical conductivity ms/cm 79.2 44.8 NA

3 Total solids mg/L 30,070 24,200 NA

4 Total dissolved solids mg/L 28,100 22,000 NA

5 Chromium mg/L 39 1.5 2.0

6 Nickel mg/L 13.5 0.5 3.0

7 Zinc mg/L 2,356 0.08 5.0

8 Copper mg/L 4 0.08 3.0

9 Lead mg/L 5.5 0.03 0.1

11 Chlorides mg/L 53,175 19,852 NA

12 Oil and grease mg/L 4.5 0.79 10

13 Sulfates mg/L 138 31 400

14 Phosphates mg/L 1.6 0.2 5

Fig. 1 Schematic view of the
experiment
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Cenergy ¼ UItEC
V

ðiiÞ

C electrode ¼ I tECM

ZFV
ðiiiÞ

where U is cell voltage (V), I is the current (A), tEC is
the operating time (h), V volume of the sample (m3), M is
the molecular weight of electrode (for Fe 55.84 g/mol, Al
26.98 g/mol), Z is number of electrons transferred (Z=3
for Al and 2 for Fe), and F is the Faraday constant
(96487 C/mol).

Results and discussion

Effect of electrode material on metal removal

The reaction time for EPW treatment is investigated with
four electrode (anode–cathode) combinations (Fe–Fe, Al–
Al, Fe–Al, and Al–Fe). The maximum metal removal was
observed (Fig. 2) to be 30 and 49.4 % of Ni and Zn,
respectively, with Fe–Fe electrode combination and 86
and 84 % of Cu and Pb with Al–Al electrode combination
after 40 min. These results revealed that at the beginning

of the process, i.e., within 30 min, metal removal rate was
observed to be faster. After 30 min, it decreased gradually
which might be due to inefficient dosage of the coagulant.
Similar results were also observed by Bazafshan et al.
(2006) and Sepideh et al. (2013). Therefore, to avoid
excess operational cost, the reaction time was optimized
to be 30 min.

Effect of initial pH on metal removal

The initial pH of the electrolyte (EPW) has a considerable
effect on the efficiency of the electrocoagulation process.
In the present study, it was observed (Fig. 3) that metal
removal efficiency increased with the increase in pH and
the maximum removal has been observed at pH 8. At this
pH, the removal % of Ni, Zn, Cu, and Pb was 96.4, 98.9,
97.5, and 98.2 %, respectively, when using iron elec-
trodes, whereas with aluminum electrodes, it was reported
to be 93.9, 93.2, 95, and 92.7 %, respectively. The reason
for this behavior might be due to the fact that adsorption
capacity of ferric oxides is much higher than aluminum
oxides (Akbal 2011a, b; Denial et al. 2007). The Cr
removal % was similar (81 %) with both iron and alumi-
num electrodes. Hence, further experiments were conduct-
ed with iron electrodes.

Fig. 2 Effect of reaction time on
metal removing efficiency using
different electrode materials.
Conditions: electrode material Fe
and Al, reaction time 10, 20, 30,
and 40 min, volume of the sample
200 ml, pH <1, applied voltage
8 V, reaction surface area 40 cm2,
and inter-electrode distance 4 cm

Fig. 3 Effect of pH on metal
removal efficiency using various
electrode materials. Conditions:
electrode material Fe and Al,
reaction time 30 min, volume of
the sample 200ml, pH 4, 6, and 8,
applied voltage 8 V, reaction
surface area 40 cm2, and inter-
electrode distance 4 cm
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Effect of reaction area on metal removal

This parameter has been varied as 10, 20, 30, and 40 cm2

to minimize reactive surface area and electrode consump-
tion for the EPW treatment. The metal removal efficiency
increased with an increase in electrode surface area from
10 to 40 cm2. The maximum % removal efficiency of Cr,
Ni, Zn, Cu, and Pb was observed (Fig. 4) to be 96.2, 96.4,
99.9, 98, and 99.5 %, respectively. This might be attrib-
uted to a greater electrode area that produced larger
amounts of anions and cations from the electrodes. The
larger the electrode's surface, it increased the rate of floc’s
formation, which in turn influenced the removal efficien-
cy (Ashok and Sharma 2013).

Effect of inter-electrode distance on metal removal

The inter-electrode distance was studied as a parameter to
minimize electricity consumption for the treatment of EPW.
Inter-electrode distance was varied from 1 to 4 cm. The
removal percentage of metals was raised with a decrease in
inter-electrode distance from 4 to 1 cm (Fig. 5), whereby it
exhibited the maximum removal of Cr (96 %), Ni (96.4 %),
Zn (99.9 %), Cu (98 %), and Pb (99.5 %) at the shortest
distance (1 cm) between the electrodes with an electrode area
of 40 cm2. Similar observations have also been reported by
Ashok and Sharma (2013) and Ghosh et al. (2008). That
removal efficiency increase might be due to the faster anion
discharge at the anode and improved oxidation. It also reduces

Fig. 4 Effect of reaction
(electrode) area on metal removal
efficiency. Conditions: electrode
material Fe, reaction time 40 min,
volume of the sample 200 ml, pH
8, applied voltage 8 V, reaction
surface area 10, 20, and 40 cm2,
and inter-electrode distance 4 cm

Fig. 5 Effect of inter-electrode
distance on metal removal
efficiency. Conditions: electrode
material Fe, reaction time 40 min,
volume of the sample 200 ml, pH
8, applied voltage 8 V, reaction
surface area 40 cm2, and inter-
electrode distances 1, 2, and 4 cm

14170 Environ Sci Pollut Res (2014) 21:14166–14173



resistance, the electricity consumption, and, consequently, the
cost of the wastewater treatment (Arash et al. 2011; Mohd and
Wahid 2012).

Effect of applied voltage on metal removal

Applied voltage is one of the operating parameters directly
affecting the performance and the operating cost. EC experi-
ments were carried at 4 and 8 V (Fig. 6). At 8 V, the maximum
removal of metals was found to be 96, 96.4, 99.9, 98, and
99.5 % for Cr, Ni, Zn, Cu, and Pb, respectively. The concen-
tration of the metals reached the dischargeable limits of
Central Pollution Control Board (CPCB) for wastewater.
With reducing voltage, the metal removal decreased. This

might be attributed to decrease in the voltage directly de-
creases both the coagulant dose and bubble generation rate
as well as influences bothmixing of solution andmass transfer
at the electrodes (Golder et al. 2007a, b). Akbal (2011a, b) also
observed the same order of removal while treating the metal
plating wastewater (Cu, Cr, and Ni).

Relationship between heavy metal removal % and changes
in conductivity

Conductivity in water is affected by the presence of inorganic
dissolved solids. In the present study, conductivity was ob-
served to decrease proportionally with increase in the %
removal of heavy metals, which is similar to Kim et al.’s
(2013) observations. However, at a certain stage, the conduc-
tivity remained constant without an increase or decrease,
which might be due to the presence of chloride ions.

Energy consumption and cost analysis of metal removal

The cost estimation for the treatment process is given in
Table 2. From the table, it is observed that with an increase
in initial pH of the solution, reaction area, inter-electrode
distance, and applied voltage, the cost of the process increased
gradually. At optimized conditions (electrode material Fe–Fe,
pH 8, area of the electrode 40 cm2, inter-electrode distance
1 cm, and applied voltage 8 V), the energy and electrode
consumption is observed to be 51.40 kWh/m3 and 1.86 kg/
m3, respectively.

Conclusions

& This study concluded that EC is efficient and effective for
the removal of heavy metals from metal plating
wastewaters.

& The maximum removal of metal is observed at a reaction
time of 30 min, initial pH of 8, electrode material as Fe–

Fig. 6 Effect of applied voltage
on metal removal efficiency.
Conditions: electrode material Fe,
reaction time 40 min, volume of
the sample 200 ml, pH 8, applied
voltages 4 and 8 V, reaction
surface area 40 cm2, and inter-
electrode distance 1 cm

Table 2 Cost estimation of the treatment process

Process kWh/m3 Kg/m3 NaOH (Kg/m3) Total ($/m3)

pH optimization

Fe–Fe pH4 44.60 1.61 8.5 76.5

Fe–Fe pH6 50.00 1.81 10 89.7

Fe–Fe pH8 54.40 1.97 12 106.7

Al–Al pH4 46.20 0.54 8.5 75.8

Al–Al pH6 49.00 0.57 10 88.5

Al–Al pH8 50.60 0.59 12 105.0

Surface area optimization

Fe–Fe 40 cm2 54.40 1.97 12 106.7

Fe–Fe 20 cm2 52.00 1.88 12 106.3

Fe–Fe 10 cm2 50.00 1.81 12 106.0

Electrode distance optimization

Fe–Fe 4 cm 54.40 1.97 12 106.7

Fe–Fe 2 cm 52.60 1.90 12 106.4

Fe–Fe 1 cm 51.40 1.86 12 106.2

Voltage optimization

Fe–Fe 8 V 51.40 1.86 12 106.2

Fe–Fe 4 V 14.00 1.01 12 101.1

Environ Sci Pollut Res (2014) 21:14166–14173 14171



Fe, electrode reaction area of 40 cm2, applied voltage of
8 V, and electrode spacing of 1 cm.

& Themaximum dischargeable values of pollutants given by
the official CPCB norms have been met in this study.

& Iron electrodes are found to be most ideal electrodes,
compared with aluminum and hybrid Al/Fe electrodes
for the treatment of metal plating wastewater.

& Metal removal rate increased with increasing the current
applied voltage and electrode surface area.

& Metal removal rate decreased with increasing inter-
electrode distance.

& Under optimum treatment conditions, metal removal %
was found to be 96.2, 96.4, 99.9, 98, and 99.5 % for Cr,
Ni, Zn, Cu, and Pb, respectively.
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Abstract This paper reports on recycling of industrial wastes
(three pharmaceutical industrial sludges) into environmental
friendly value-added materials. Stabilization/Solidification
(S/S or bricks) process was applied to make a safer way for
the utilization of pharmaceutical waste. The additives in
this study include binders (cement, lime and bentonite)
and strengthening material (pulverized fuel ash (PFA), sil-
ica fume and quarry dust) was used at different composi-
tions. Bricks were cured for 28 days, and the following
analysis-like compressive strength, leachability of heavy
metals, mineralogical phase identity by X-ray diffraction
(XRD) spectroscopy, Fourier transform infrared spectros-
copy (FTIR) and thermal behaviour by thermogravimetric-
differential thermal analysis (TG-DTA) had done. All the
bricks were observed to achieve the standard compressive
strength as required for construction according to BIS stan-
dards. Metal concentration in the leachate has reached the
dischargeable limits according to Brazilian standards. Re-
sults of this study demonstrate that production of bricks is
a promising and achievable productive use of pharmaceu-
tical sludge.

Keywords Solidification/Stabilization . Pharmaceutical
sludge . Compressive strength .Metal leachability

Introduction

The hazardous waste discharged from industries such as
pharmaceutical industry is of primary concern in the re-
cent decade, due to its toxic nature. Pharmaceutical in-
dustry often generates high-strength wastewater as well
as sludge with varying quality and quantity parameters
depending upon their raw materials and manufacturing
processes (Nithyanandam and Saravanane 2013). Perpet-
ual storage of hazardous wastes needs to be converted into
non-hazardous forms by suitable pre-treatments (Aydın and
Aydın 2014). Land filling, incineration, solidification/
stabilization (S/S) and co-processing for cement industry are
the disposal methods in practice. S/S method is the most pref-
erable method for managing the pharmaceutical sludge in a
sustainable manner due to its stability.

Stabilization/Solidification (S/S) is a method where the
different types of industrial wastes can be managed and
particularly suited to those of heavy metal-containing
wastes (DellOrso et al. 2012). Stabilization refers to tech-
niques that chemically reduce the hazard potential of a
waste by converting the contaminants into less soluble,
mobile or toxic forms, while solidification refers to tech-
niques that encapsulate the waste, forming a solid mate-
rial, and does not necessarily involve a chemical interac-
tion between the contaminants and the solidifying addi-
tives (Montanes et al. 2014).

In recent decades, several types of waste materials were
assessed as raw materials for brick making: lightly contami-
nated harbour sediments (Hamer et al. 1999; Hamer and
Karius 2002; Karius and Hamer 2001), waste bricks
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(Demir and Orhan 2003), limestone dust and wood saw-
dust (Turgut and Murat Algin 2007), processed waste tea
(Demir 2006), reservoir sediments mixed with fly ash
(Hsu et al. 2003), dried sludge collected from industrial
wastewater treatment (Liew et al. 2004; Lin and Wenig
2001; Weng et al. 2003), incinerated sewage sludge ash
(Anderson et al. 1996; Anderson et al. 2002; Wiebusch
et al. 1998), fly ash (Lingling et al. 2005), granite sawing
waste material (Menezes et al. 2005), water treatment re-
sidual with excavation waste soil (Huang et al. 2005),
steel dust (Dominguez and Ullmann 1996) and kraft pulp
production residues (Demir et al. 2005). As a conse-
quence, it is imperative to develop a new alternative for
conventional solid soil bricks. Fortunately, preparation of
hollow bricks based on the solid waste (Jianfeng et al.
2008), especially fly ash (Lingling et al. 2005, Dondi
et al. 2002), has gained fast development in recent years.

The main objectives of this research is to develop
new ceramics on the basis of pharmaceutical wastes
(three industries) with inclusion of other wastes (fly
ash, silica fume and bentonite) in order to reduce ce-
ramic production costs and decrease the use of natural
resources.

Materials and experimental methodology

Three different pharmaceutical industrial wastes were col-
lected from effluent treatment plants (ETP) of the phar-
maceutical industries which were located in Hyderabad,
India. The three samples were indicated as samples A, B
and C. These samples belong to the industrial process of
the acetophenone manufacturing, bulk drug formulation
and processing industries, respectively.

The materials and their purpose of use in brick produc-
tion were given in Table 1. The sludge were collected
from industrial sites and dried in a hot air oven for 24 h
at 105 °C and ground to less than 9.5 mm in size to aid
workability of the sludge-ash-binder mixture during cast-
ing. The bricks were prepared in triplicates using three
binders (cement, lime and bentonite). The PFA and
binders were mixed in a pan mixer, and after 5 min, it
was blended with water. To this blended mixture, the in-
dustrial by-products such as silica fume and quarry dust
were added.

The prepared admixes were filled in the moulds which was
having the internal dimensions of 50 mm×50 mm×50 mm
and kept under moist condition for 24 h. The bricks were kept
for curing for 28 days. The composition of the briquetting
materials were reported in Table 2.

The X-ray diffraction (XRD) patterns are recorded on a D8
Advance XRD (Bruker Ltd.). A diffraction angle (2 h) be-
tween 10 and 90° and a scanning rate of 4/min is applied to
analyse the crystal phases of the samples.

For toxicity characteristic leaching procedure (TCLP)
analysis, the solid samples were manually crushed to
<1 cm and leached using an extraction buffer of acetic
acid and sodium hydroxide (pH 4.93±0.05) at a liquid/
solid ratio of 20:1. The extraction (at 25±2 °C) was per-
formed by shaking the material for 18 h. Subsequently,
the leachate samples were filtered, and the resultant TCLP
extract (filtrate) is analysed for heavy metals using atomic
absorption spectroscopy (model: Atomic Absorption Sens
AA Spectrometer).

Seiko SII TG/DTA 7200 is used for observing the thermal
decomposition behaviour of the sludge. The weight and tem-
perature calibrations of the instrument was made using the
reference weight and according to the sensor calibration of
the instrument, respectively.

The compressive strength of the composites was deter-
mined, according to SIST EN 12390-3:2009 after 28 days
of moist curing, on 50-mm cube samples of the compos-
ites, prepared according to SIST EN 12390–2:2009.

PerkinElmer Fourier transform infrared spectroscopy
(FTIR) was used for functional group identification of the
bricks at a wavelength number ranged from 4000 to 400 cm−1.

Table 1 Reactant materials used for study

S. No Material Purpose of use Characteristic

1 Pharmaceutical
industry waste

Needed to treat Hazardous

2 Cement Binder Construction compound

3 Lime Binder Coagulant compound

4 Pulverized fuel ash CO-binder Hazardous

5 Bentonite Binder Coagulant compound

6 Silica fume Strength increaser Hazardous

7 Quarry dust Strength increaser Hazardous

Table 2 Composition of the bricks

Sludge
(%)

Fly ash
(%)

Silica fume
(%)

Cement
(%)

Lime
(%)

Bentonite
(%)

Quarry
dust (%)

10 30 30 10 10 5 5

15 30 25 10 10 5 5

20 30 20 10 10 5 5

25 30 15 10 10 5 5

30 30 10 10 10 5 5

35 20 15 10 10 5 5
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Results and discussion

The initial characterization of the samples was given in
Table 3. From Table 3, it was observed that the concen-
tration of the Zn, Cu and Pb was above the standard dis-
posable limits, so that the pharmaceutical sludge needs to
be treated properly before its dispodsal (Singh et al.
2007). So this sludge was used for the production of
bricks which simultaneously minimizes the environmental
pollution. The prepared bricks were given in Fig. 1.

Mechanical properties of the brick products

Mechanical property of the bricks was evaluated in terms
of unconfined compressive strength (UCS). The UCS
were measured and represented in Figs. 2 and 3, and it
was observed that the maximum UCS was at the lower
(10 %) concentration of the sludge in brick composition.

Brick curing with water lasted for 28 days, and the max-
imum UCS of samples A, B and C was observed to be
20.9, 24.5 and 14.9 MPa, respectively, where the air dried
bricks showed 17.2, 18.6 and 11.6 MPa, respectively. The
compressive strength of the bricks increased in direct pro-
portion to additive dosage (silica fume and fly ash). The
reduction in UCS with increasing of sludge concentration
was observed which might be due to the weakening of
physical and chemical bonds between the components at
the formation stage of bricks (Vsevolod et al. 2014). All
the bricks met the Brazilian standards (NBR, standards)
class C (>4.0 MPa) bricks required UCS (Vsevolod et al.
2014), Indian minimum required UCS standards
(<10 MPa) (IS: 3495–1976), Bureau of Indian Standards
(BIS) (2005) and Bureau of Standards (IS: 12894–2002).

TG-DTA of the bricks

The thermogravimetric thermal analysis (TG-DTA) of the
sludges was carried in the temperature range between 100
and 800 °C (Fig. 4). The gravimetric loss of all the brick
was observed to be dividable into three zones, where the first

Fig. 2 Compressive strength of bricks without cure

Fig. 3 Compressive strength of cured bricks

Table 3 Initial characterization of the pharmaceutical sludges

S. No Parameter Results

Sample A Sample B Sample C

1 Colour Brown Light yellow Light yellow

2 State Solid Solid Solid

3 pH 7.2 11.2 8.9

4 Density (g/cm3) 0.82 0.98 0.65

5 Ni (mg/kg) 23 103 46

6 Cu (mg/kg) 23 103 62.5

7 Zn (mg/kg) 26.5 134.5 91.5

8 Pb (mg/kg) 45 94.5 133.5

9 Fe (mg/kg) 142 97 41

10 Co (mg/kg) 5 19 24.5

Fig. 1 Bricks prepared by pharmaceutical sludges
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zone of the mass loss might be attributed to the evapora-
tion of physically and chemically bounded water, whereas
the second zone of the mass loss might be due to the

decomposition of the stable hydrates of the calcium alu-
minates and calcium silicates (Altwair et al. 2011). The
final zone might be due to the decomposition of the
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Fig. 4 Thermogravimetric-differential temperature analysis of S/S products of samples (a, b and c). (C) brick with curing, (WC) brick without curing
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calcium carbonates at 780 °C (Altwair et al. 2011). How-
ever, weight loss between temperature range of 223.3 and
520.3 °C is due to decomposition of partially burnt organ-
ic compounds. Differential temperature analysis represent-
ed an exothermic peak at 750 °C and an endothermic peak
at 300 °C in all the three samples. Only 20 % of the
weight loss was observed in the TG analysis. This 20 %
weight loss might be attributed to metal hydroxide decompo-
sition and ingredient organic matter (Milica et al. 2012).

Leachability test of the products

Metal leachability of the bricks was evaluated by the method
TCLP (Method 1311) (US Environmental Protection Agency
1994; Kadir et al. 2010) and (Cu, Zn, Fe, Ni, Co and Pb)
concentrations were given in Table 4 and also compared with
standard limits set by USEPA (Environmental Protection
Agency 1994, 1996). The metal concentrations of TCLP were
observed to be very lowwhich might be due to the presence of
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Fig. 4 continued.
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silicate matrix C–S–H and C–A–H as long as free silicate and
aluminates (Liu et al. 2011). The organic content of the

samples and leachate reduced tremendously. This reduction
might be due to the hydroxide ions, which were released
from calcium hydroxide and other phases in the bricks
under aqueous condition and also contributed the alkalin-
ity to the leachate (Liu et al. 2011).

Mineralogical analysis of the products

X-ray diffraction (XRD) was used to determine the min-
eralogical properties of the bricks (Fig. 2). The
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Fig. 4 continued.

Table 4 Leaching and solubility of metals from the samples of
composition

Sample Ni Fe Co Cu Zn Pb

A 0.03 1.03 0.64 0.4 0.2 1.9

B 0.52 0.95 0.32 0.3 0.7 1.6

C 1.23 1.54 0.56 0.1 0.4 1.7
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crystalline phases of the bricks (Fig. 5) showed the
presence of the following minerals: quartz SiO2, calcite
CaCO3, illite KAl2(Si3Al)O10(OH)2, thenardite Na2SO4

and hematite Fe2O3. The main crystalline phase of these
matrices was quartz and calcite. Intensity of quartz peak
(21° and 27° (2θ)) was observed to be strong in all
brick samples. Calcite peak (29° and 39° (2θ)) was also
observed in all samples but the intensity was lower than
that of the quartz peak. The presence of calcite is at-
tributed to the carbonation of samples during the curing
and brick preparation process (Liu et al. 2011).

The efflorescence (trace to moderate) was observed in the
sample B brick due to the presence of highly soluble sulphate
thenardite (Na2SO4) (Vsevolod et al. 2014). There was no
efflorescence observed in the remaining two industrial sludges
(samples A and C).

FT-IR spectra of S/S products

The functional group pattern of the samples was studied using
FTIR scanning, which was given in Fig. 6. The considerable
broad band located at 3700–2200 cm−1 and 1700–1600 cm−1

Plate-I 

Plate-II 

Fig. 5 XRD pattern of S/S products of samples (a, b and c). Plate I
sample A brick without curing, Plate II sample A brick with curing,
Plate III sample B brick without curing, Plate IV sample B brick with

curing, Plate V sample C brick without curing, Plate IV sample C brick
with curing
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were assigned to O-H stretching and H-O-H bending, respec-
tively, which might be due to the presence of weakly bounded
water molecules adsorbed on to the surface or trapped in large
cavities of the brick. The spectra peak at 1460 cm−1 repre-
sents the presence of sodium carbonate (Kornkanok et al.
2012). The peaks at the region 1200–1000 cm−1 and 807
and 475 cm−1 correspond to asymmetric stretching, symmet-
ric stretching and bending modes of bulk Si-O-Si,

respectively (Liu et al. 2012). The peak at 1630 cm−1 belongs
to aromatic C-H bond (Onal et al. 2007).

Conclusions

1. From this study, it was concluded that the pharmaceutical
sludge could be used for the production of construction

Plate -III

Plate -IV

Fig. 5 continued.
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materials. Ten percent of sludge in the brick mixture provides
good compressive strength.
2. Studies of XRD, TG-DTA and FTIR were evidence for the
formation of new materials.
3. Despite the content of heavy metals in the raw materials,
leaching and solubility tests of the new products show advan-
tageous values as compared to the Brazilian standards.

Solidification/Stabilization will reduce the release of metals
from the solid waste.
4. The use of this method is highly profitable, in view of the
fact that the use of common industrial wastes significantly
reduces the cost of the end production in comparison to tradi-
tional natural materials and essentially reducing the exploita-
tion of natural raw materials.

Plate -III

Plate -IV

Fig. 5 continued.
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Plate-I 

Plate-II 

Plate-III 

Fig. 6 FTIR analysis of the brick
products of samples (a, b and c).
Plate I sample A, Plate II sample-
B, Plate III sample C
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ABSTRACT 

This study is aimed at investigating the effect of strong alkalines in water on compressive strength of 

admixture cements.  The admixture cement cubes were cast with deionised water and deionised water 

containing the strong alkalines of Na2CO3 and NaHCO3. In the present study, the effect of strong 

alkalines such as Carbonates and Bicarbonates of Sodium on setting time and strength development is 

assessed under the laboratory condition. The results shows Na2CO3 in deionised water accelerate the 

initial and final setting times where as the other substance NaHCO3 retards the initial and final setting 

times in all the concentrations. Both Na2CO3 and NaHCO3 in deionised water increase the strength at 

early age (3-day and 7-day) and decrease significantly at 28-day, 60-day and 90-day. In the present 

work analysis, the hydration characteristics of the admixture cements using the techniques of X-ray 

Diffraction analysis and useful conclusions are obtained regarding the influence of strong acids. 

Keywords: strong alkalines (Carbonates and Bicarbonates of Sodium) and Biological Substances 

(Algae), (Pozzolana Portland Cement + 10% Silica Fume), Water, Compressive Strength, Setting Time, 

X-Ray Diffraction, best fit curve. 

 

I. INTRODUCTION 

The impurities in water play a major role in application of concrete. In the present study, the 

effect of strong alkalines (Carbonates and Bicarbonates of Sodium) and biological substances 

(Algae) on setting time and compressive strength of natural admixture cement is assessed under 

laboratory conditions. The research programme included tests of soundness, setting times and 

compressive strength of short term and long term. In this research, the admixture cement cubes 

were cast with deionised water and deionised water containing the strong alkalines (Na2CO3 

and NaHCO3). Using cubes of specimens of 50cm2 face areas and mix ratio 1:3 by weight, 

10% silica fume was added by weight. The quantities of cement, silica fume, standard sand and 

mixing water for each cube are 180gm, 20gm, 600gm and (P/4 +3). Where P is percentage of 
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water required to produce a paste of standard consistency (IS 269-1976). As the experimental 

results shows that Na2CO3 in deionised water accelerates the initial and final setting times 

where as the other substance NaHCO3 retards the initial and final setting times. Both Na2CO3 

and NaHCO3 in deionised water increase the strength at early age (3-day and 7-day) and 

decrease significantly at 28-day, 60-day and 90-day. The biological substances (Algae) in 

deionised water accelerate both initial and final setting times. Algae in deionised water upto 

915cells/mL there is a nominal change in compressive strength at early age (3-day). Beyond 

915cells/mL there is a significant change in the compressive strength at early ages as well as 

long term 28-day, 60-day and 90-day.Comparison of the strong alkaline and biological 

substances with those of control mix levels that both carbonates and algae decrease the 

compressive strength. The rate of decrease in compressive strength is with increase in 

concentration. The present work analyses the hydration characteristics of admixture cements 

using X-ray diffraction (XRD) and useful conclusions are obtained regarding the influence of 

alkaline and biological substances. 

II. OBJECTIVES 

 To examine the typical compounds responsible for such changes in setting times and 

compressive strength development of cement mortars through X-Ray diffraction 

analysis. 

 To build up best-fit curve and to formulate the mathematical equation for assessing the 

significant change in initial, final setting times and compressive strength. 

 To study effect of water quality on initial and final setting times, soundness of cement 

and short term compressive strength development of cement mortar. 

 To plan possible chemical reactions that takes place in hydration of natural admixture 

cement with chemical or biological substances in deionised water. 

III. SCOPE OF THE WORK 

 To assess the effect of individual substances like Na2CO3, NaHCO3 and Algae with 

different concentrations in mixing water on initial and final setting times of cement. 

 To study the effect of each of these individual substances with varying concentrations in 

mixing water on the soundness of cement. 

 To examine the effects of these substances with different concentrations in deionised 

water as mixing water (in mortar cubes) on short term and long-term Strength 

development of cement mortars. 

 To conduct X-ray diffraction analysis of hydrated cement products, associate 

compounds and other compounds to draw meaningful conclusions on setting times and 

strength development of cement. 
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 To develop mathematical relationships between the substances in mixing at versus 

setting times and versus strength development of cement mortar and chemical reactions 

on hydration. 

    IV. MATERIALS AND METHODS 

Table 4.1: Percentage Composition of the Major Compounds Present in the Test Cement 

Sl. 

No.

Name of the 

Compound
Conversion Formula

% Present in 

Cement

1
Tricalcium silicate 

(3CaO. SiO2)

4.07 (CaO) -7.60 (SiO2) -6.72 

(Al2O3)-1.43 (Fe2O3 )-2.85 (SO3)
51.49

2
Dicalcium silicate 

(2CaO.SiO2)
2.87 (SiO2) -0.754(3CaO.SiO2) 23.37

3
Tricalcium aluminate           

(3 CaO.Al2O3)
2.65 (Al2O3) -1.69 (Fe2O3) 9.31

4

Tetracalcium alumino 

ferrite 

(4CaO.Al2O3.Fe2O3)

3.04 (Fe2O3) 11.7

 

 

Table 4.2: Physical Properties of PPC 

Sl. 

No.
Property Result IS 1489(part-1)-1991

1 Specific Surface(m2/kg) 370 Not less than 300

2 Normal consistency 35% Not specified

Setting times (minutes)

a) Initial 105 Not less than 30

b) Final 195 Not less than 600

Compressive strength (MPa)

a) 3 day 24.4 Not less than  16

b) 7 day 37.3 Not less than 22

c) 28 day 48.9 Not less than 33

3

4
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Table 4.3: Chemical Properties of PPC  

Requirements of

IS 1489(part-1) -1991

1 Magnesia (% by mass) 1.2 Not more than 6.0%

2 Sulphur trioxide(% by mass) 2.3 3

3 Sulphide sulphur 0.26 1.5

4 Total loss on ignition 2.2 Not more than 5.0%

[X+4.09100-X0/100] Max.

X is %Pozzolana in PPC

6 Chloride 0.022 0.1

5 Insoluble residue 24.5

Sl. 

No.
Chemical requirement Test results

 
 

Table 4.4:   Properties of Sand 

Sl. 

No.
Properties Unit Results

1 Specific gravity - 2.64

2 Bulk density kN/m
3 15.54

3 Fineness modulus before sieving - 2.72

4 Particle size variation mm
0.15 to 

2.0

5
Loss of weight with concentrated 

Hydrochloric acid
% 0.124

 

 

Table 4.5: Characteristics of water (All values in mg/L except pH) 

Sl. 

No. Parameter Concentration

1 pH 6.8

2 Total dissolved soilds 400

3 Alkalinity 120

4 Acidity 12

5 Hardness 140

6 Sulphates 20

7 Chlorides 65  
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Table 4.6: Properties of Silica fume 

 

Sl. 

No.
Parameter Specification Analysis

1 SiO2 % Min 85.0 89.2

2
Moisture 

content
% Max 3.0 0.4

3
Loss on 

ignition
% Max 6.0 2.2

4 45 micron % Max 10 8

5 Bulk density 500-700 Kg/m
3 0.55  

 

V. TEST PROGRAMME 

The details of the mineral and chemical admixtures used in the experimental work are 

presented in Table 4.16. A total of 60 samples of standard mould used in Vicat’s apparatus 

were cast and tested for initial and final setting time’s experiments. The same number of 

samples of standard mould was used in Le-chatelier’s equipment to test for soundness. A total 

of 420 mortar cubes of 50 cm2 cross-sectional area were tested at different ages (3-day, 7-day, 

21day, 28-day, 60day and 90-day) for compressive strength. For entire experimental 

programme altogether 480 samples were casted and tested. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



International Journal of Advances in Engineering Research                                       http://www.ijaer.com  

 

(IJAER) 2015, Vol. No. 10, Issue No. III, September                         e-ISSN: 2231-5152/ p-ISSN: 2454-1796 

 

30 

 

INTERNATIONAL JOURNAL OF ADVANCES IN ENGINEERING RESEARCH 
 

Table 5.1:   Details of Test Programme 

 

Sl. 

No
Constituent

No. of 

specimens 

for setting 

times test

No. of 

specimens 

for 

soundness 

test

No. of 

specimens for 

compression 

test

Total

1 PPC 3 3 3 × 6 24

2 PPC+10%SF 3 3 3 × 6 24

3
PPC+10%SF+

1gm/l Na2Co3

3 3 3 × 6 24

4
PPC+10%SF+

2gm/l  Na2Co3

3 3 3 ×6 24

5
PPC+10%SF+ 

4gm/l Na2Co3

3 3 3 × 6 24

6
PPC+10%SF+ 

10gm/l Na2Co3

3 3 3 × 6 24

7
PPC+10%SF+ 

20gm/l Na2Co3

3 3 3 × 6 24

8
PPC+10%SF+

1gm/l NaHCo3

3 3 3 × 6 24

9
PPC+10%SF+

2gm/l NaHCo3

3 3 3 × 6 24

10
PPC+10%SF+ 

4gm/l NaHCo3

3 3 3 × 6 24

11

PPC+SF+ 

10gm/l 

NaHCo3

3 3 3 × 6 24

12

PPC+10%SF+ 

20gm/l 

NaHCo3

3 3 3 × 6 24

PPC+10%SF+

Algae435Cells

/ml

14

PPC+10%SF+ 

Algae915Cells

/ml

3 3 3 × 6 24

15

PPC+10%SF+ 

Algae1130Cell

s/ml

3 3 3 × 6 24

16

PPC+10%SF+ 

Algae1570Cell

s/ml

3 3 3 × 6 24

TOTAL 48 48 288 384

3 × 6 2413 3 3

 
 

Note: SF = Silica fume, PPC = Portland Pozzolana Cement, 
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VI. EXPERIMENTAL PROCEDURE 

6.1 Compressive Strength 

 

Moulds for the cube specimens of 50 cm2 face area, are of metal not amendable, and don’t 

stick to cement mortar. The sides of the mould are sufficient thick, to prevent spreading and 

wrapping. The moulds are rigidly constructed in such a manner that the removal of the moulded 

specimen can be easily without damage. The moulds are machined so that when assembled, the 

dimensions and the internal faces will be as per required specifications. 

 

During summer, when the temperature was high, the temperature and humidity were controlled 

by conducting the experiments in an air-conditioned room. Some experiments were conducted 

during the night time to maintain the controlled conditions. The temperature and humidity were 

checked in the room by using thermometer and hygrometer respectively. Since normal 

consistency, initial and final setting times, soundness and compressive strength of cement are 

sensitive to temperature and humidity, more or less 270C temperature and 60% humidity were 

maintained throughout the experimental work. 

 

6.2 X-Ray Diffraction 

 

The X-ray diffraction techniques employed for cement provide (i) analytically - for the 

identification of unknown compounds and sometimes-quantitative estimation of the phases 

present in mixtures and (ii) structurally - to give information about the composition of 

individual compounds (Taylor, 1964). 

 

X-rays, which are electromagnetic radiation with wavelengths of about 100 pm (pieco meter – 

10”-12 m), may be produced by bombarding a metal with high-energy electrons. The electrons 

decelerate as they plunge into the metal and generate radiation with a continuous range of 

wavelengths called Bremsstrahlung (Bremse is German for brake, Strahiung for ray). 

Superimposed on the continuum are a few high-intensity, sharp peaks. These peaks arise from 

collisions of the incoming electrons with the electrons in the inner shells of the atoms. A 

collision expels an electron from an inner shell, and an electron of higher energy drops into the 

vacancy, emitting the excess energy as an X-ray photon called characteristic or monochromatic 

radiation (Warren, 1980). 

 

 
Fig.1: A two – dimensional representation of a lattice. 
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Fig. 2: Two – dimensional representation of a lattice, showing conditions for reflection and the 

method of defining planes. 

 

VII. RESULTS AND DISCUSSION 

 

The results of the present investigation are presented both in tabular and graphical forms. In 

order to facilitate the analysis, interpretation of the results is carried out at each phase of the 

experimental work. This interpretation of the results obtained is based on the current 

knowledge available in the literature as well as on the nature of result obtained. The 

significance of the result is assessed with reference to the standards specified by the relevant I S 

codes 

 

1. The averages of both the initial and final setting times of three cement samples prepared with 

mixing water containing typical chemical or biological component of varying concentrations 

under consideration are compared with those of the cement specimens prepared with deionised 

water. If the difference is less than 30 minutes, the change is considered to be negligible or 

insignificant and if it is more than 30 minutes, the change is considered to be significant. 

 

2. The average compressive strength of at least three cubes prepared with water under 

consideration is compared with that of three similar cubes prepared with deionised water. If the 

difference in the strength is less than 10%, it is considered to be insignificant and if it is greater 

than 10%, it is considered to be significant. 

 

3. The average soundness test results of three samples prepared with mixing water under 

consideration are compared with those with deionised water. The unsoundness of the specific 
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sample, made with mixing water of particular concentration, is significant if the result of Le-

Chatelier's test is more than 10 mm. 

 

Test results of initial and final setting times, soundness and percent change in compressive 

strengths of the test blocks made with different mixing water samples and deionised water are 

reported  

 

Though all the samples made with different test solutions either accelerate or retard 

significantly the setting process at high concentrations of different compounds in deionised 

mixing water, the limits for significance criteria in setting times of all these samples under 

consideration are within the range of standards specified in IS 8112-1989. The IS code 

prescribed that initial setting time should not be less than 30 minutes and final setting time 

should not be more than 600 minutes. 

 

Soundness test results of all the samples made with different concentration of test solutions of 

various compounds are presented in the Tables 5.1 to 5.5. The IS 269 -1976 Code specifies the 

limit for soundness that the Le-Chatelier's test result should not be more than 10 mm for 

ordinary Portland cements. The Le-Chatelier’s test results of soundness of all substances vary 

proportionately the concentration of the substance. But this increase in variation is very meager 

and less than the significant value, i.e., 10 mm and hence there is no appreciable change in 

volume of the samples. All the samples made with different test solutions of various 

concentrations are sound

Table 7.1. Initial and final setting times, Soundness of cement and compressive strength of 

admixture cement (PPC+10% Silica Fume) mortar cubes of various concentration of Alkaline 

Substances at different ages. 

 

S. 

No 
Water Samples 

Initial 

setting 

Final 

setting 

Soundness 

in mm 
Compressive Strength in N/mm

2
 

     3day 7day 21day 28day 60day 90day 

I Deionised Water 128 347 0.5 25 37 42 47 52 54 

 

Alkaliene 

Substances 

(i)Na2Co3 g/L 

         

 1 128 337 1.0 30 42 43.5 47.5 45 36 

 2 109 318 2.5 25 37 41 47 51 54 

 4 98 304 3.5 20 36 38 46 48 53 

 10 80 291 4.0 35 42 46 52 48 54 

 20 69 278 4.5 34 41 43 44 41 48 

 (ii)NaHCo3 g/L          

 1 128 343 1.5 36 44 48 55 56 51 
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 2 134 371 2.0 36 44 46 46 48 50 

 4 147 386 2.5 35 40 44 54 52 48 

 10 185 401 3.0 34 43 44.5 46 48 48.5 

 20 213 413 4.0 35 41 43 45 46 47 

 

Table 7.2  Initial and final setting times, Soundness of cement and Percentage variation of 

compressive strength of admixture cement  (PPC+10% Silica Fume) mortar cubes of various 

concentration of Alkaline Substances at different ages. 

 

S. 

No 
Water Samples 

Initial 

setting 

Final 

setting 

Soundness 

in mm 
Compressive Strength in N/mm

2
 

     3day 7day 21day 28day 60day 90day 

I Deionised Water 128 347 0.5 0 0 0 0 0 0 

 

Alkaliene 

Substances 

(i)Na2Co3 g/L 

         

 1 128 337 1.0 20 13.57 3.57 -2.13 -13.46 -33.33 

 2 109 318 2.5 0.0 0.0 -2.38 0.0 -1.96 0.0 

 4 98 304 3.5 20 0.0 9.52 -2.13 -7.70 -1.85 

 10 80 291 4.0 40 13.51 9.52 10.64 -7.69 0.00 

 20 69 278 4.5 36 10.81 2.38 -4.26 -11.53 -17.96 

 (ii)NaHCo3 g/L          

 1 128 343 1.5 44 18.91 14.28 17.02 7.96 -5.55 

 2 134 371 2.0 44 18.91 9.52 -2.17 -7.69 -7.41 

 4 147 386 2.5 40 8.10 4.76 14.89 0.0 -11.11 

 10 185 401 3.0 36 16.22 5.95 -2.13 -7.69 -10.18 

 20 213 413 4.0 40 10.81 2.38 -4.26 -11.53 -12.96 

       

Table 7.3. Initial and final setting times, Soundness of cement and compressive strength of 

admixture cement (PPC+10% Silica Fume) mortar cubes of various concentration of Biological 

Substances at different ages. 

 

S. 

No 
Water Samples 

Initial 

setting 

Final 

setting 

Soundness 

in mm 
Compressive Strength in N/mm

2
 

     3day 7day 21day 28day 60day 90day 

I Deionised Water 128 347 0.5 25 37 42 47 52 54 

 
Biological 

Substances, 
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Algae Cells/mL 

 435 140 285 1.0 23 28 32 36 37 38 

 915 132 270 1.5 21 26 28 33 36 38 

 1130 112 256 2.0 19 25 28 33 34 38 

 1570 98 235 2.5 18 25 27 31 32 36 

 

 

Table 7.4: Initial and final setting times, Soundness of cement and Percentage variation of 

compressive strength of admixture cement (PPC+10% Silica Fume) mortar cubes of various 

concentration of Biological Substances at different ages. 

 

S. 

No 

Water 

Samples 

Initial 

setting 

Final 

setting 

Soundness 

in mm 

Percent Change in Compressive Strength 

3day 7day 21day 28day 60day 90day 

I 
Deionised 

Water 
128 347 0.5 0 0 0 0 0 0 

V 

Biological 

Substances, 

Algae 

Cells/mL 

         

 435 140 285 1.0 -8 -24.32 -23.80 -23.40 -28.84 -29.62 

 915 132 270 1.5 -16 -29.72 -33.33 -29.78 -30.77 -29.62 

 1130 112 256 2.0 -24.0 -32.43 -33.33 -29.78 -34.61 -29.62 

 1570 98 235 2.5 -28 -32.43 -35.71 -34.04 -38.46 -33.35 
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Fig.7.1 Variation of Setting times of (PPC cement + 10% Silica fume) corresponding to 

various concentrations of Na2CO3 in deionised water. 
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Fig 7.2 Compressive strength of mortar cubes prepared with various concentrations of 

Na2CO3 solution in deionised water. 
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Fig 7.3  The percent change in compressive strength of mortar cubes prepared with various 

concentrations of Na2CO3 sol in deionised water 

 

-30

-20

-10

0

10

20

30

40

50

1 2 4 10 20

Concentration of Na2Co3, g/L

%
 C

h
a

n
g

e
 i
n

 c
o

m
p

re
s
s
iv

e
 s

tr
e

n
g

th

3days

7days

21days

28days

60days

90days

 
Fig.7.4 Variation of Setting times of (PPC cement + 10% Silica fume) corresponding to 

various concentrations of NaHCO3 in deionised water. 
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VIII. CONCLUSIONS 

 

 Based on the results obtained in the present investigation Presence of Na2CO3 in water in 

concentrations more than 4 g/L and 10 g/L accelerates significantly, the initial and final 

setting respectively. Further, a concentration higher than 10 g/L results in significant 

decrease in compressive strength. 

 Presence of NaHCO3 in concentrations more than 10 g/L retards significantly the initial 

and final setting respectively. Further, a concentration higher than 10 g/L results in 

significant decrease in compressive strength.  

 Strong alkaline substances under consideration (Na2CO3 and NaHCO3) in water reduce the 

compressive strength significantly right from the early age, thus requiring caution in the 

use of wafer containing these substances.  
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 Presence of algae in water accelerates significantly the initial and final setting in 

concentrations more than 1130 cells/mL. Their concentration is more than 915 cells/mL 

results in significant decrease in compressive strength.  

 

IX. SCOPE FOR FURTHER STUDY 

 

 The following aspects can be taken up for further investigation. 

 Similar studies can be carried out on admixture cement concrete to analyse the effect of 

various chemical and biological substances on the compressive strength with a special 

attention on the durability of concrete beyond 2-years. 

 The effect of other similar substances present in water, which are not covered in this 

research, on the setting properties of cement and strength of cement mortar can be 

investigated. 

 The effect of water bodies located at various places containing unique compounds can be 

studied to develop standards and limitations on the use of such waters in cement 

construction. 

 Similar studies can be carried out on other engineering properties of cement mortar like 

tensile strength and shear strength. 

 Formation of lattice structures of hydrated cement compounds need to be investigated with 

spiked neutral salts, alkaline and acidic substances by using X-ray diffraction analysis. 
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HIGH VOLUME FLY ASH CONCRETE IN CONSTRUCTION  
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ABSTRACT 

High Volume Fly ash Concrete (HVFC) 
consists more than 50% of Fly ash by weight in 
the Cement. This is an approach to maximize 
the Fly ash input in the concrete .The fall of 
strength belated rheology on account of Fly ash 
are counteracted through efficient control of 
water-cement ratio and effective role of super 
plasticizers. The HVFC so developed has all the 
attributes of high performance concrete .Viz, 
excellent mechanical properties, Low 
permeability and superior durability because of 
high input of Fly ash, the autogenous 
temperature is very much under control. 

In the present work an attempt has 
been made to study the behaviour of high 
volume Fly ash concrete in compression and 

flexure. In the investigations, M20 and M30 
Grade concrete mixes are designed at different 
percentages of Fly ash (0%, 20%, 40%, 60%, 
80%) and tests are conducted for Compressive 
and Flexural Strengths at 7 and 28 days. Then 
the results are compared with normal concrete. 

The study reveals that use of HVFC has 
a beneficial effect on the workability, the cost 
economy of concrete and Durability of the 
structure. Large quantities of energy 
replacement of cement results in energy savings 
since Fly ash does not need additional energy 
input before use. Larger the quantity of Fly ash 
replacement, the energy saved is 
proportionately more.  

 

1. INTRODUCTION : 

The Indian Fly ash can be divided into two 
classes depending on the combustion 
parameters of the boilers and the behavioral 
effect of the resultant Fly ash on the end 
product. 
 
1.Low temperature Fly ash produced at 
combustion temperature of 8000C-8500C. These 
ashes are more reactive at early ages and hence 
are preferred for precasting building materials 
such as brick and block works. 
 
2.High temperature Fly ash produced at 
combustion temperature of 10000 c-14000 c. 
The pozzolanic reaction is slow in these ashes 
and they kept accelerated with age. These types 
of ashes are more suitable for cement and 
concrete industries 
 

ADVANTAGES OF HVFC: 

 Low permeability and high durability. 

 Prevents thermal cracking.  

 Reduction in shrinkage cracking. 

 High long term compressive and Flexural 
Strength. 

 High Resistance to Sulphate Attack. 

 High resistance to Alkali Aggregate 
reaction 

 

2.SCOPE OF THE WORK  

In this work, extensive experimental 
investigations are carried out on Fly ash 
concretes of different mixes (M20, M30) with 
different cement replacement percentages of 
Fly ash by weight (0%, 20%, 40%, 60%, 80%) and 
at different ages (7days, 28days). The tests are 
conducted for flexural strengths and The 
response of Fly ash concretes of various grades 
to Flexural loading. In addition to this, the 
compressive strengths for 7 days and 28 days 
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with different percentages of Fly ash (0%, 20%, 
40%, 60%, and 80%) for both M20 and M30 
mixes are studied. Results are compared with 
normal concrete and for different percentages 
of Fly ash concretes 

3.Features of Fly ash 

 Spherical shape:  Fly ash particles are 
almost totally spherical in shape, 
allowing them to flow and blend freely 
in mixtures. 

  Ball bearing effect:  The  “ball-bearing” 
effect of Fly ash particles creates a 
lubricating action when concrete is in 
its plastic state. 

 Higher Strength:  Fly ash continues to 
combine with free lime, increasing 
structural strength over time.  

 Decreased Permeability:  Increased 
density and long-term pozzolanic action 
of Fly ash, which ties up free lime, 
results in fewer bleed channels and 
decreases permeability. 

 Increased Durability:  Dense Fly ash 
concrete helps keep aggressive 
compounds on the surface, where 
destructive action is lessened.  Fly ash 
concrete is also more resistant to attack 
by sulphate, mild acid, soft (lime- 
hungry) water, and seawater. 

 Reduced Sulphate Attack:  Fly ash ties 
up free lime that can combine with 
sulphate to create destructive 
expansion. 

 Reduced Efflorescence:  Fly ash 
chemically binds free lime and salts that 
can create efflorescence and dense 
concrete holds efflorescence producing 
compounds on the inside. 

 Reduced Shrinkage:  The largest 
contributor to drying shrinkage is water 
content.  The lubricating action of Fly 

ash reduces water content and drying 
shrinkage. 

 Reduced Heat of Hydration:  The 
pozzolanic reaction between Fly ash 
and lime generates less heat, resulting 
in reduced thermal cracking when Fly 
ash is used to replace Portland cement. 

 Reduced Alkali Silica Reactivity:  Fly ash 
combines with alkalis from cement that 
might otherwise combine with silica 
from aggregates, causing destructive 
expansion.  

 Workability:  Concrete is easier to place 
with less effort, responding better to 
vibration to fill forms more completely.  
Ease of Pumping.  Pumping requires less 
energy and longer pumping distances 
are possible. 

 Improved Finishing:  Sharp, clear 
architectural definition is easier to 
achieve, with less worry about in-place 
integrity. 

 Reduced Bleeding:  Fewer bleed 
channels decreases porosity and 
chemical attack.  Bleed streaking is 
reduced for architectural finishes.  
Improved paste to aggregate contact 
results in enhanced bond strengths. 

 Reduced Segregation:  Improved 
cohesiveness of Fly ash concrete 
reduces segregation that can lead to 
rock pockets and blemishes. 

 Reduced Slump Loss:  More dependable 
concrete allows for greater working 
time, especially in hot weather. 

4.Chemistry Of Fly ash  

        Fly ash may be represented by silica and 
the principal constituent of Fly ash is non-
crystalline silica glass.  When Fly ash is added to 
Portland cement, silica combines with the 
calcium hydroxide released on the hydration of 
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Portland cement.  Calcium hydroxide in 
hydrated Portland cement does not do anything 
for strength and so it must be used up reactive 
silica.  Slowly and gradually it forms additional 
Calcium Silicate hydrate which is a binder, and 
which fills up the space, and gives concrete 
impermeability and more and more strength. 

The above discussion is expressed as below: - 

   C3S  + H                     C- S- H   + C – H + Fly ash   S                         
C- S – H 
Portland Cement 
Pozzolanic activity is mostly related to the 
reaction between the reactive silica of the 
Pozzolana and calcium hydroxide, Producing 
calcium silicate hydrate.  High- Calcium Fly ash, 
which is mainly composed of Glass phase and 
some crystalline phases (including C2S, C3A, 
CaSO4, MgO, free CaO and C4A3S), has self-
hardening properties.  Ettringite, 
monosulphoaluminate hydrate, and C-S-H cause 
hardening of the Fly ash when mixed with 
water. Ghosh and Pratt reported that the 
hydration behavior of C3A and C2S in Fly 
ash is the same as that in cement, but the rate 
of formation of C-S-H from the glass phase is 
comparatively Low-calcium Fly ash, which has 
very little or no self -cementing properties, 
hydrates when alkalis and Ca (OH) 2 are added 
.The hydration products such as C-S-H, C2ASH8 

and C4AH13 are formed, and hydrogamet is 
produced at a later stage. As more Ca (OH) 2 is 
supplied, more of it is fixed by silica and 
alumina in Fly ash. The degree of hydration of 
Fly ash is increased in the presence of gypsum 
because the surface is activated by the 
destruction of the structure of the glass and 
crystalline phases and crystalline phases caused 
by the disassociation of Al2O3 reacting with SO4

2-

. 

 

FIG 1 Typical Micro structures of Fly ash and 
Cement 

4.1 Factors Affecting Pozzolanic Reactivity 
Of Fly ashes 

The reactivity of Fly ash and other pozzolanes 
with lime or cement is affected by inherent 
characteristics of the Fly ash such as chemical 
and mineralogical composition, morphology, 
fineness and the amount of glass phase. 
External factors, such as thermal treatments 
and the addition of admixtures also affect 
pozzolanic reactivity. 

 The sum of Silica+alumina+iron of Fly 
ash has been stipulated by ASTM and other 
standard associations as a major requirement 
.The silica +Alumina content of Fly ashes shows 
a good co-relation with long term pozzolanic 
activity, although silica and alumina in an 
amorphous from only contribute to the 
pozzolanic activity, whereas Mullite and Quartz, 
which from by partial crystallization of the 
glassy phases in the Fly ash, are non-reactive. 
Also in most Fly ashes, most of the iron oxide 
(Fe2O3) is present as Non-reactive hematite and 
magnetite. A small amount of iron, which is 
presenting glass, is reported to have a 
deleterious effect on the pozzolanic activity of 
Fly ashes. Hence, it has to be separated from 
silica and alumina when chemical requirements 
and pozzolanic activity of Fly ashes are 
considered. It was reported that the carbon 
content did not significantly influence 
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pozzolanic activity index in terms of 
compressive strengths ratio. 

 Typically, owners and designers look at 
compressive strength as an indicator of a 
material’s ability to perform in an environment 
or a repeated impact load. This can be very 
misleading. A material with high compressive 
strength can be very little and may be easily 
failed due to impact, whereas a more resilient 
material with much less compressive strength 
would perform better. 

 A number of variables in concrete can 
cause changes in the impact resistance in 
concrete .The more notable ones are aggregate 
type and shape, admixture and fiber 
reinforcements. By using of harder but more 
brittle aggregate, the compressive strengths can 
generally be increased, but impact resistance 
logically goes down. This can also be the case 
when high range water reducers are used. If for 
example, a warehouse floor spalls and cracks 
due to impact of equipment and heavy parts 
dropping on it, a designer might well specify a 
higher compressive strength concrete for repair 
material. But the concrete material was not 
falling from compression, it was falling from 
impact. Thus impact is used as a design 
parameter. The test method presented here 
appears to be a good indicator, not only of 
impact. But also other important properties like 
fatigue, toughness and strain capacity 
indirectly. 

 

5.Results 

 The Cube specimens are tested for 
compressive strength at 7 days and 28 days for 
two mixes M20 and M30 and the results 
obtained are tabulated below. 

 

 

Grade F/C RATIO 

Compressive Cube 
Strength     ( N/mm2) at 

Ages (days) 

7 days 28 days 

M20 

0.00 16.90 28.80 

0.20 14.70 29.30 

0.40 13.10 29.80 

0.60 11.30 27.30 

0.80 9.80 22.90 

M30 

0.00 22.90 41.23 

0.20 22.70 41.50 

0.40 21.50 39.20 

0.60 20.40 35.80 

0.80 18.10 33.35 

 

Table 1 Values of compressive strength of 
concrete with different percentages of Fly ash 
at different ages. 

The flexural strength of normal Concrete and 
Fly ash concrete specimens of two mixes M20 
and M30 and at different ages are found and 
tabulated below. 
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Grade F/C Ratio 

Flexural Strength     
(N/mm2) at Ages (days) 

7 days 28 days 

M20 

0.00 4.10 5.73 

0.20 3.20 5.80 

0.40 3.06 5.70 

0.60 2.70 5.63 

0.80 2.40 5.36 

M30 

0.00 4.70 6.43 

0.20 4.30 6.50 

0.40 3.50 6.36 

0.60 3.10 6.33 

0.80 2.80 6.10 

 

Table 2 Values of Flexural strength of concrete 
with different percentages of Fly ash at 
different ages. 

5.2 Discussions 

 

FIg: 2 TYPICAL FRACTURE PATTERN OF CUBE 
SPECIMENS DUE TO COMPRESSION LOAD 

The failure of concrete cube is shown in figure. 
The failure of Fly ash concrete is  as that of 
normal concrete. The value of compressive 
strength may be much higher for an aggregate 
of superior quality. 

 The graphs 1 & 2 are plotted for 
compressive strength Vs Age for two grades 
M20 and M30 and for all percentages of normal 
and Fly ash concretes. 
 The graphs 3 & 4 are plotted for 
Flexural strength Vs Age for two grades M20 
and M30 and for all percentages of normal and 
Fly ash concretes. 
 Graph 1 Indicates the Compressive 
strength of M20 at 7 days and 28 days with 
different percentage of Fly ash (0%, 20%, 40%, 
60%, 80%). Graph 2 indicates the Compressive 
strength of M30 at 7 days and 28 days with 
different percentage of Fly ash (0%, 20%, 40%, 
60%, 80%). The compressive strengths of cube 
specimens of the two grades showed relatively 
lower value at early ages (7 Days) for Fly ash 
concretes  (20%, 40%, 60%, 80%) than for 
normal concretes of all mixes. 
 

 
Graph 1, Compressive strength for M20 
concrete 

 

Graph 2, Compressive strength for M30 
concrete 
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Fig: 9 TYPICAL FRACTURE PATTERN OF BEAM 
SPECIMENS DUE TO FLEXURAL LOAD (M20, 0% 
Fly ash) 

 

Fig:10  TYPICAL FRACTURE PATTERN OF BEAM 
SPECIMENS DUE TO FLEXURAL LOAD( M30, 0% 
Fly ash  

Graph 3 indicates the flexural strength of M20 
at 7 days and 28 days with different percentage 
of Fly ash (0%, 20%, 40%, 60%, 80%). Graph 4 
indicates the Flexural strength of M30 at 7 days 
and 28 days with different percentage of Fly ash 
(0%, 20%, 40%, 60%, 80%). The 7 and 28 days 
flexural strength of normal concrete is better 
than the Fly ash Concrete. 

 

Graph 3, flexural strength for M20 concrete 

 

Graph 4, Flexural strength for M30 concrete 

6. CONCLUSIONS 

Based on the study conducted on M20 and M30 
grade concrete with different percentages of Fly 
ash at different ages the following conclusions 
are drawn: 

 General Conclusions 

1. At early ages, Fly ash concrete gave 
lower strength as compared to normal 
concretes. 

2. Using Fly ash is Eco-friendly and 
Economical in Construction of 
Structures. 

3. Strength increases with the increase in 
age of Fly ash concrete. 

 Specific Conclusions 

1. The compressive strengths of cube 
specimens of the two grades showed 
relatively lower value at early ages (7 
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Days) for Fly ash concretes  (20%, 40%, 
60%, 80%) than for normal concretes 
for all mixes. 

2. The 28 Days compressive strength of 
Fly ash concretes  (20%, 40%) are 
nearly equal to normal concretes. But 
the Fly ash concretes of (60%, 80%) 
gives lower value than normal 
concretes. According to the present 
investigations, the Mix Design may not 
give good results for High Volume Fly 
ash Concretes. 

3. The flexural strength of the beam 
specimen of the two grades showed 
relatively lower value at early ages (7 
days), for Fly ash concrete (20%, 40%, 
60%, 80%) than normal concretes for 
all mixes. 

4. The 28 Days flexural strength of Fly ash 
concretes are nearly equal to that of 
normal concretes 
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ABSTRACT:
                 
Cement concrete is the most extensively used construc-
tion material in the world. It has been found that different 
type of fibers added in specific percentage to concrete im-
proves the mechanical properties, durability and service-
ability of the structure. It is now established that one of 
the important properties of hooked steel, crimped steel& 
glass Fiber Reinforced Concrete is its superior resistance to 
cracking and crack propagation. Concrete is most widely 
used construction material in the world. Fiber reinforced 
concrete (FRC) is a concrete in which small and discon-
tinuous fibers are dispersed uniformly. The fibers used in 
FRC may be of different materials like steel, G.I., carbon, 
glass, aramid, asbestos, polypropylene, jute etc. The addi-
tion of these fibers into concrete mass can dramatically in-
crease the compressive strength, tensile strength, flexural 
strength and impact strength of concrete. FRC has found 
many applications in civil engineering field. 

Based on the laboratory experiment on fiber reinforced 
concrete (FRC), cube and cylinders specimens have been 
designed with steel fiber reinforced concrete (SFRC) and 
Glass fiber reinforced concrete (GFRC) containing fibers 
of 0% and 0.5% volume fraction of hook end Steel fi-
bers of 53.85, 50 aspect ratio and alkali resistant glass 
fibers containing 0% and 0.25% by weight of cement of 
12mm cut length were used without admixture In this pa-
per effect of fibers on the different mechanical proper-
ties of grade M 80 have been studied. It optimizes 1.5% 
for steel Fiber content and 1% for glass fiber content by 
the volume of cement is used in concrete. The percentage 
increase in compressive strength at 28 days for hooked 
end steel fiber when compared to conventional concrete 
is 7.3% , crimped steel fiber with 6.08%, glass fiber with 
4.3. The percentage increase in split tensile strength at 28 
days hooked end steel fiber when compared to conven-
tional concrete is 4.54%, crimped steel fiber with 3.40%, 
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glass fiber with 2.27% and also The percentage increase of 
flexural strength at 28 days for hooked end steel fiber when 
compared to conventional concrete is 3.57%, crimped 
steel fiber with 2.380%, glass fiber with 2.140%.

Keywords:

Steel fiber reinforced concrete (SFRC) and Glass fiber re-
inforced concrete (GFRC), High strength concrete, M-80 
Grade, IS:1386, IS:383. 

1. INTRODUCTION:

Concrete is a composite material containing hydraulic ce-
ment, water, coarse aggregate and fine aggregate. The re-
sulting material is a stone like structure which is formed by 
the chemical reaction of the cement and water. This stone 
like material is a brittle material which is strong in com-
pression but very weak in tension. This weakness in the 
concrete makes it to crack under small loads, at the tensile 
end. These cracks gradually propagate to the compression 
end of the member and finally, the member breaks. The 
formation of cracks in the concrete may also occur due 
to the drying shrinkage. These cracks are basically mi-
cro cracks. These cracks increase in size and magnitude 
as the time elapses and the finally makes the concrete to 
fail. The formation of cracks is the main reason for the 
failure of the concrete. To increase the tensile strength of 
concrete many attempts have been made. One of the suc-
cessful and most commonly used methods is providing 
steel reinforcement. Steel bars, however, reinforce con-
crete against local tension only. Cracks in reinforced con-
crete members extend freely until encounter ring are bar. 
Thus need for multidirectional and closely spaced steel 
reinforcement arises. That cannot be practically possible. 
Fibre reinforcement gives the solution for this problem. 
So to increase the tensile strength of concrete a technique 
of introduction of fibres in concrete is being used.

A Comparative and Experimental Study on the Mechanical 
Properties of Various Steel and Glass Fiber Reinforced

 High Strength Concrete
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These fibres act as crack arrestors and prevent the propa-
gation of the cracks. These fibres are uniformly distrib-
uted and randomly arranged. This concrete is named as 
fibre reinforced concrete. The main reasons for adding 
fibres to concrete matrix is to improve the post crack-
ing  response of the concrete, i.e., to improve its energy 
absorption Fibre Reinforced Concrete can be defined as 
a composite material consisting of mixtures of cement, 
mortar or concrete and discontinuous, discrete, uniformly 
dispersed suitable fibres. 

Continuous meshes, woven fabrics and long wires or rods 
are not considered to be discrete fibres FRC increases the 
tensile strength of the concrete, it reduce the air voids and 
water voids the inherent porosity of gel. It increases the 
durability of the concrete. Fibres such as graphite and 
glass have excellent resistance to creep. The addition of 
small closely spaced and uniformly dispersed fibres to 
concrete would act as crack arrester and would substan-
tially improve its static and dynamic properties. Fibre re-
inforced concrete is in use since many years in India, but 
the structural applications are very much limited. How-
ever, its application is picking up in the recent days.

2. FIBRE REINFORCED CONCRETE:

Fiber reinforced concrete (FRC) is concrete containing fi-
brous material which increases its structural integrity. So 
we can define fibre reinforced concrete as a composite 
material of cement concrete or mortar and discontinuous 
discrete and uniformly dispersed fibre. Fibre is discrete 
material having some characteristic properties. The fibre 
material can be anything. But not all will be effective and 
economical. Some fibres that are most commonly used 
are:
• Steel  • Glass  • Carbon
• Natura l• NBD

Steel fibre is one of the most commonly used fibre. Gen-
erally round fibres are used. The diameter may vary from 
0.25 to 0.75mm.The steel fibre sometimes gets rusted and 
lose its strength. But investigations have proved that fi-
bres get rusted only at surfaces. It has high modulus of 
elasticity. Use of steel fibres makes significant improve-
ments in flexure, impact and fatigue strength of concrete. 
It has been used in various types of structures. Glass fibre 
is a recently introduced fibre in making fibre concrete. It 
has very high tensile strength of 1020 to 4080Mpa. Glass 
fibre concretes are mainly used

3.PROPERTIES OF FIBRE REINFORCED 
CONCRETE:

Properties of concrete are affected by many factors like 
properties of cement, fine aggregate, coarse aggregate. 
Other than this, the fibre reinforced concrete is affected 
by following factors:
• Type of fibre
• Aspect ratio
• Quantity of fibre
• Orientation of fibre

3.1 Type of Fibre:

A good fibre is the one which possess the following quali-
ties:
• Good adhesion within the matrix.
• Adaptable elasticity modulus (sometimes higher than 
that of the matrix)
• Compatibility with the binder, which should not be at-
tacked or destroyed in the long term
• An accessible price, taking into account the proportion 
within the mix
• being sufficiently short, fine and flexible to permit mix-
ing, transporting and placing
• Being sufficiently strong, yet adequately robust to with-
stand the mixing process.

3.2 Aspect ratio:

Aspect ratio is defined as the ratio of length to width of the 
fibre. The value ofaspect ratio varies from 30 to 150. Gen-
erally the increase in aspect ratio increases the strength 
and toughness till the aspect ratio of 100. Above that 
the strength of concrete decreases, in view of decreased 
workability and reduced compaction. From investigations 
it can be found out that good results are obtained at an as-
pect ratio around 80 for steel fibres. Keeping that in view 
we have considered steel hooked end fibres with aspect 
ratio of 80 (Length 60 mm and Diameter 0.75 mm).

3.3 Fibre quantity:

Generally quantity of fibres is measured as percentage of 
cement content. As the volume of fibres increase, there 
should be increase in strength and toughness of concrete. 
Regarding our fibre, we hope that there will be an increase 
in strength, with increase in fibre content.We are going to 
test for percentages of1.0, 2.0 and 3.0.
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3.4 Orientation of fibre:

The orientations of fibres play a key role in determining 
the capacity of concrete. In RCC the reinforcements are 
placed in desired direction. But in FRC, the fibres will be 
oriented in random direction. The FRC will have maxi-
mum resistance when fibres are oriented parallel to the 
load applied.

3.5 Bridging Action:

Pullout resistance of fibres (dowel action) is important 
for efficiency. Pullout strength of fibres significantly im-
proves the post-cracking tensile strength of concrete. As 
an FRC beam or other structural element is loaded, fibres 
bridge the cracks. Such bridging action provides the FRC 
specimen with greater ultimate tensile strength and, more 
importantly, larger toughness and better energy absorp-
tion. An important benefit of this fibre behavior is materi-
al damage tolerance. Bayasi and Kaiser (2001) performed 
a study where damage tolerance factor is defined as the 
ratio of flexural resistance at 2-mm maximum crack width 
to ultimate flexural capacity. At 2% steel fibre volume, 
damage tolerance factor according to Bayasi and Kaiser 
was determined as 93%.

 
Fig:1 Pullout Mechanism

3.6 Workability;

A shortcoming of using fibres in concrete is reduction in 
workability. Workability of FRC is affected by fibre as-
pect ratio and volume fraction as well the workability of 
plain concrete. As fibre content increases, workability de-
creases. Most researchers’ limit volume of fibres to 4.0% 
and aspect ratio to 100 to avoid unworkable mixes.

In addition, some researchers have limited the fibre re-
inforcement index [volumeof fibres as % ×aspect ratio] 
to 1.5 for the same reason. To overcome the workability 
problems associated with FRC, modification of concrete 
mix design is recommended. Such modifications can in-
clude the use of additives.

4. EXPERIMENTAL INVESTIGATION:

The materials used in the experimental investigation are 
locally available cement, sand, coarse aggregate, mineral 
and chemical admixtures. The chemicals used in the pres-
ent investigation are of commercial grade.

4.1 STEEL FIBRES:

Steel fibre-reinforced concrete (SFRC) is concrete (spray 
concrete) with steel fibres added. It has higher tensile 
strength than unreinforced concrete and is quicker to ap-
ply than weldmesh reinforcement. It has often been used 
for tunnels.

•Addition of steel fibers into the concrete improves the 
crack resistance (or ductility) capacity of the concrete. 
Traditional rebars are generally used to improve the tensile 
strength of the concrete in a particular direction, whereas 
steel fibers are useful for multidirectional reinforcement. 
This is one of the reasons why steel fiber reinforced (shot-
crete form) concrete successfully replaced weldmesh in 
lining tunnels.
•Less labour is required.
•Less construction time is required

Fig:2 crimped and hooked steel fibres
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4.2 GLASS FIBRES:

Glass fiber reinforced concrete, also known as GFRC or 
GRC, is a type of fiber reinforced concrete. Glass fiber 
concretes are mainly used in exterior building façade pan-
els and as architectural precast concrete. Somewhat simi-
lar materials are fiber cement siding and cement boards. 
The photograph of glass fibres is shown in Fig. 3.

 
Fig:3 Glass fibre

4.3 INITIAL TESTS:

Table: 1 Initial Tests
  

4.4 MIX PROPORTION:

Table: 2 Mix Proportions

5. TESTING OF SPECIMENS:

Different tests were conducted on the specimens to de-
termine and compare the mechanical properties between 
crimped steel fibres, hooked steel fibres and glass fibres. 

5.1 COMPRESSIVE STRENGTH:

Fig: 4 Cube specimens under test

 
Table: 3 Compressive strength results
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3.4 Orientation of fibre:

The orientations of fibres play a key role in determining 
the capacity of concrete. In RCC the reinforcements are 
placed in desired direction. But in FRC, the fibres will be 
oriented in random direction. The FRC will have maxi-
mum resistance when fibres are oriented parallel to the 
load applied.

3.5 Bridging Action:

Pullout resistance of fibres (dowel action) is important 
for efficiency. Pullout strength of fibres significantly im-
proves the post-cracking tensile strength of concrete. As 
an FRC beam or other structural element is loaded, fibres 
bridge the cracks. Such bridging action provides the FRC 
specimen with greater ultimate tensile strength and, more 
importantly, larger toughness and better energy absorp-
tion. An important benefit of this fibre behavior is materi-
al damage tolerance. Bayasi and Kaiser (2001) performed 
a study where damage tolerance factor is defined as the 
ratio of flexural resistance at 2-mm maximum crack width 
to ultimate flexural capacity. At 2% steel fibre volume, 
damage tolerance factor according to Bayasi and Kaiser 
was determined as 93%.

 
Fig:1 Pullout Mechanism

3.6 Workability;

A shortcoming of using fibres in concrete is reduction in 
workability. Workability of FRC is affected by fibre as-
pect ratio and volume fraction as well the workability of 
plain concrete. As fibre content increases, workability de-
creases. Most researchers’ limit volume of fibres to 4.0% 
and aspect ratio to 100 to avoid unworkable mixes.

In addition, some researchers have limited the fibre re-
inforcement index [volumeof fibres as % ×aspect ratio] 
to 1.5 for the same reason. To overcome the workability 
problems associated with FRC, modification of concrete 
mix design is recommended. Such modifications can in-
clude the use of additives.

4. EXPERIMENTAL INVESTIGATION:

The materials used in the experimental investigation are 
locally available cement, sand, coarse aggregate, mineral 
and chemical admixtures. The chemicals used in the pres-
ent investigation are of commercial grade.

4.1 STEEL FIBRES:

Steel fibre-reinforced concrete (SFRC) is concrete (spray 
concrete) with steel fibres added. It has higher tensile 
strength than unreinforced concrete and is quicker to ap-
ply than weldmesh reinforcement. It has often been used 
for tunnels.

•Addition of steel fibers into the concrete improves the 
crack resistance (or ductility) capacity of the concrete. 
Traditional rebars are generally used to improve the tensile 
strength of the concrete in a particular direction, whereas 
steel fibers are useful for multidirectional reinforcement. 
This is one of the reasons why steel fiber reinforced (shot-
crete form) concrete successfully replaced weldmesh in 
lining tunnels.
•Less labour is required.
•Less construction time is required

Fig:2 crimped and hooked steel fibres
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4.2 GLASS FIBRES:

Glass fiber reinforced concrete, also known as GFRC or 
GRC, is a type of fiber reinforced concrete. Glass fiber 
concretes are mainly used in exterior building façade pan-
els and as architectural precast concrete. Somewhat simi-
lar materials are fiber cement siding and cement boards. 
The photograph of glass fibres is shown in Fig. 3.

 
Fig:3 Glass fibre

4.3 INITIAL TESTS:

Table: 1 Initial Tests
  

4.4 MIX PROPORTION:

Table: 2 Mix Proportions

5. TESTING OF SPECIMENS:

Different tests were conducted on the specimens to de-
termine and compare the mechanical properties between 
crimped steel fibres, hooked steel fibres and glass fibres. 

5.1 COMPRESSIVE STRENGTH:

Fig: 4 Cube specimens under test

 
Table: 3 Compressive strength results

Sl no
cubes 
casted 

day

Conventi
onal 

concrete 
(N/mm2)

Hooked 
end steel 

fiber 
(N/mm2)

Crimped 
steel 

fiber(N/
mm2)

Glass 
fiber(N/

mm2)

1 3rd day 27 31.75 29.3 29
2 7th day 44 48 46.4 49
3 28th day 69 74 73.2 72
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5.2 FLEXURAL TEST:

 

Fig: 5 Flexural beam specimens under test.

 
Table: 4 Flexure test results

5.3 SPLIT TENSILE TEST:

 

Fig: 6 Cylinder specimens under test

 
Table: 5 Split Tensile Strength results

CONCLUSIONS:

The present study is about using different fibres i.e., 
crimped steel fibres hooked steel fibres and glass fibres 
after optimising them; comparison is made between the 
three fibres for different mechanical properties 

•The increasing percentage of compressive strength of 
hooked end steel fiber reinforced concrete cubes when 
compared to the conventional concrete cubes at 28 days 
is 7.3%.And the increasing percentage of compressive 
strength of crimped steel fiber reinforced concrete cubes 
when compared to the conventional concrete cubes at 28 
days is 6.08%.And The increasing percentage of compres-
sive strength of hooked end steel fiber reinforced concrete 
cubes when compared to the conventional concrete cubes 
at 28 days is 4.34%.

•The increasing percentage of split tensile strength of 
hooked end steel fiber reinforced concrete cylinders 
when compared to the conventional concrete cylinders at 
28 days is 4.54%.And the increasing percentage of split 
tensile strength of crimped steel fiber reinforced concrete 
cylinders when compared to the conventional concrete 
cylinders at 28 days is 3.40%.And The increasing per-
centage of compressive strength of hooked end steel fiber 
reinforced concrete cylinders when compared to the con-
ventional concrete cylinders at 28 days is 2.27%.

•The increasing percentage of flexural strength of hooked 
end steel fiber reinforced concrete beams when compared 
to the conventional concrete beams at 28 days is 3.57%. 
And the increasing percentage of flexural strength of 
crimped steel fiber reinforced concrete beams when com-
pared to the conventional beams at 28 days is 2.380%.
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And The increasing percentage of flexural strength of 
glass fiber reinforced concrete beams when compared to 
the conventional concrete beams at 28 days is 2.140%.
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Sl no
Beams 
casted 

day

Conventi
onal 

concrete

Hooked 
end steel 

fiber

Crimped 
steel 
fiber

Glass 
fiber

1 3rd day 3.7 4.6 4.2 4.1
2 7th day 6.7 7.2 6.8 7
3 28th day 8.4 8.7 8.6 8.5

Sl no
Cylinder
s casted 

day

Conventi
onal 

concrete 
(N/mm2)

Hooked 
end steel 

fiber 
(N/mm2)

Crimped 
steel 
fiber 

(N/mm2)

Glass 
fiber 

(N/mm2)

1 3rd day 1.9 2.6 2.4 2.3
2 7th day 5.2 5.7 5.3 5.5
3 28th day 8.8 9.2 9.1 9
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5.2 FLEXURAL TEST:

 

Fig: 5 Flexural beam specimens under test.

 
Table: 4 Flexure test results

5.3 SPLIT TENSILE TEST:

 

Fig: 6 Cylinder specimens under test

 
Table: 5 Split Tensile Strength results
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And The increasing percentage of flexural strength of 
glass fiber reinforced concrete beams when compared to 
the conventional concrete beams at 28 days is 2.140%.
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Abstract — In this paper, a brief practical review is presented on the the pavement which is compacted with the conventional 

compaction has been further compacted due to the movement of traffic and which corresponds to the ultimate density which 

can be attained on the bituminous pavement called as “Refusal density” of the pavement. Addition of polymers is a common 

method applied for binder modification, although various types of fibers have also been evaluated. It is widely believed that 

the addition of fibers to asphalt enhances material strength aswellas fatigue characteristics while at  the same time adding 

ductility. Likewise, carbon fibers may also offer excellent potential for binder modification due to their inherent compatibi lity 

with asphalt cement and superior mechanical properties. 

Secondary compaction has to be studied in detail and it is understood that the 75 blows of the Marshall test does not 

determine the actual field circumstances. The Marshall design actually in the field will not simulate the field c onditions 

hence there will be a reduction in the air voids at the refusal density. Then due to fineness of the mix, this causes the pla stic 

deformation on the pavement surfaces. Hence an attempt has been made to study the air void content at refusal densit y. Also 

the Bulk Density, Air voids (Va), Voids in mineral aggregate (VMA),Voids filled with Bitumen (VFB) of the mix at the refusal 

density are also studied. For the simulation of the field density in the laboratory a Hugo hammer is used. The usage of the  

Polymer Modified Bitumen reduces the plastic deformation and other distresses of the pavement.  

Keywords—Road network, urban areas, Gis,Conectivity, behavioral model.  

I. INTRODUCTION 

During the last decades, there has been a rapid increase in traffic volumes, axle loads and tyre pressure of commercial 

vehicles on highways. This rapid g rowth leads to a substantial increment in  stresses on to the road surface and has resulted in 

early failure of asphalt pavements much before their expected design life. In  order to improve the performance of the asphalt 

mixes two solutions are available; firstly, increasing the thickness of asphalt layer which will increase the cost of constru ction 

and, secondly making a modified asphalt mixture with the help of addit ives without increasing the thickness of asphalt layer.  

 

 At present, there are two  research orientations to improve pavement performance of asphalt mixture: one is to better 

asphalt non-deformability at high temperature, v ia improving aggregate graduation, which is based on asphalt structure type 

and design procedures; the other is to better asphalt mechanical performance & permanent deformation resistance, and 

decrease temperature susceptibility, via improving asphalt property and quality. For the past few yea rs, more and more new 

materials are put into the technology field of bituminous pavement. Thus, the third orientation to improve its performance is  

formed, that is to add fibers to asphalt, as a specific kind of additives, to holistically better its physical mechanical property.  

 

At the moment, there are main ly three types of fibers applied in pavement project: cellulose fiber, polyester fiber and mineral 

fiber. Addition o f polymers  is a  common method applied for b inder modification, although various types of fibers have also 

been evaluated. It is widely believed that the addition of fibers to asphalt enhances material strength aswellas fatigue 

characteristics while at  the same time adding ductility. Likewise, carbon fibers may also offer excellent po tential for b inder 

modification due to their inherent compatibility with asphalt cement and superior mechanical properties. With new 

developments inproduction, carbon modified binder has become  cost competit ive with polymer modified b inders. Further, it 

was expected that carbon fiber- modified asphalt mixtures would increase stiffness and resistance to permanent deformation 

and, similarly, that the fatigue characteristics of the mixture would improve with the addit ion of discrete carbon fibers. 
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Because of the high tensile strength of carbon fibers, cold temperature behaviour of asphalt mixtures was also expected to 

improve. Finally, carbon fiber modified asphalt could produce a higher quality asphalt mixture for pavements.  

II. NEED FOR PRES ENT STUDY  

 

Generally we use several kinds of modifications to the bituminous pavements inorder to increase the strength and durability 

of Hot Mix Asphalt.  Fibers have been extensively used to increase rheological properties of engineering materials for a long  

times. The effect of Carbon fiber on asphalt binder investigated in this study. In this paper we are going to see how carbon 

polymer fibers will show impact on asphalt mixture, fiber improving asphalt behaviour. A previous research paper conveys 

that by addition or modification of Asphalt mix increases the strength, durability and resistance towards creep, fat igue & 

rutting condition. 

 In this investigation we are concentrating about the amount of fiber that is added to the bituminous mix design and 

which will give the optimum fiber content and as a outcome expecting an increase in strength. Dense bituminous concrete 

Mix is used in our investigation. Fiber content varies between (0.5% - 2.5%). In the present study 60/70 penetration grade 

bitumen is used as binder. 

The whole work is carried out in d ifferent stages which are exp lained below.  

 Study on Marshall Propert ies of DBM mixes using hydrated lime as filler and different percentages of Bitumen 

content to determine Optimum Bitumen Content.  

 

 Study on Marshall Properties of DBM mixes with different percentages of CARBON fiber added to the weight of 

the binder in Dry Process. 

 

III. OBJECTIVE AND SCOPE OF THE STUDY 

 

Asphaltic/Bituminous concrete consists of a mixture of aggregates continuously gradedfrom maximum size , typically less 

than 25 mm, through the fine filler that is smaller than 0.075 mm. Sufficient bitumen is added to the mix so that the 

compacted mix is effectively imperv ious and will have acceptable dissipative and elastic properties. The bituminous mix 

design aims to determine the proportion of bitumen, filler, fine aggregates, and coarse aggregates to produce a mix which is 

workab le, strong, durable and economical. The objective of the mix design is to produce a bituminous mix by proportioning 

various components so as to have- 

 

 

1. Sufficient bitumen to ensure a durable pavement 

2. Sufficient strength to resist shear deformat ion under traffic at higher temperature 

3. Sufficient air voids in the compacted bitumen to allow for additional compaction by traffic  

4. Sufficient workab ility to permit easy placement without segregation 

5. Sufficient resistance to avoid premature cracking due to repeated bending by traffic  

6. Sufficient resistance at low temperature to prevent shrinkage cracks  

 

IV. LITERATURE REVIEW 

 

M. AREN CLEVEN (2013) investigated the properties of Carbon Fiber Modified Asphalt Mixtures. Preliminary study used 

to determine the feasibility of modifying the behaviour of a standard AC mixture through the use of pitch -based carbon fibers.  

This study focused strictly on the ab ility of mixing  and compacting mixtures made with CFMA to achieve statistically 

significant improvements in the mechanical properties of the mixture.  

 

Carbon fiber modified asphalt mixtures were expected to show increased stiffness and resistance to permanent deformat ion.  

Fatigue characteristics of the mixture were expected to improve with the addition of discrete carbon fibers, and because of t he 

high tensile strength of carbon fibers, the cold temperature behaviour of CFMA mixtures was anticipated to improve as well.  

Carbon fiber modified asphalt was expected to produce a higher quality AC mixture for pavement applications.  
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The addition of carbon fibers improves the high temperature behaviour of the asphalt binder.  If t he test temperature does not 

reach the upper binder grade temperature, the effects of the fibers may be masked by binder behaviour.The low temperature 

behaviour of CFMA mixtures may  be dominated by the binderuntil it begins to fail, at  which time the fibers dominate the 

behaviour. 

 

Fereidoon Moghadas Nejad, Morteza Vadood & Seeyamak Baeetabar (2013) It is realised that the well-distributed fibers 

create a network in the internal structure of the composite, resulting in  asphalt concrete that is more tightened. In  the pre sent 

paper, an approach was developed to mix carbon fibers and bitumen which guarantees the uniform fiber d istribution. 

Subsequently, to find out the best set of fiber lengths and dose of usage aimed at fo rtify ing asphalt concrete, Marshall's 

stability and fatigue property of carbon fiber-reinforced asphalt concrete were investigated. Then, indirect tensile stiffness 

modulus and fatigue properties under different stresses and permanent deformat ion of modified and unmodified samples at 

two different temperatures (35°C and 60°C) were studied. 

 

To find out the best set of fibre lengths and dose of usage aimed at fort ify ing asphalt concrete, Marshall's stability and fatigue 

property of carbon fibre-reinforced asphalt concrete were investigated. Then, indirect tensile stiffness modulus and fatigue 

properties underdifferent stresses and permanent deformation of modified and unmodified samples at two different 

temperatures (35°C and 60°C) were studied. Comparing the obtained results indicated that addition of carbon fibres to the 

asphalt concrete considerably increases the mechanical performance, which benefits all the corresponding fields involved 

such as repair and maintenance. 

 

Based on the investigation, the addition of fibres to asphalt improves the mechanical properties such as strength, fatigue 

characteristics, Marshall Stability and electrical conductivity. But fibre properties such as length, distribution and content 

have a great impact on the performance of asphalt. There are hypotheses and limitations in this area, one of which is to use 

fibres of high flexib ility and remarkab le thermal resistance against mixing time with high temperature. The main aim of this 

research is to find the best fibre length and content for reinforcing asphalt concrete. The evaluation of permanent deformation 

at different temperatures as well as fatigue properties of asphalt concrete modified with optimum values of fibre length and 

content is another important objective of this research. Fibres are distributed in all directions in the mixture so as to pre vent 

the production and expansion of cracks due to various reasons whether due to tensile stress induced by applied loads or 

thermal stresses. To this end, carbon fibres with three levels of length and content were selected. 

 

Rebecca Lynn Fitzgerald(2000) researched on the novel application of carbon fiber for hot mix asphalt reinforcement and 

carbon-carbon pre-forms. The purpose of the research described in this thesis is to explore two new applicat ions for carbon 

fibers.  The first application involves the addition of carbon fiber to asphalt. Preliminary re search indicates that carbon fiber 

modified asphalt may have beneficial properties ranging from improved mechanical properties to reduced electrical 

resistance. The enhanced mechanical properties should result in  longer lasting, more durable pavements.  In  addit ion, carbon 

fibers are electrically conductive.  As an additive to asphalt, they can reduce the electrical resistivity, which may have 

applications in asphalt stress testing, structural vibration sensing, and eating roads to melt ice and snow.The fib ers studied 

were 2.54cm cut mesophase pitch-based fibers and rolled 5.08cm-7.62cm mesophase pitch-based fibers in random matform.  

Two different encapsulation methods were investigated:  asphalt/water emulsion/carbon fiber and LDPE/carbon fiber.  

 

IV. EXPERIMENTAL INVES TIGATIONS  

4.1 Tests on materials used  

Binder 

Here 60/70 penetration grade bitumen is used as binder for preparation of Mix, whose specific gravity was 1.023. Its 

important properties are given: 

 

 Rutting Prevention 

http://www.tandfonline.com/action/doSearch?action=runSearch&type=advanced&searchType=journal&result=true&prevSearch=%2Bauthorsfield%3A(Moghadas+Nejad%2C+F)
http://www.tandfonline.com/action/doSearch?action=runSearch&type=advanced&searchType=journal&result=true&prevSearch=%2Bauthorsfield%3A(Vadood%2C+M)
http://www.tandfonline.com/action/doSearch?action=runSearch&type=advanced&searchType=journal&result=true&prevSearch=%2Bauthorsfield%3A(Baeetabar%2C+S)
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 In order to resist rutting, an  asphalt binder should be stiff (it  should not deform too much) and it should be elastic (it  sh ould 

be able to return to its original shape after load deformation). Therefore, the complex shear modulus elastic portion, G*/sin δ, 

should be large. When rutting is of greatest concern (during an HMA pavement’s early and mid -life), a minimum value for 

the elastic component of the complex shear modulus is specified. Intuitively, the higher the G* value, the stiffer the asphalt 

binder is (ab le to resist deformation), and the lower the δ value, the greater the elastic portion of G* is (able to recover its 

original shape after being deformed by a load).  

Fatigue Cracking Prevention 

 In order to resist fat igue cracking, an  asphalt binder should be elastic (able to dissipate energy by rebounding and not 

cracking) but not too stiff (excessively stiff substances will crack rather than deform-then-rebound). Therefore, the complex 

shear modulus viscous portion, G*sinδ, should be a minimum. When  fatigue cracking is of greatest concern (late in an HMA 

pavement’s life), a maximum value for the viscous component of the complex shear modulus is specified.  

 

Property Test Method Value 

Penetration at 25°c (mm)  IS : 1203 – 1978 67.7 

Softening Point (°C) IS : 1203 – 1978 48.5 

Specific gravity  IS : 1203 – 1978 1.03 

Table 4.1 Properties of Binder  

 

Specific gravity and water abs orption tests  on aggregates  

These two tests are conducted  

i) To measure the strength or quality of the material 

ii) To determine the water absorption of aggregates 

The specific gravity of an aggregate is considered to be a measure of strength or quality of the material. Stones having low 

specific gravity are generally weaker than those with higher specific g ravity values. 

 The size of the aggregate and whether it has been artificially heated should be indicated. ISI specifies three methods of 

testing for the determination of the specific gravity of aggregates, according to the size of the aggregates. The three size 

ranges used are aggregates larger than 10 mm, 40 mm and s maller than 10 mm.  

The specific grav ity of aggregates normally used in road construction ranges from about 2.5 to 3.0 with an average of about 

2.68. Though high specific grav ity is considered as an indication of high  strength, it is not possible to judge the suitability of 

a sample road aggregate without finding the mechanical properties such as aggregate crushing, impact and abrasion values. 

Water absorption shall not be more than 0.6 per unit by weight. 

 

Property Test Method Test Result 

Aggregate Impact Value (%) IS : 2386 (P IV) 14.3 

Aggregate Crushing Value %) IS : 2386 (P IV) 13.02 

Flakiness Index (%) IS : 2386 (P IV) 18.03 

Elongation Index (%) IS : 2386 (P I) 21.5 

Water Absorption (%) IS : 2386 (P III) 0.1 

Table 4.2 Physical properties of coarse aggregate  

 

V. ANALYS ES  OF TEST RES ULTS AND DISCUSS IONS 

Based on volume considered in evaluating specific gravity of an aggregate, some definit ionsof specific g ravity are proposed. 

As per Das A. and Chakroborty P. (2010); the defin itionsand other formulae used in calculations hereafter are as fo llows:  

 

Theoretical  Maximum S pecific Gravity  
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Loose DBM mixtures were prepared to determine their theoretical maximum specific gravity (Gmm) values. Test was 

conducted as per ASTM D 2041. 

1. The SMA mixture was prepared using oven-dry aggregates, and placed in  a pan and the particles of mix were separated 

by hand, taking care to avoid fracturing the aggregate, so that the fine aggregate portion were not larger  than about 6 

mm. The sample was cooled to room temperature.  

2. The sample was placed d irectly  into a cy lindrical container and net mass (mass of sample only) weighed and was 

designated as A.  

3. Sufficient water was added at a temperature of approximately 25°C to cover the sample completely. The cover was 

placed on the container.  

4. The container was placed with the sample and  water, and ag itation was started immediately to remove entrapped air by 

gradually increasing the vacuum pressure (by vacuum pump) for 2 min until the residual p ressure manometer read 3.7 ± 

0.3kPa, vacuum and agitation was continued for 15 ± 2 min.  

5. The vacuum pressure was gradually released using the bleeder valve and the weighing in  water was done. For 

determining the weight in  water, the container and contents were suspended in water for 10 ± 1 min, and then the mass 

was determined. The mass of the container and sample under water was designated as C.  

Specific Gravity of Aggregates  

 

Marshall Stability 

It is observed that stability value increases with increase in binder content up to certain binder content; then stability va lue 

decreases. Variat ion of Marshall Stability value with different binder content with d ifferent filler is given fig 5.1 

 
 

Fig 5.1 Variation of Marshall Stability of BC with different binder content 

 

Flow Value 

It is observed that with increase b inder content flow value increases. For BC flow value should be within 2 to 4 mm. 

Variation of flow value with different binder content of BC with different filler is shown in fig 5.2 
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Fig 5.2 Variation of Flow Value of BC with different binder content 

 

Unit weight 

 
Fig 5.3 Variation of unit weight Value of BC with different binder content 
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Fig 5.4 Variation of air void of BC with different binder content 
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Fig 5.5 Variation of VMA of BC with different binder content 

 

 

It is observed that stability value increases with increase fiber content and further addition of fiber it decreases. Variation of 

Marshall Stability value with different fiber content  

 
 

Fig 5.6 Variation of Marshall Stability of DBM With different fiber  content 

 

CONCLUS IONS  

 

Based on the results and discussions of experimental investigations carried out on different DBM mixes the following 

conclusions are drawn. 

 

Marshall Stability 

It is observed that with increase in binder content the Marshall Stability value increases upto certain binder content value and 

then decreases, like conventional bituminous mixes. Highest stability value achieved at 1.5% of fiber modified b ituminous 

mix. 

 

Flow value 

The value of flow increases with increasing in fiber content, to bitumen content of 4.5%. The maximum flow value obtained 

at 2.5% of fiber content. 
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The unit weight increases with the increase in binder content upto a certain binder content and their after decreases. The 

maximum Unit weight is for 2% of fiber modified bituminous mix.  

 

Air voids 

The amount of air voids decreases with increase in b inder content in the mix. It also increases or decreases depending on the 

fiber content in the mix. The mix is observed to have the lowest air voids content in the higher fiber mix. Highest air voids 

have obtained at 2.5% of fiber modified mix.  

 

Optimum Bitumen Content  

 

The optimum b itumen  (OBC) of DBM mix based on the marshal test results since, all Marshall Parameters are satisfying the 

requirement of Mo RTH specificat ions, and the Optimum Binder Content is fixed as 4.5%.  

 

Optimum fiber content 

The optimum fiber content is based on the marshal stability test itself which gives the 1.5% of Carbon modified bituminous 

mix g ives the highest stability strength .Anything above the optimum fiber content, the mix behaved like a less viscous 

material.  
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Abstract — In this paper, a brief practical review is presented on the Road network in the urban areas constitutes of the 

essential infrastructures for the development of the city and also to meet  the demands of the people. In the present world 

today some of the problems faced by the citizens are mobility, accessibility, etc. As the population is increasing day by day, 

travel demand is also increasing consequently the need for the transportation facilities increases. But in the present situat ion 

the facilities provided are not meeting requirements. As the business activity cen ters are increasing at a rapid rate the 

functionality of the road is changing, so the existing geometrical conditions are not meeting the requirements. 

As there is a rapid increase in the traffic volumes which are almost all equal to or sometimes exceeding  the capacity of 

the road the level of service is falling down. In the twin cities it is observed that even though geometrical conditions are 

according to the standards providing all the facilities they are being mis-used by the roadside business activities 

Hence there is a need to improve the existing road infrastructure .To suggest the improvements over the existing 

infrastructure it is required that should be identified first and should find out which factor is leading to suggest the 

improvements. By keeping these points in view an attempt is made in this thesis to identify such localities by using behavioral 

model. 

Keywords—Road network, urban areas, Gis,Conectivity, behavioral model. 

I. INTRODUCTION 

Transport is one of the key  infrastructures of a country. A country economic status depends upon how well served the 

country is by its roads, railways, airports, ports, pipelines, and shipping. The rate at which a country economy grows is very 

closely linked to the rate at which  the transport sector grows. Urbanization and economic development go together. Rap id 

urbanization can take place only if a country has a good transport system. This transportation is carried on a specific guide d 

known as network. Urban road network planning demands efficient acces sibility to more, better and timely informat ion. 

Urbanization is taking p lace ever so quickly that supply cannot meet the demand and thus the society is caught in the 

whirlpool of change in urban development. Road network planning is an extremely  complex p rocess, combining political, 

socio-cultural, economic, natural and physical aspect of urban growth and development. 

Utilizat ion of land by different activit ies is promoting complex interactions, which are non -uniform in a t ime frame over a 

specified space occupation. The cities are facing a problem of overcrowding which is the result of high intensity of residential 

land uses, which is reflected in the density of houses, households, population etc. In most of the Indian cities people try t o 

live as close to the city center which is modified by other factors such as accessibility and different socio -economic status 

areas and so forth. Progressive congestion forces the residents of city to face many problems of accommodation and lack of 

amenities. At some point of time, due to over congestion, people to move out to some new areas lying vacant at the fringe of 

city. As a consequence, a large number of regularized localities come up.  

Road network in the urban areas constitutes one of the essential infrastructures for the development of the city and also to 

meet the demands of the people. The significance of urban transport facilities stems from the fact that around half of the 

world’s population lives in  urban areas, a  proportion that is rising very quickly. The number o f very large cit ies, in  which 

transport problems are especially acute, is growing particularly rapidly. The rate of urbanization is fastest in the developing 
world where the resources to pay to overcome such problems are scarce.  

The giant city of the future will have to try to  cope with many more people wishing to make trips. City growth and transport 

go hand-in-hand, for transport is part of city, not just an addition to it. The primary concern is that of accessibility and 



International Journal of Advance Engineering and Research Development (IJAERD) 

Volume 2,Issue 9, September -2015, e-ISSN: 2348 - 4470 , print-ISSN:2348-6406 

 

@IJAERD-2015, All rights Reserved                                                                    65 
 

 

connectivity patterns of the network hence, the orientation of the network should be designed with predominant land use 
activity and its potentiality. 

 All of the above mentioned facts have to be given a serious thought because of the existing road network which is inadequate 
in capacity, inadequate to meet present traffic demands and need major up gradation program in addition to fresh construction. 

In this context there is a need to develop land use system through proper connection of road network. The urban 

transportation system should be so planned to make the urban environment more attractive, improve the employ potential for 
urban population, in guid ing and-use patterns and ensure quick movement of people and good thereby reducing trip lengths.   

II. NEED FOR PRES ENT STUDY  

 

Urbanization is the major factor, which every city is facing in the contemporary world and hence the existing road network 

should satisfy the demand. It may be required to develop a new network system, which has to be designed in a systematic 

way. Hence the lead to this study has been under taken with  respect to the existing infrastructure as a bade and evaluating  it  

by considering the travel demand on all the links and junctions.                     

The seed of urbanization germinated first in the Indus valley around 2500B.C. The urban centers of that period were s mall in  

size and number surrounded by rural society and vast agricultural fields. Most of the cities developed during the period were  

walled with narrow streets tending towards central point that is place of worship, castle or palace. 

During post-industrial period the urbanizat ion grew in  concomitant with industrial and technological advancement. Later on, 

it achieved it high acceleration due to growing impact of industrializat ion, modernization and changing proximit ies of 

human societies. But the highest pace of urbanization centers is one of the most impressing phenomenons of present century.  

Urban growth in the 19
th

 and 20
th

 centuries owed much to the introduction of sub-urban railways, tramways and latter motor 

buses. And although in contemporary cities road traffic is often seen more as problem than as an asset, it undoubtedly 

contributed to spatial expansion. Hence, the most striking feature of the urbanization p rocess is the rap idity of growth of 

large and intermediate cit ies. Associated with this exp losion are the requirements in the demands for transportation facilit ie s 

in these urban centers. The requirements for travel have increased considerably, pace with the increasing demand. As a result , 

the transportation in urban areas has become an acute problem in Ind ia.  

The rapid urbanizat ion process in the country has resulted in an increase in demand for the urban infrastructure and services . 

The importance of an efficient and effective transport system to support and promote national development of urban areas 

needs to be stressed. The national commission on urbanization instrumental in shipping urban development and urban living. 

Hence, it is important appreciate the dimensions of urban travel demand  and identify practical and effective policies for its 

planning, development, operation and management.  

 

III. OBJECTIVE AND SCOPE OF THE STUDY 

 

Towns are getting urbanized with an ever seen phenomenal rate. At the same time, the road network as the result of 

globalization, area around capital cit ies, major district  headquarters and major infrastructure is not getting improved when 

compared to the urbanization rate. Obviously, this results in higher inconvenience in public life because of the limited  

infrastructure resources. So, it is required to study the existing road network to comment on its performance parameters, so 

that the respective authority can take actions needed in accordance with the demand.  

In relation to above points, the objective of my project is to study and analyze the road network cantonment area, Hyderabad -

A.P, and to find out the performance parameters so that the cantonment board can plan for the current and future needs.  

 

IV. LITERATURE REVIEW 

 

4.1 Road network for shortest path analysis using GIS 

 

Cherkassky et al.'s Evaluation A lthough there have been a number of reported evaluations of shortest path algorithms in 

the literature (e.g., Glover et al. 1985; Gallo  and Pallottino 1988; Hung and Divoky 1988), a recent study by Cherkassky et al. 

(1993) is one of the most comprehensive evaluations of shortest path algorithms to date. They evaluated a set of 17 shortest 

path algorithms. In their experiment, Cherkassky et al. coded the 17 algorithms using the C programming language, and 

tested the C programs on a SUN Sparc -10 workstation. 
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Cherkassky et al. (1993) Paper for more detailed descriptions about the implementation of the algorithms. Cherkassky et al. 

used a number of simulated networks with various degrees of complexity fo r evaluating the algorithms. The results of their 

studies suggest that no single algorithm performs consistently well on all simulated networks.  

 

Zhan and Noon's Evaluation More recently, Zhan and Noon (1996) tested 15 of the 17 shortest path algorithms using real 

road networks. In their evaluation, Zhan and Noon dropped two of the 17 algorithms tested by Cherkassky et al. They did not 

consider the special-purpose algorithm for acyclic networks because an arc on real road networks can be treated bi-directional, 

and hence real road networks contain cycles. They also dropped the implementation using a stack to maintain labeled nodes 

(see the next  section for descriptions about stack and labeled nodes) because they found that this algorithm is many t imes 

slower than the rest of the algorithms on real road networks during their preliminary testing. These Detailed description of the 

algorithms can be found in Cherkassky et al. (1993) and the references therein.  

 

V. ARC VIEW 9.1 SOFTWARE 

 

General  

Arc GIS is a scalable system of GIS software produced by Environmental systems research institute (ESRI). This system 

contains three different products: Arc view, Arc Editor, Arc info.  

 

 Arc view 

Arc view is the desktop version meant for general (non- professional) audience. It is the most popular desktop GIS software 

program, but it is not the only one. With the jump from Arc view 3.2 to Arc view 8.x, ESRI brought ARC v iew into its Arc 

map system so that it uses the same structure as its more sophisticated GIS products. Arc view 9 adds some functionality to 

Arc view 8, but the two versions in a very similar way.  

Arc Editor  

Arc editor includes all the functionality of Arc view, adding the ability to edit  features in a mult iuser geo database so that 

multiuser editing and versioning are possible. Arc editor also ads the ability to edit topologically integrated features in a geo 

database. 

Introduction to Arc view 9 .1  

Arc view 9.1 includes two separate applications: Arc Catalog, and Arc map. A lthough they are designed to work together, 

they run under separate executable files. 

Arc Catalog  

Works sort of like windows exp lorer. It is a p lace to b rowse and manage your data. You can also create and ed it metadata in 

Arc Catalog. 

 
Figure 5.1 Arc catlog window 

 

Shape files 

 

ESRI created the shape files format  in  order to represent vector GIS data in a simpler format than their coverage format  used 

in Arc Info. As with other formats of geographic data, shape files link format ion about the location and shape of the map 

features to their attributes. Shape files are made up of three or more files that need to be stored in the same d irectory in order 

for Arc View to recognize them as shape files.  
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Figure 5.2 Polygons of study area in Arc GIS  

 

The coordinates of the Study area  

 

Data scheme 

Data collection forms the very basis of any research activity 

and the type of data to be collected is largely dependent on 

the objectives of the study. The surveys for data collection 

are to be designed so as to fit in the framework. The resent 

study is aimed at  developing the GIS and GPS based road 

network configurat ion. In the present case of study it 

requires to conduct surveys for the identificat ion of road 

network and for connectivity analysis. In  this  case the 

study area chosen is cantonment area of Hyderabad. The 

details of the location of the study area and the types of 

surveys conducted are presented in the following art icles.   

 

 
 

Figure 5.3 Ward Map of study Area 

Surveys Conducted 

 Differential GPS Survey 

 Video graphic Survey 

 Road side Interviews  

 

Table 4.1 GPS Control Points Identified In Study Area 

 
NORTH 

  
Y 

1 17 0.45 0.009083 17.45908 

2 17 0.45 0.001503 17.4515 

3 17 0.45 0.009072 17.45907 

4 17 0.433333 0.013739 17.44707 

5 17 0.433333 0.009464 17.4428 

6 17 0.416667 0.012389 17.42906 

7 17 0.416667 0.015992 17.43266 

8 17 0.433333 0.007544 17.44088 

9 17 0.45 0.001431 17.45143 

10 17 0.433333 0.005311 17.43864 

     

 
EAS T 

  
X 

1 78 0.35 0.016075 78.36608 

2 78 0.366667 0.014494 78.38116 

3 78 0.35 0.016133 78.36613 

4 78 0.35 0.013506 78.36351 

5 78 0.366667 0.003469 78.37014 

6 78 0.366667 0.008061 78.37473 

7 78 0.383333 0.002903 78.38624 

8 78 0.383333 0.009261 78.39259 

9 78 0.383333 0.013247 78.39658 

10 78 0.35 0.013775 78.36378 



International Journal of Advance Engineering and Research Development (IJAERD) 

Volume 2,Issue 9, September -2015, e-ISSN: 2348 - 4470 , print-ISSN:2348-6406 

 

@IJAERD-2015, All rights Reserved                                                                    68 
 

 

Control Point Location Coordinates 

1 Honda Showroom 17
0
 25’ 43.87”N,78 

0
22’28.58”E 

2 Rolling Hills 17
0
 26’19.35”N, 78 

0
21’49.46”E 

3 White Fields 17 
0
27’32.70”N, 78 

0
21’57.87”E 

4 Kotak Mahindra bank 17 
0
27’05.52”N, 78 

0
21’52.06”E 

5 Guttala Begum pet  17 
0
26’27.14”N, 782 

0
3’33.52”E 

 

Generation of base map 

All the features that are imported from CAD and generated in GIS are spatially  referenced and projection to fo rm a base map 

of the study area. All the feature classes are overlaid and the base map generated is shown in figure below.  

 

 
 

Base Map of Cantonment Area 
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VI. CONCLUS IONS  

 

 The lengths and areas of the five wards are calculated separately and then the  deficiency and road densities are 

calculated for each ward. 

 The various areas for each ward are calcu lated for Built up area.  

 Minor junctions, Major junctions are identified in the five wards. 

 The different Lengths of the roads, areas of each ward is calculated through Arc GIS.  

 Road densities are calculated for the princip le, sub arterials, collector streets, and local streets. 

 Network connectivity analysis is done for Excellent,  good, satisfactory for each ward.  

 

Recommendations 

 

 Width deficiency is main problem to road network, so we should increase the width of the road as per AASTHO and 

IRC. 

 In order to ensure a sustained rural development in the area, there is the need to increase the level of p rovision of 

road network facilit ies. 

 A well maintained transport route promotes socio-economic and infrastructural development. Furthermore, roads 

should be constructed to link up the numerous areas to each other and to their various districts. 

 Road network connectivity analysis was done by assessing the nature of road network provision Consequently the 

analysis was done by using software’s like Auto Cad, Arc Gis.  
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ABSTRACT This Paper presents the application of ELF procedure for the analysis of steel MRFs. The load has been 
calculated using IS 1893-2002. The frames have been analyzed using STAAD-2004. The variation of 

height of the building along with the lateral displacement and also with the floor weight is studied and the results are 
presented.

INTRODUCTION
ELF procedure has been applied in a ten storied MRFs 
which is in Hyderabad (Zone II). Simplest method of analy-
sis and Static approximation. The design base shear shall 
first be computed as a whole. Then the design base shear 
should be distributed along the height of the buildings. 
The distribution should based upon the simple formulas’ 
appropriate for building with regular distribution of mass 
and stiffness.  Further the frames has been analyzed us-
ing STAAD and the results were produced in the form of 
graphs.

METHODS OF SEISMIC ANALYSIS
Static: Equivalent lateral force analysis & Simplified analysis 

Dynamic: Modal response spectrum analysis & Linear re-
sponse history analysis

Nonlinear :  Nonlinear response history  analysis

3.   MOMENT RESISTING FRAMES

 
Moment-resisting frame systems can be steel, concrete, or 
masonry construction. They provide complete space frame 
throughout the building to carry vertical loads, and they 
use some of those same frame elements to resist lateral 
forces.

BASE SHEAR DETERMINATION
Base shear is an estimate of the maximum expected lateral 
force that will occur due to seismic ground motion at the 
base of a structure. Calculations of base shear (V) depend 

Fig:3.1Moment resisting frames

on soil conditions at the site and  proximity to potential 
sources of seismic activity (such as geological faults)

Base Shear, V = AhW 

Where: Ah= ZI/2R*Sa/g

W= the effective seismic weight, including applicable por-
tions of other storage and snow loads (IS1893-2002)

ZONE FACTOR
Zone factor given in table 2 of  IS 1893-2002(part-1) or it 
can also be determined from seismic map of India Factor 
2 in the denominator used to reduce the maximum consid-
ered earth quake zone factor to ht factor for design basis 
earthquake. 

Table:5.1 Zone factor

Zone factor(Z) Categories 

0.1 II 

0.16 III 

0.24 IV 

0.36 V 

 
6. IMPORTANCE FACTOR AND RESPONSE REDUCTION 
FACTOR
The Importance factor I depends upon the functional use 
of the structure. It is mentioned in the table of table 6 of 
IS 1893-2002. Two categories are there based on the func-
tional use. 1. Important service and community buildings 
(1.5) 2. All other buildings(1.0) Response reduction  is 
based upon the perceived seismic damage performance 
of the structure, characterized by ductile or brittle defor-
mation. For an extreme brittle building R=1.5. For more 
ductile building R=5. Sa/g  is the average response accel-
eration co-efficient for rock and soil sites given in IS 1893-
2002 Fig:2.

7. APPROXIMATE TIME PERIOD AND SEISMIC WEIGHT 
(w)
According to the clause 7.6 of IS 1893 it is summarized as    
Ta = 0.075 h0.75 –   Moment resisting Rcc framed building 
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without brick infills. Ta =0.085 h0.75 - Moment resisting steel 
framed building without brick infills.  Ta =0.09h/√d –All oth-
er buildings. 
W is to include all dead load (all permanent compo-
nents of the building, including permanent equipment) 
(ie)      sum of seismic weight of all the floors. Only 50% 
of the live load is lumped at all the floors. a) Only a part 
of the maximum live load will probably existing at the time 
of earthquake. b) Non- Rigid mounting of the live load ab-
sorbs part of the earthquake energy.

8.VERTICAL DISTRIBUTION OF BASE SHEAR
For short period buildings the vertical distribution follows 
generally follows the first mode of vibration in which the 
force increases linearly with height for evenly distributed 
mass. For long period buildings the force is shifted up-
wards to account for the whipping action associated with 
increased flexibility. Q=Vb* wihi

2/∑wihi
2/4 

 
Story shear, Vx, is the shear force at a given story level and 
Vx is the sum of all the forces above that level. Being an 
inertial force, the Story Force, Fx, is distributed in accord-
ance with the distribution of the mass at each level. The 
Story Shear, Vx, is distributed to the vertical lateral force re-
sisting elements based on the relative lateral stiffness of 
the vertical resisting elements and the diaphragm

9. PROBLEM STATEMENT
Consider a ten-storey steel office building shown in Fig. 
below. The building is located in Hyderabad (seismic zone 
II). The soil conditions are medium stiff and the entire 
building is supported on isolated rigid column footings. 
The steel moment resisting frames are infilled with light-
weight sheets. The lumped weight due to dead loads is 
12 kN/m2 on floors and 10 kN/m2 on the roof. The floors 
are to cater for a live load of 4 kN/m2 on floors and 1.5 
kN/m2 on the roof. Determine design seismic load on the 
structure as per new code.

Design Parameters:  For seismic zone II, the zone factor Z 
is 0.1 (Table 2 of IS: 1893). Being an office building, the 
importance factor, I, is 1.0 (Table 6 of IS: 1893). Building is 
required to be provided with moment resisting frames de-
tailed as per IS: 13920-1993. Hence, the response reduc-
tion factor, R, is 5. (Table 7 of IS: 1893 Part 1) 

Seismic Weights: The floor area is (width: 4 bays each 6m 
and length: 6 bays each 7m) 24×42=1008 sq. m. Since the 
live load class is 4kN/sq.m, only 50% of the live load is 
lumped at the floors. At roof, no live load is to be lumped. 
Hence, the total seismic weight on the floors and the roof 
is:  

TABLE 9.1. Lateral Load Distribution with Height by the 
Equivalent Lateral Force (ELF) Procedure
W 1 = W 2 = W 3 = W 4 = W 5 = W 6 = W 7 = W 8
=W9=1008×(12+0.5×4)

=14,112KN       

Roof: W10 = 1008×10= 10,080 kN (Clause7.3.1, Table 
8 of IS: 1893 Part 1)

Total Seismic weight of the structure,

W = ΣWi = 9×14,112 + 10,080= 1,37,088 kN 

Fundamental Period: 
Lateral load resistance is provided by moment resisting 
frames infilled with steel panels. Hence, approximate fun-
damental natural period: Ta=0.085 h0.75 (Clause 7.6.2. of IS: 
1893 Part 1)

Ta=0.085*300.75=1.089 sec.

The building is located on Type II (medium soil). From Fig. 
2 of IS: 1893, for T=1.089 sec, Sa/g=1.25

Ah=  =0.10*1.0*1.25/2*5 =0.0125 

Design Base Shear 
VB=Ah*Ws

= 0.0125*1,37,088

= 1713.6KN

9.2.3.   Force Distribution with Building Height: 
The design base shear is to be distributed with height 
as per clause 7.7.1. Table 1.1 gives the calculations. Fig. 
1.2(a) shows the design seismic force in X-direction for the 
entire building. 

Level Wi hi wihi
2*1000 wihi

2/Ewihi
2 Vb* 

wihi
2/∑wihi

2 
Vb* 
wihi

2/∑wihi
2/4 

10 10080 30 9072000 0.20040 343.40 85.85
9 14112 27 10287648 0.22725 389.42 97.35
8 14112 24 8128512 0.17955 307.69 76.92
7 14112 21 6223392 0.13747 235.57 58.89
6 14112 18 4572288 0.10100 173.07 43.26
5 14112 15 3175200 0.07014 120.19 30.04
4 14112 12 2032128 0.04489 76.92 19.23
3 14112 9 1143072 0.02525 43.26 10.81
2 14112 6 508032 0.01122 19.23 4.80
1 14112 3 127008 0.00280 4.80 1.20
         ∑₌ 45269280 1 1713.6   



INDIAN JOURNAL OF APPLIED RESEARCH  X 439 

Volume : 6 | Issue : 1  | JANUARY 2016 | ISSN - 2249-555XReseaRch PaPeR

REFERENCE 1. Murty, C.V.R and jain.S.K,” A review of IS 1893 provisions on seismic design of buildings”. The Indian concrete journal vol.68 No 11 1994 
pp 619-632 | | 2. Jain S.K, Chandra.B and paul D.K” chapter on Indian seismic code” international handbook of Earthquake Engineering(M.Paz 

editor), chapman and hall, New York, USA 1994 pp 256-276 | | 3. IS 1893-1984 Indian standard criteria for earthquake resistant design of structures, Bureau of Indian 
standards, New Delhi,1984 | | 4. Murty, C.V.R and jain.S.K,” A proposed draft for IS 1893 provisions on seismic design of buildings part I code” journal of structural 
engineering | | 5. Navin r and jain s.k. “Assesment of seismic overstrength in reinforced concrete frames” research report, IIT, Kanpur. | | 6. Jain S.K.Dynamic analysis of 
buildings with flexible floor diaphragms. International journal of structures volume 8,1988 | | 7. Rutenberg.A “ Laterally loaded flexible Diaphragm buildings” | 8. UBC 
building code, International conference of building officiers, whitier, California,1991 | | 9. Seismic analysis of structures-D.K.Datta | | 10. Structural Dynamics- Mario 
Paz | | 

TABLE 9.2. weight of each floor

Floor No. weight of 
beams(kg)

weight of 
columns(kg)

total 
weight(kg)

Roof(Floor-10) 280.53 76 356.53
9 433.15 111.14 544.29
8 450.47 135.62 586.09
7 446.93 164.94 611.87
6 420.64 204.63 625.27
5 435.21 195.4 630.61
4 378.83 254.97 633.8
3 407.01 270.66 677.67
2 484.73 285.34 770.07
1 438.37 288.68 727.05

 
Fig:9.1 Total weight vs No of floors

 

Fig:9.2 Displacement vs No of floors

 
10. CONCLUSION
It has been concluded that the Displacement is directly 
proportional to No of Floors and the Total weight is in-
versely proportional to No of Floors. 

Seismic design provisions for architectural, mechanical and 
electrical components in the building. These are integral 
part of a building, and damage to these may constitute a 
significant loss.

Seismic design provisions for different types of founda-
tions for buildings. Foundations are indeed very important 
component of the building and need to be protected dur-
ing strong ground shaking. Foundations require additional 
conservatism in design as compared to that for the super-
structure because (i) the foundations support the entire su-
perstructure and hence loss of foundation support can be 
disastrous and (ii) the damage to foundation will be diffi-
cult to inspect or  8.1991 uniform 8. 8. UBC building code, 
International conference of building officiers, whitier, Cali-
fornia,1991 repair after the earthquake events.
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throughout the building to carry vertical loads, and they 
use some of those same frame elements to resist lateral 
forces.
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base of a structure. Calculations of base shear (V) depend 
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on soil conditions at the site and  proximity to potential 
sources of seismic activity (such as geological faults)

Base Shear, V = AhW 

Where: Ah= ZI/2R*Sa/g

W= the effective seismic weight, including applicable por-
tions of other storage and snow loads (IS1893-2002)

ZONE FACTOR
Zone factor given in table 2 of  IS 1893-2002(part-1) or it 
can also be determined from seismic map of India Factor 
2 in the denominator used to reduce the maximum consid-
ered earth quake zone factor to ht factor for design basis 
earthquake. 
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6. IMPORTANCE FACTOR AND RESPONSE REDUCTION 
FACTOR
The Importance factor I depends upon the functional use 
of the structure. It is mentioned in the table of table 6 of 
IS 1893-2002. Two categories are there based on the func-
tional use. 1. Important service and community buildings 
(1.5) 2. All other buildings(1.0) Response reduction  is 
based upon the perceived seismic damage performance 
of the structure, characterized by ductile or brittle defor-
mation. For an extreme brittle building R=1.5. For more 
ductile building R=5. Sa/g  is the average response accel-
eration co-efficient for rock and soil sites given in IS 1893-
2002 Fig:2.

7. APPROXIMATE TIME PERIOD AND SEISMIC WEIGHT 
(w)
According to the clause 7.6 of IS 1893 it is summarized as    
Ta = 0.075 h0.75 –   Moment resisting Rcc framed building 
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without brick infills. Ta =0.085 h0.75 - Moment resisting steel 
framed building without brick infills.  Ta =0.09h/√d –All oth-
er buildings. 
W is to include all dead load (all permanent compo-
nents of the building, including permanent equipment) 
(ie)      sum of seismic weight of all the floors. Only 50% 
of the live load is lumped at all the floors. a) Only a part 
of the maximum live load will probably existing at the time 
of earthquake. b) Non- Rigid mounting of the live load ab-
sorbs part of the earthquake energy.

8.VERTICAL DISTRIBUTION OF BASE SHEAR
For short period buildings the vertical distribution follows 
generally follows the first mode of vibration in which the 
force increases linearly with height for evenly distributed 
mass. For long period buildings the force is shifted up-
wards to account for the whipping action associated with 
increased flexibility. Q=Vb* wihi

2/∑wihi
2/4 

 
Story shear, Vx, is the shear force at a given story level and 
Vx is the sum of all the forces above that level. Being an 
inertial force, the Story Force, Fx, is distributed in accord-
ance with the distribution of the mass at each level. The 
Story Shear, Vx, is distributed to the vertical lateral force re-
sisting elements based on the relative lateral stiffness of 
the vertical resisting elements and the diaphragm

9. PROBLEM STATEMENT
Consider a ten-storey steel office building shown in Fig. 
below. The building is located in Hyderabad (seismic zone 
II). The soil conditions are medium stiff and the entire 
building is supported on isolated rigid column footings. 
The steel moment resisting frames are infilled with light-
weight sheets. The lumped weight due to dead loads is 
12 kN/m2 on floors and 10 kN/m2 on the roof. The floors 
are to cater for a live load of 4 kN/m2 on floors and 1.5 
kN/m2 on the roof. Determine design seismic load on the 
structure as per new code.

Design Parameters:  For seismic zone II, the zone factor Z 
is 0.1 (Table 2 of IS: 1893). Being an office building, the 
importance factor, I, is 1.0 (Table 6 of IS: 1893). Building is 
required to be provided with moment resisting frames de-
tailed as per IS: 13920-1993. Hence, the response reduc-
tion factor, R, is 5. (Table 7 of IS: 1893 Part 1) 

Seismic Weights: The floor area is (width: 4 bays each 6m 
and length: 6 bays each 7m) 24×42=1008 sq. m. Since the 
live load class is 4kN/sq.m, only 50% of the live load is 
lumped at the floors. At roof, no live load is to be lumped. 
Hence, the total seismic weight on the floors and the roof 
is:  

TABLE 9.1. Lateral Load Distribution with Height by the 
Equivalent Lateral Force (ELF) Procedure
W 1 = W 2 = W 3 = W 4 = W 5 = W 6 = W 7 = W 8
=W9=1008×(12+0.5×4)

=14,112KN       

Roof: W10 = 1008×10= 10,080 kN (Clause7.3.1, Table 
8 of IS: 1893 Part 1)

Total Seismic weight of the structure,

W = ΣWi = 9×14,112 + 10,080= 1,37,088 kN 

Fundamental Period: 
Lateral load resistance is provided by moment resisting 
frames infilled with steel panels. Hence, approximate fun-
damental natural period: Ta=0.085 h0.75 (Clause 7.6.2. of IS: 
1893 Part 1)

Ta=0.085*300.75=1.089 sec.

The building is located on Type II (medium soil). From Fig. 
2 of IS: 1893, for T=1.089 sec, Sa/g=1.25

Ah=  =0.10*1.0*1.25/2*5 =0.0125 

Design Base Shear 
VB=Ah*Ws

= 0.0125*1,37,088

= 1713.6KN

9.2.3.   Force Distribution with Building Height: 
The design base shear is to be distributed with height 
as per clause 7.7.1. Table 1.1 gives the calculations. Fig. 
1.2(a) shows the design seismic force in X-direction for the 
entire building. 

Level Wi hi wihi
2*1000 wihi

2/Ewihi
2 Vb* 

wihi
2/∑wihi

2 
Vb* 
wihi

2/∑wihi
2/4 

10 10080 30 9072000 0.20040 343.40 85.85
9 14112 27 10287648 0.22725 389.42 97.35
8 14112 24 8128512 0.17955 307.69 76.92
7 14112 21 6223392 0.13747 235.57 58.89
6 14112 18 4572288 0.10100 173.07 43.26
5 14112 15 3175200 0.07014 120.19 30.04
4 14112 12 2032128 0.04489 76.92 19.23
3 14112 9 1143072 0.02525 43.26 10.81
2 14112 6 508032 0.01122 19.23 4.80
1 14112 3 127008 0.00280 4.80 1.20
         ∑₌ 45269280 1 1713.6   
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TABLE 9.2. weight of each floor

Floor No. weight of 
beams(kg)

weight of 
columns(kg)

total 
weight(kg)

Roof(Floor-10) 280.53 76 356.53
9 433.15 111.14 544.29
8 450.47 135.62 586.09
7 446.93 164.94 611.87
6 420.64 204.63 625.27
5 435.21 195.4 630.61
4 378.83 254.97 633.8
3 407.01 270.66 677.67
2 484.73 285.34 770.07
1 438.37 288.68 727.05

 
Fig:9.1 Total weight vs No of floors

 

Fig:9.2 Displacement vs No of floors

 
10. CONCLUSION
It has been concluded that the Displacement is directly 
proportional to No of Floors and the Total weight is in-
versely proportional to No of Floors. 

Seismic design provisions for architectural, mechanical and 
electrical components in the building. These are integral 
part of a building, and damage to these may constitute a 
significant loss.

Seismic design provisions for different types of founda-
tions for buildings. Foundations are indeed very important 
component of the building and need to be protected dur-
ing strong ground shaking. Foundations require additional 
conservatism in design as compared to that for the super-
structure because (i) the foundations support the entire su-
perstructure and hence loss of foundation support can be 
disastrous and (ii) the damage to foundation will be diffi-
cult to inspect or  8.1991 uniform 8. 8. UBC building code, 
International conference of building officiers, whitier, Cali-
fornia,1991 repair after the earthquake events.
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ABSTRACT:

An acute shortage of river sand which is generally used 
as a fine aggregate in concrete has been affecting the con-
struction sector. The scarcity has led to the skyrocketing 
price of sand, escalating construction costs. The situation 
has dashed the dreams of many in the lower- and middle-
income groups to own a house. There were studies about 
the depletion of river sand and the need for scientific 
management and exploitation of the available resource. 
Following the shortage of river sand, some research in-
stitutions are searching alternatives that can be used for 
construction.Ferrous and non ferrous metal casting in-
dustries produce several million tons of byproduct in the 
world. In India, approximately 2 million tons of waste 
foundry sand is produced yearly. WFS is a major byprod-
uct of metal casting industry and successfully used as a 
land filling material for many years. In an effort to use the 
WFS in large volume, research is being carried out for its 
possible large scale utilization in making concrete as par-
tial replacement of fine aggregate. Foundry sand consists 
primarily of silica sand, coated with a thin film of burnt 
carbon, residual binder (bentonite, sea coal, resins) and 
dust. Foundry sand can be used in concrete to improve its 
strength and other durability factors. Foundry Sand can 
be used as a partial replacement of fine aggregates or to-
tal replacement of fine aggregate and as supplementary 
addition to achieve different properties of concrete.This 
experimental investigation was performed to evaluate the 
strength properties of concrete mixtures, in which river 
sand was partially replaced with Waste Foundry Sand by 
weight. Compression test was carried out at the age of   
28 days of curing. Split tensile test was performed at the 
age of 28 days. Flexural strength was tested at 28 days of 
curing. Test results indicate an increase in compressive 
strength of plain concrete by inclusion of WFS as a par-
tial replacement of fine aggregate. The maximum strength 
was achieved at 40% replacement, after which there was 
loss in compressive strength, split tensile strength and 
Flexural strength decreased.
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The results indicate in concrete. However, the partial re-
placement should not exceed 40% in plain concrete.      
            
Keywords:
Plain Cement Concrete, Foundry Sand, bentonite, 
Compression strength, Split tensile strength, Flexural 
strength.

1. Introduction:

Solid waste management has become one of the global 
environmental issues, as there is continuous increase in 
industrial by-products and waste materials. Due to lack of 
land filling space and its ever increasing cost, utilization 
of waste material and by-products has become an attrac-
tive alternative to disposal. Waste foundry sand (WFS) 
is one of such industrial by-product. Ferrous and non 
ferrous metal casting industries produce several million 
tons of by-product in the world. In India, approximately 
2 million tons of waste foundry sand is produced yearly. 
WFS is major by-product of metal casting industry and 
successfully used as a land filling material for many 
years. But use of waste foundry sand for land filling is 
becoming a problem due to rapid increase in disposal 
cost. Metal foundries use large amounts of sand as part of 
the metal casting process. Foundries successfully recycle 
and reuse the sand many times in a foundry. When the 
sand can no longer be reused in the foundry, it is removed 
from the foundry and is termed “Waste Foundry Sand”. 
Foundry industry produces a large amount of by-product 
material during casting process. The ferrous metal casts 
in foundry are cast iron and steel, non ferrous metal are 
aluminum, copper, brass and bronze. Over 70% of the to-
tal by-product material consists of sand because moulds 
consist usually of molding sand, which is easily available, 
inexpensive, resistance to heat damage and easily bonded 
with binder and other organic material in mould. Foundry 
industry use high quality specific size silica sand for their 
molding and casting process. These WFS is black in color 
and contain large amount of fines.
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The typical physical and chemical property of WFS is 
dependent upon the type of metal being poured, casting 
process, technology employed, type of furnaces (induc-
tion, electric arc and cupola) and type of finishing process 
(grinding, blast cleaning and coating).

Fig: 1 Waste Foundry Sand

2. Chemical Composition:

Chemical Composition of the foundry sand relates direct-
ly to the metal molded at the foundry. This determines 
the binder that was used, as well as the combustible ad-
ditives.  Typically, there is some variation in the foundry 
sand chemical composition from foundry to foundry. 
Sands produced by a single foundry, however, will not 
likely show significant variation over time. 

Moreover, blended sands produced by consortia of found-
ries often produce consistent sands. The chemical com-
position of the foundry sand can impact its performance. 
Waste foundry sand consists primarily of silica sand, 
coated with a thin film of burnt carbon, residual binder 
(bentonite, sea coal, resins) and dust.

Fig: 2 Deleterious Materials in WFS

3. Objectives of Present Investigation:

•To investigate the effect of waste foundry sand as a par-
tial replacement of fine aggregate on strength properties 
of M20, M40 and M60 grades of concrete 
•To reduce the problem of disposal of industrial waste.  

4. Scope of the Present Work:

The present experiment is carried out to investigate on 
strength properties of concrete mixes of grade M20, M40 
and M60 in which fine aggregate (river sand) is to be par-
tially replaced with Waste Foundry Sand. Fine aggregate 
will be replaced with six percentages (0%, 20%, 40%, 
60%, 80% and 100%) of WFS by weight. Some of the 
strength properties such as Compressive strength, Split 
tensile strength and Flexural strength of Plain Concrete.

5.Preliminary Investigation on Foundry Sand
5.1 Chemical Composition of Waste Foundry 
Sand

                 Volume No: 2 (2015), Issue No: 12 (December)                                                                                           December 2015
                                                                             www.ijmetmr.com                                                                                                                                        Page 613



                                                                                                                         ISSN No: 2348-4845
International Journal & Magazine of Engineering, 

Technology, Management and Research
A Peer Reviewed Open Access International Journal   

5.2 Sieve Analysis Chart for Waste Foundry 
Sand

5.3 Physical Properties of Waste Foundry 
Sand

6. Concrete Mix Design:
In the present investigation using the properties of cement, 
aggregate concrete mix of M20, M40 and M60 grade was 
designed as per IS 10262-1982 the mix design procedure 
and calculations are presented in Appendix A the follow-
ing proportions by weight were obtained.

7. Results and Discussions
7.1 Compressive Strength of Concrete

Cube specimens were tested for compression and the ul-
timate compressive strength was determined from failure 
load, measured using compression testing machine. The 
average values of compressive strength of 3 specimens 
for each category at the age of 28 days are tabulated in the 
Table 4.2. The relative compressive strength of various 
concrete mixes (0%, 20%, 40%, 60%, 80% and 100%) for 
different grades (M20, M40 and M60) of concrete.

Compressive Strength of Various Concrete 
Mixes with Replacement of Fine Aggre-
gate over Waste Foundry Sand for Different 
Grades of Concrete
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7.2 Split Tensile Strength of Concrete:

Cylinder specimens were tested for split tensile strength 
and strength was determined from failure load, measured 
using compression testing machine. The average values 
of split tensile strength of 3 specimens for each category 
at the age of 28 days are tabulated in the Table 4.3 and 
Figure 4.3 show the graphical representation of variation 
of split tensile strength of plain concrete of various con-
crete mixes (0%, 20%, 40%, 60%, 80% and 100%) for 
different grades (M20, M40 and M60) of concrete.

Split Tensile Strength of Various Concrete 
Mixes with Replacement of Fine Aggre-
gate over Waste Foundry Sand for Different 
Grades of Concrete

7.3 Flexural Strength of Concrete:

Beam specimens were tested for flexural strength using 
universal testing machine. The tests were carried out con-
firming to IS 516-1959; the specimens were tested under 
two point loading.
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The average value of 3 specimens for each category at 
the age of 28 days is tabulated in the Table 4.4. Figure 4.4 
shows the graphical representation of variation of flexural 
strength of plain concrete of various concrete mixes (0%, 
20%, 40%, 60%, 80% and 100%) for different grades 
(M20, M40 and M60) of concrete.

Flexural Strength of Various Concrete Mix-
es with Replacement of Fine Aggregate over 
Waste Foundry Sand for different Grades of 
Concrete

CONCLUSIONS :

•Increase in compressive strength of the concrete with 
increases in waste foundry sand up to 40% and the maxi-
mum compressive strength is achieved at 40% replace-
ment of natural fine aggregate with waste foundry sand 
which comes to be  33.86 MPa for (M20 grade), 54.65 
MPa for ( M40 grade) and 73.83 MPa  for (M60 grade)
respectively and then there was a considerable decrease 
in the strength.

•Replacement of fine aggregate with waste foundry sand 
showed increase in the split tensile strength of plain con-
crete of grade M20, M40 and M60 up to 40% and then 
there was a considerable decrease in the strength. Maxi-
mum strength was achieved at 40% i.e. 4.34 MPa , 6.37 
MPa  and 9.06 MPa  respectively.

•Replacement of fine aggregate with waste foundry sand 
showed increase in the Flexural strength of plain concrete 
of grade M20, M40 and M60 up to 40% and then there 
was a considerable decrease in the strength. Maximum 
strength was achieved at 40% i.e. of 6.02 MPa, 9.05 MPa 
and 11.64 MPa   respectively.

•When percentage of waste foundry sand was increased 
beyond 40% the mix started losing its workability.

•Use of foundry sand in concrete can save the ferrous and 
non-ferrous metal industries disposal, cost and produce a 
‘greener’ concrete for construction.

•Environmental effects from wastes and disposal prob-
lems of waste can be reduced through this research.
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•A better measure by an innovative Construction Material 
is formed through this research.

The used foundry sand can be innovative Construction 
Material but judicious decisions are to be taken by engi-
neers

Future scope of work:

•Further research can be carried out to study the durability 
properties of concrete incorporating waste foundry sand 
as a partial replacement of fine aggregate.

•The investigation of concrete incorporating waste found-
ry sand can be carried out with addition of different types 
of fibers like steel fibers, recron fibers, synthetic fibers, 
dura fibers, natural fibers and glass fibers and with differ-
ent aspect ratio. 

•Further research can be carried out to study the proper-
ties of concrete with partial replacement of fine aggregate 
with waste foundry sand and partial replacement of ce-
ment with different mineral admixtures like GGBS, fly-
ash, metakaolin, micro silica, rice husk ash etc, with addi-
tion of different percentages of fibers.
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ABSTRACT 

Concrete Permeability may be the most relevant 

property affecting its durability, especially 

under exposure to aggressive environment, as a 

permeability is an aspect of concrete 

performance that must be specified, designed 

for an monitored in the production of concrete. 

To determine the chloride permeability of 

concrete, many engineers have increasingly 

been using AASHTO T277, “Rapid 

determination of the chloride permeability of 

concrete”. Current research studies dealing with 

normal to moderate concrete strengths have 

questioned the validity of AASHTO T277, has 

sole indicator of concrete permeability it has 

been suggested that for specific concrete mixes 

AASHTO T277 should not be solely  without 

developing initial correlation data with 

AASHTO T259 resistance of concrete to 

chloride penetration. 

 The main objective of this study is been to 

evaluate the permeability of concrete with 

phosphogypsum as admixture by using the 

“Rapid chloride chloride ion permeability 

teat(RCPT)” with all specifications confirming 

to ASTMC 1202 to evaluate  the permeability of 

concrete with phosphogysum as admixture  a 

series of tests were planned and 

performed.Replacement of cement by 

phosphorgypsum as 0%, 10%, 20% and 30%                      

for water / powder ratio 0.50 of M20 grade 

concrete for every mix 3 cubes of size 

150mmX150mmX150mm and 6 cylinders of 

size 95mm diameter and 50mm height were 

casted. Cubes were tested at 28 days after 

casting and the statistical data presented. 3 

cylinders were tested at 28 days after casting 

and remaining 3 cylinders were tested at 90 days 

after casting. Based on the amount of charge 

passed in coulombs, Chloride ion permeability 

of the concrete may be defined as high, 

moderate, low and very low. The statistical data 

of chloride ion permeability at 28 days and 90 

days is presented. 
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1. INTRODUCTION 

The use of pozzolanic materials in cement 

concrete paved a solution for 

 Modifying the properties of the concrete 

 Controlling the concrete production cost 

 To overcome the scarcity of cement 

 The economic advantageous disposal of 

industrial wastes 

The most important pozzolanic materials are fly 

ash, silica fume , metakaolin and 

Phosphogypsum whose use in cement and 

concrete is thus likely to be a significant 

achievement in the development of concrete 

technology in the coming few decades. 

1.1 Phosphogypsum 

Phosphogypsum is a by-product in the wet 

process for manufacture of phosphoric acid 

(ammonium phosphate fertilizer) by the action 

of sulphuric acid on the rock phosphate. It is 

produced by various processes such as 

dehydrate, hemihydrate or anhydrite processes. 

In India the majority of phosphogypsum is 

produced by the dehydrate process due to its 

simplicity in operation and lower maintenance 

as compared to other processes. The other 

sources of phosphogypsum are by-products of 

hydrofluoric acid and boric acid industries.  

 Current worldwide production of phosphoric 

acid yields over 100 million tons of 

phosphogypsum per year. While most of the rest 

of the world looked at phosphogypsum as a 

valuable raw material and developed process to 

utilize it in chemical manufacture and building 

products, India blessed with abundant low-cost 

natural gypsum piled the phosphogypsum up 

rather than bear the additional expense of 

utilizing it as a raw material. It should be noted 

that during most of this time period the primary 

reason phosphogypsum was not used for 

construction products in India was because it 

contained small quantities of silica, fluorine and 

phosphate (P205) as impurities and fuel was 

required to dry it before it could be processed 

for some applications as a substitute for natural 

gypsum, which is a material of higher purity. 

However, these impurities impair the strength 

development of calcined products. It has only 

been in recent years that the question of 

radioactivity has been raised and this question 

now influences every decision relative to 

potential use in building products in this 

country. 

2. OBJECTIVE AND SCOPE OF STUDY 

The scope of present investigation is to study 

and evaluate the effect of replacement of cement 

by various percentages of phosphogypsum 

(0%,10%,20% and 30%) for M20 grade concrete 

with water binder ratio of 0.50 at 28 days of 



 

A Study on Permeability Charecteristics of Phosphogypsum Based Concrete (IJSRD/Vol. 6/Issue 04/2016/116) 
 

compressive strength and permeability 

characteristics at  28 days and 90 days. 

2.1 OBJECTIVES OF THE PRESENT 

STUDY  

The objective of the present study is to 

investigate the durability characteristics of 

phosphogypsum based concrete. 

 To find out the compressive strength of 

phosphogypsum based concrete by replacing 

the cement by various percentages of 

phosphogypsum (0%,10%,20% and 30%) 

after 28 days of curing. 

  To estimate the permeability of of 

phosphogypsum based concrete by replacing 

the cement by various percentages of 

phosphogypsum (0%,10%,20% and 30%) 

after casting 28 days and 90 days by 

chloride ion permeability test procedure.   

5.3 SCOPE OF STUDY 

 The scope of present investigation is limited 

to find out   the compressive strength of 

phosphogypsum based concrete by replacing 

the cement by various percentages of 

phosphogypsum (0%,10%,20% and 30%) 

after 28 days of curing by  compressive 

strength testing machine. 

  Further the scope of present investigation is 

limited to  estimate the  permeability of of 

phosphogypsum based concrete by replacing 

the cement by various percentages of 

phosphogypsum (0%,10%,20% and 30%) 

after casting 28 days and 90 days by 

chloride ion permeability test procedure 

 

3. EXPERIMENTAL INVESTIGATIONS 

3.1 Cement 

The cement used in all mixtures was 

commercially available Ordinary Portland 

cement (OPC) of 53 grade manufactured by 

Ultratech Company confirming to IS: 12269-

1987 . 

Table 3.1 Physical properties of cement 

S. 

No 
Property 

Experi

mental 

Values 

Suggested 

value as per 

IS: 12269-

1987 code 

1. 

Specific 

gravity 

3.15 3.14 

2. 

Normal 

Consistency 

33% - - 

3. 

Initial Setting 

Time 

112min 

Min 30 

minutes 
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4. 

Final Setting 

Time 

238min Max 10 Hours 

3.2 Coarse Aggregates 

The coarse aggregate from a local crushing unit 

having 20mm normal size well-graded 

aggregate according to IS-383 is used in this 

investigation. The coarse aggregate procured 

from quarry was sieved through 20mm, 16mm, 

12.5mm, 10mm and 4.75mm sieves. The 

material retained on 12.5mm, 10mm and 

4.75mm sieves was filled in bags and stacked 

separately and used in the production of Self 

Compacting Concrete.  

Table 3.2 Physical properties of coarse 

aggregate 

S. No Property Value 

1. Specific gravity 2.67 

2. Bulk density 
1239 

Kg/m3 

3. Water Absorption 0.4% 

4. Fineness modulus 7.01 

3.3 Fine Aggregates 

The fine aggregate that falls in zone-I was 

obtained from a nearby river course. The sand 

obtained was sieved through all the sieves 

(i.e.4.75mm, 2.36mm, 1.18mm, 600, 300, 

150). Sand retained on each sieve was filled in 

different bags and stacked separately for use. To 

obtain zone-I sand correctly, sand retained on 

each sieve is mixed in appropriate proportion.  

Table 3.3 Physical properties of fine 

aggregate 

S. No Property Value 

1. Specific gravity 2.61 

2. Fineness modulus 3.06 

3. Bulk Density 1502 Kg/m3 

4. Grading Zone-I 

Table 3.4 Sieve analysis of fine aggregate 

Sie

ve 

size 

(m

m) 

Weight 

retained(g

ms) 

% 

weigh

t 

retain

ed 

Cumulative

(%) weight 

retained(F) 

% 

Weig

ht 

passi

ng 

Cumula

tive % 

weight 

passing 

4.7

5 
22 2.2 2.2 97.8 97.8 

2.3

6 
38 3.8 6 94 191.8 

1.1

8 
221 22.1 28.1 71.9 263.7 
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60

0 
435 43.5 71.6 28.4 292.1 

30

0 
270 27.0 98.6 1.4 293.5 

15

0 
12 1.2 99.8 0.2 293.7 

3.4 Phosphogypsum 

The Phosphogypsum used in the investigation 

was obtained from Coromandel international 

Ltd, Ennore,Chennai. The Phosphogypsum 

passing through 90 sieve was used throughout 

the experiment. The specific gravity of 

Phosphogypsum was found to be 2.34. The 

Phosphogypsum used in this study was basically 

to improve workability and cohesiveness of 

concrete. 

4. CALCULATIONS 

Table 4.1 Concrete ingredients by weight for 

0%  Phosphogypsum (M20mix) 

Ceme

nt 

( Kg) 

Phosph

ogypsu

m 

(Kg) 

Fine 

aggrega

te(Kg) 

Coarse 

aggrega

te(Kg) 

W

/P 

ra

tio 

Wat

er 

in 

(Lit

res) 

383 0 600.4 1144.3 0.

50 

197.

2 

1 0 1.57 2.99 0.

5 

0.5 

 

 

Table 4.2 Concrete ingredients by weight for  

10%  Phosphogypsum  (M20mix) 

Cemen

t 

( Kg) 

Phosp

hogyp

sum 

(Kg) 

Fine 

aggrega

te(Kg) 

Coarse 

aggrega

te(Kg) 

W

/P 

ra

tio 

Wat

er 

in 

(Lit

res) 

383 38.3 600.4 1144.3 0.

50 

197

.2 

1 0.1 1.57 2.99 0.

5 

0.5 

Table 4.3 Concrete ingredients by weight for  

20%  Phosphogypsum  (M20mix) 

Ceme

nt 

( Kg) 

Phosph

ogypsu

m 

(Kg) 

Fine 

aggrega

te(Kg) 

Coarse 

aggrega

te(Kg) 

W

/P 

ra

tio 

Wat

er 

in 

(Lit

res) 

383 76.6 600.4 1144.3

3 

0.

50 

197

.2 

1 0.2 1.57 2.99 0.

5 

0.5 

 

 



 

A Study on Permeability Charecteristics of Phosphogypsum Based Concrete (IJSRD/Vol. 6/Issue 04/2016/116) 
 

Compaction factor value Vs % of Phopsphogypsum

0.891

0.885

0.872

0.867

0.855

0.860

0.865

0.870

0.875

0.880

0.885

0.890

0.895

0 10 20 30

% of Phosphogysum

C
o

m
p

a
c

t
i
o

n
 
f
a

c
t
o

r
 
v

a
l
u

e

compaction factor value

 

Table 4.4 Concrete ingredients by weight for  

10%  Phosphogypsum  (M20mix) 

Ce

men

t 

( 

Kg) 

Phospho

gypsum 

(Kg) 

Fine 

aggrega

te(Kg) 

Coarse 

aggrega

te(Kg) 

W

/P 

ra

tio 

Wat

er 

in 

(Lit

res) 

383 76.6 600.4 1144.3

3 

0.

50 

197

.2 

1 0.2 1.57 2.99 0.

5 

0.5 

5. TABLES AND GRAPHS OF TEST 

RESULTS  

Table 6.10 Abstract of workability values of 

fresh phosphogypsum concrete mixes 

 

S.N

o. 

Replaceme

nent of 

Phosphogy

psum 

Slu

mp 

valu

e 

(mm

) 

Compac

tion 

factor 

value 

Vee-

Bee 

degree 

(secon

ds) 

1 
0% 42 0.891 3.8 

2 
10% 40 0.885 4.10 

3 
20% 32 0.872 4.70 

4 
30% 30 0.867 5.20 

  

 

 

 

Fig. 6.2 Variation Slump with   

Replacement of Phosphogypsum 

 

 

 

 

 

     

 

 

 

 

 

Fig.  6.3 Variation of Compaction Factor with  

Replacement of Phosphogypsum 
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Fig. 6.4 Variation of Vee-Bee Degree with Replacement of Phosphogypsum 

Table 6.11   Compressive Strength of Phosphogypsum  Mixes 

S. 

No. 

% of 

Phosphogypsum  

 Mix M20 

grade 

Compressive 

strength (MPa) at 

28 days 

 Average 

Compressive 

strength (MPa) at 

28 days 

1 0 percentage 

Sample 1 27.9 

28.6 Sample 2 29.3 

Sample 3 28.7 

2 10 percentage 

Sample 1 32 

31.1 Sample 2 30.4 

Sample 3 30.9 

3 20 percentage 

Sample 1 18.7 

19.8 Sample 2 21.1 

Sample 3 19.6 

4 30 percentage 

Sample 1 14.5 

15.1 Sample 2 14.8 

Sample 3 16 
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CONCLUSIONS: 

Based on the results obtained from this study, 

the following Conclusions seems to be valid. 

1.The increase in percentage replacement of 

cement with Phoshogypsum from 0% to 30% 

causes decrease in Slump value and 

Compaction factor value, but increase   Vee-

bee degree. This shows workability is 

reducing as percentage of   Phosphogypsum 

increasing.  However  at 10% replacement of 

cement with Phosphogypsum the reduction in 

workability is very nominal. Hence, 10% 

replacement of cement with   Phosphogypsum  

is suitable from workability point of view. 

2.The increase in percentage replacement of 

cement with Phosphogypsum from 0% to 10% 

causes increase in compressive strength of 

concrete from 28.60MPa to 31.10MPa. 

Further increase in percentage replacement of 

cement with Phosphogypsum from 10% to 

30% causes decrease in the compressive 

strength from 31.10MPa to 15.10MPa. Hence, 

10% replacement of cement with 

Phosphogypsum  is  advisable from 

compressive strength point of view . 

3.The increase  in percentage replacement of 

cement with  Phosphogypsum from  0% to 

30%  causes reduction in Chloride ion 

permeability from 3076 Coulombs  to  2426 

Coulombs, when tested  for Chloride ion 

permeability at the age of 28 days 

4.The increase  in percentage replacement of 

cement with  Phosphogypsum from  0% to 

30%  causes reduction in Chloride ion 

permeability from 1879 Coulombs  to  1525 

Coulombs, when tested  for Chloride ion 

permeability at the age of 90 days. 

Finally, it can conclude that though the 

permeability is reducing even upto 30% 

replacement of cement with Phophogypsum , 

Keeping the workability and compressive 

strength in mind ,10% replacement of 

Phosphogypsum is recommended for use in M20 

grade concrete. 
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 ABSTRACT                 

Constructions made of shear walls are high in strength ,they majorly resist the seismic force, wind forces 

and even can be build on soils of weak bases by adopting various ground improvement techniques. Not only 

the quickness in construction process but the strength parameters and effectiveness to bare horizontal loads 

are very high. Shear walls generally used in high earth quake prone areas, as they are highly efficient in 

taking the loads. Not only the earth quake loads but also winds loads which are quite high in some zones can 

be taken by these shear walls efficiently and effectively. Shear walls have a peculiar behavior towards 

various types of loads. Calculation of rigidity factor, reactions, shear center, shear force and bending 

moment is a topic of interest. 

 To determine the solution for shear wall location in multi-storey building based on its both elastic and 

elasto -plastic behavior’s. The earthquake load is to be calculated and applied to a multistoried building. 

Model results are calculated and analyzed for the effective location of shear wall. Hence by adopting the 

shear wall technologies to the college building of VITS block, Deshmukhi Hyderabad city. The building 

behavior is checked. The design is above verified for this same structure using extended three dimensional 

analysis of buildings (STAAD Pro V8i) software. 

The results are compared. It is found that the provision of shear wall in this building will make this structure 

completely earth quake resistant in zone II of Hyderabad. Further it is also found that the results of manual 

and STAAD Pro are almost same, the STAAD Pro giving a little bit of saving in the reinforcement quantity. 

 

Keywords— STAAD.Pro, Earth Quake Loads, Shear Walls, IS: 1893, IS:456-2000. 
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1.  INTRODUCTION  

Shear walls are vertical elements of the horizontal 

force resisting system. Shear walls are constructed 

to counter the effects of lateral load acting on a 

structure. In residential construction, shear walls are 

straight external walls that typically form a box 

which provides all of the lateral support for the 

building. When shear walls are designed and 

constructed properly, they will have the strength 

and stiffness to resist the horizontal forces.  Shear 

walls are one of the most effective building 

elements in resisting lateral forces during 

earthquake. By constructing shear walls damages 

due to effect of lateral forces due to earthquake and 

high winds can be minimized. Shear walls 

construction will provide larger stiffness to the 

buildings there by reducing the damage to structure 

and its contents.   

In building construction, a rigid vertical diaphragm 

capable of transferring lateral forces from exterior 

walls, floors, and roofs to the ground foundation in 

a direction parallel to their planes. Examples are the 

reinforced-concrete wall or vertical truss. Lateral 

forces caused by wind, earthquake, and uneven 

settlement loads, in addition to the weight of 

structure and occupants; create powerful twisting 

(torsion) forces. These forces can literally tear 

(shear) a building apart. Reinforcing a frame by 

attaching or placing a rigid wall inside it maintains 

the shape of the frame and prevents rotation at the 

joints. Shear walls are especially important in high-

rise buildings subjected to lateral wind and seismic 

forces. In the last two decades, shear walls became  

 

an important part of mid and high-rise residential 

buildings. As part of an earthquake resistant 

building design, these walls are placed in building 

plans reducing lateral displacements under 

earthquake loads. So shear-wall frame structures are 

obtained.  

Shear wall buildings are usually regular in plan and 

in elevation. However, in some buildings, lower 

floors are used for commercial purposes and the 

buildings are characterized with larger plan 

dimensions at those floors. In other cases, there are 

setbacks at higher floor levels. Shear wall buildings 

are commonly used for residential purposes and can 

house from 100 to 500 inhabitants per building 

                                   . 

2. PURPOSE OF CONSTRUCTING SHEAR 

WALLS 

Shear walls are not only designed to resist gravity / 

vertical loads (due to its self-weight and other living 

/ moving loads), but they are also designed for 

lateral loads of earthquakes / wind. The walls are 

structurally integrated with roofs / floors 

(diaphragms) and other lateral walls running across 

at right angles, thereby giving the three dimensional 

stability for the building structures. Shear wall 

structural systems are more stable. Because, their 

supporting area (total cross-sectional area of all 

shear walls) with reference to total plans area of 

building, is comparatively more, unlike in the case 

of RCC framed structures. Walls have to resist the 

uplift forces caused by the pull of the wind. Walls 

have to resist the shear forces that try to push the 

walls over. Walls have to resist the lateral force of  
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the wind that tries to push the walls in and pull them 

away from the building. 

3. COMPARISONS OF SHEAR WALL WITH 

CONSTRUCTION OF CONVENTIONAL 

LOAD BEARING WALLS 

Load bearing masonry is very brittle material. Due 

to different kinds of stresses such as shear, tension, 

torsion, etc., caused by the earthquakes, the 

conventional unreinforced brick masonry collapses 

instantly during the unpredictable and sudden 

earthquakes.  

The RCC framed structures are slender, when 

compared to shear wall concept of box like three-

dimensional structures. Though it is possible to 

design the earthquake resistant RCC frame, it 

requires extraordinary skills at design, detailing and 

construction levels, which cannot be anticipated in 

all types of construction projects. 

   

On the other hand even moderately designed shear 

wall structures not only more stable, but also 

comparatively quite ductile. In safety terms it 

means that, during very severe earthquakes they 

will not suddenly collapse causing death of people. 

They give enough indicative warnings such as 

widening structural cracks, yielding rods, etc., 

offering most precious moments for people to run 

out off structures, before they totally collapse. 

For structural purposes we consider the exterior 

walls as the shear-resisting walls. Forces from the 

ceiling and roof diaphragms make their way to the 

outside along assumed paths, enter the walls, and 

exit at the foundation. 

 

4. FORCES ON SHEAR WALL   

 

Shear walls resist two types of forces: shear forces 

and uplift forces. Shear forces are generated in 

stationary buildings by accelerations resulting from 

ground movement and by external forces like wind 

and waves. This action creates shear forces 

throughout the height of the wall between the top 

and bottom shear wall connections. 

 

Uplift forces exist on shear walls because the 

horizontal forces are applied to the top of the wall. 

These uplift forces try to lift up one end of the wall 

and push the other end down. In some cases, the 

uplift force is large enough to tip the wall over. 

Uplift forces are greater on tall short walls and less 

on low long walls. Bearing walls have less uplift 

than non-bearing walls because gravity loads on 

shear walls help them resist uplift. Shear walls need 

hold down devices at each end when the gravity 

loads cannot resist all of the uplift. The hold down 

device then provides the necessary uplift resistance. 

 

Shear walls should be located on each level of the 

structure including the crawl space. To form an 

effective box structure, equal length shear walls 

should be placed symmetrically on all four exterior 

walls of the building. Shear walls should be added 

to the building interior when the exterior walls 

cannot provide sufficient strength and stiffness.  

Shear walls are most efficient when they are aligned 

vertically and are supported on foundation walls or 

footings. When exterior shear walls do not provide  



 

4 

 

IJSRD - International Journal for Scientific Research & Development| Vol. 4, Issue 03, 2016 | ISSN (online): 2321-0613 
 

sufficient strength, other parts of the building will 

need additional strengthening. Consider the 

common case of an interior wall supported by a sub 

floor over a crawl space and there is no continuous 

footing beneath the wall. For this wall to be used as 

shear wall, the sub floor and its connections will 

have to be strengthened near the wall. For Retrofit 

work, existing floor construction is not easily 

changed. That’s the reason why most retrofit work 

uses walls with continuous footings underneath 

them as shear walls. 

5. CLASSIFICATION OF SHEAR WALLS 

 Simple rectangular types and flanged walls (bar 

bell type) 

 Coupled shear walls 

 Rigid frame shear walls 

Framed walls with in filled frames 

 Column supported shear walls 

 Core type shear walls  

 

5.1 METHODS OF DESIGN OF SHEAR WALL 

There are three types of design methods 

(a) Segmented shear wall method 

(b) Force transfer –ground openings method 

(c) Perforated shear wall method 

 

5.2 TYPES OF SHEAR WALLS 

1. RC Shear Wall 

2.Plywood Shear Wall 

3. Midply Shear Wall 

4. RC Hollow Concrete Block Masonry Wall 

5. Steel Plate Shear Wall 

6. DESCRIPTION OF THE BUILDING 

 

The building we considered is C-Block of vignan 

institute of technology and science, an Engineering 

college located at deshmukhi village, Rangareddy 

district, the college offers courses in civil, 

mechanical ,electronics and communication 

,electrical and electronics ,computer sciences 

engineering with an intake of about 1000 students 

per year. This block consists of 3 bays of 20m width 

and 4 m height of 3 floors .the ground floor consists 

of one laboratory covering an area of 3 bays and the 

remaining floors G+1 and G+2 consists of 6 Class 

rooms. And the walls are of 0.3m thick .The walls 

between central bays are designed as shear walls as 

shown in figure. It shows the layered structure of 

the current building. 

 
 

Fig: 1 Layered Structure of Current Building 

 

6.1 SHEAR WALLS 

The shear walls are proposed to be inserted in the 

C-Block Building and the analysis and design of the 

building with the shear walls is done with staad Pro  
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and manually .The shear walls will be designed to 

resist the lateral forces developed due to earthquake 

and wind loads .The shear walls are proposed to be 

located at the centre and shear walls are proposed in 

8 bays, Each bay 20 m width, 4 m height. Total 

shear wall Area is 640square meters. Thickness of 

shear wall is thickness of conventional wall which 

is 0.3 m. The location of shear walls is shown in 

Figure. 

 

Fig: 2 locations of shear walls 

6.2 NECCESITY OF SHEAR WALLS TO THE 

PRESENT BUILDING 

As already explained the building is often subjected 

to vibrations produced from the nearby quarrys  and 

moreover it is on hills which are more prone to 

earthquakes .If at all any earth quake occurs huge 

life and property loss may occur .So, it is being 

necessary to take  precautions against vibrations  

 

caused due to bomb blasts from the quarry and also 

against natural disasters  .Shear walls are the easiest 

ways to provide resistance  to vibrations and very 

easy to design . 

Here in our study we are taking the c block of 

vignan college and locating and designing shear 

walls for the existing structure. The 3-D view of 

shear walls in the building is shown in Figure. 

 

Fig: 3 3D Views of Shear Walls in the Building 

 

 

Fig: 4 3D Views of Shear Walls in the Building 
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7. STAAD PRO –AN OVERVIEW 

 

STAAD.Pro V8i is a comprehensive and integrated 

finite element analysis and design offering, 

including a state-of-the-art user interface, 

visualization tools, and international design codes. 

It is capable of analyzing any structure exposed to 

static loading, a dynamic response, wind, 

earthquake, and moving loads. STAAD.Pro V8i is 

the premier FEM analysis and design tool for any 

type of project including towers, culverts, plants, 

bridges, stadiums, and marine structures. 

With an array of advanced analysis capabilities 

including linear static, response spectra, time 

history, cable, imperfection, pushover and non-

linear analyses, STAAD.Pro V8i provides your 

engineering team with a scalable solution that will 

meet the demands of your project every time.  

in Asia – STAAD.Pro V8i is the perfect workhorse 

for your 

8. RESULTS AND ANALYSIS 

 

The c block in vignan college building is designed 

using staadpro software.All  the columns ,beams 

and shear walls are designed using this soft 

ware.The shear walls are designed manually 

also.The block consists of 3 floors and 3 bays in 

each floor.Shear walls are designed for earthquake 

loads, dead loads and live load for a college 

building as per Indian standard code .Wind loads 

vary with the place ,type of soil and type of 

buildings considering all the conditions appropriate 

loading is given .The Design and results of the 

building are detailed in the output obtained from  

 

staadpro software. shear force and bending moment 

variations and reinforcement details of shear walls 

for the 8 bays are described here. 

 

Fig: 5 shows the general dimensions of beams, 

columns and shear walls 
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Fig: 6 Figure of Single Shear Wall  

8.1 SHEAR FORCES AND BENDING MOMENT VARISTION IN ALL SHEAR WALL SURFACES 

OBTAINED IN THE RESULTS 

Surface 

number  
1 2 3 4 5 6 7 8 

Shear force x 1.3672 0.0003 0.0037 1.367 0 0 1.3672 -0.0003 

Shear force y 0.0008 0.0038 -0.1229 0 0.0043   - 0.0043   

- 

0.0008   - 0.0039   - 

Shear force z 0.2218 0.0039 2.6438 0 3.8939   - 3.8939   

- 

0.2218   - 3.8104   - 

Bending 

moment –X 

0.0002 0.0003 0.0004 0 0.0038 0.0038 0.0002 0.0038   - 

Bending 

moment –y 

 0.0006   

- 

3.8104 0.0375 0.0005   

- 

0 0 0.0006   - 0.0003 

Bending 

moment -z 

0.0009 0 -0.0008 0.001 0 0 0.0009 0 

 

8.2 COMPUTERISED DETAILING OF SHEAR WALL 
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CONCLUSIONS  

The provision of shear walls in C-Block Building of 

the college in the indicated locations will take care 

of earth quake load and make the building earth 

quake resistant  

The thickness and the reinforcement considered and 

provided for the shear walls could be sufficient to 

take care all types of loads developed due to 

earthquake. 

The columns, Beams, Slabs of the Buildings is also 

analyzed with Staad Pro and it is found that the 

existing dimensions and reinforcement are 

sufficient to take care of the strength requirements 

developed due to dead load, seismic load and live 

load. 

A comparison of Manual design and computerized 

design indicates the following  

 

a) As per our manual design we used IS code 

1893:2000 and the design results for the shear walls 

are The corner reinforcement of the shear wall of 20 

meters is to be provided with 16 mm bars of 20 in 

numbers, and the middle area is provided with 10 

mm bars with 150 mm spacing in vertical direction 

and 150 mm spacing in horizontal direction for 300 

mm wall 

b) As per our computerized design we used the same 

code and the results are 

The corner reinforcement of the shear wall of 20 

meters is to be provided with 16 mm bars of 20 in 

numbers, and the middle area is provided with 10 

mm bars with 140mm spacing in vertical direction 

and 120 mm spacing in horizontal direction for 300 

mm wall 

 

c) The values in the computer design also almost 

matched the theoretical design the slight variation 

may be due to accuracy of computerized method. It 

is estimated that whenever an opening is expected 

the bar diameter is increased and lateral ties are 

provided inside the wall to replicate lintel beam in 

the wall for extra stability 

FUTURE SCOPE OF WORK 

Construction of shear walls gives all time protection 

for the building not only while the times of 

earthquakes but also against vibrations created by 

blasts in quarry’s and also even if the capacity of the 

building is to be increased  shear walls give enough 

strength and can confidently raise the building to 

another floor  

Shear walls are considered to be a gift to the future 

construction industry. Scope of shear walls in 

construction field is immense. It's since their arrival 

in market there topic was always a topic of interest. 

Shear walls are the structures usually build to 

balance lateral loads acting on the structure. Where 

the lateral loads are most predominantly wind and 

earth quake loads. And predominantly earthquake 

loads are more intense in their effect on the building 

structures. Earthquakes are becoming more intense 

due to the key reason that is ground water 

depleashement. Hence in order to overcome the 

diverse effects of earthquake its always best to save 

ourselves from future disasters.  

Shear walls are quick in construction, as the walls 

doesn't need any special brick Arrangement or 

plastering they are very quick in their construction. It 

just requires an effective form work and very little  
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skilled labor. It was estimated that a 20 floors 

building can be built within six months which is most 

astonishing.  

Therefore there is lot of scope for future study in 

shear walls. The shear walls  can be designed and 

provided for the existing buildings having more 

than 3 floors. Further various design methods of 

shear walls can be studied.The various shapes of 

shear walls can be studied.Different locations can 

be studied.Provision of shear walls with different 

materials can be studied.  
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Abstract 

Reinforced concrete beams are normally designed as 

under reinforced to provide ductile behavior such as 

the tensile moment of resistance. In coastal 

environment reinforcement corrosion is an obvious 

cause of deterioration of concrete structure, which 

affects the durability and service of reinforced 

concrete structure. Structural stability is majorly 

influenced by strength of concrete. Flexural strength 

is a measure of the tensile strength of concrete, in 

other words it is a measure of a resistance against 

failure in bending. The main aim of this study is to 

analyze the strength, experimentally; of corroded 

beams using Ordinary Portland cement. Accelerated 

corrosion technique was adopted to corrode the beam 

experimentally. The corrosion was measured using 

Applied Corrosion monitoring instrument. Beam 

specimens are prepared using M20 grade concrete for 

OPC. Beam specimens casted are tested as vertical 

cantilever beam in specially prepared loading setup 

and load deflection behavior is studied. 

 

Keywords- Applied Corrosion Monitoring, Flexural 

strength, Load deflection, Ordinary Portland cement, 

Reinforced concrete, Tensile strength. 

 

1. INTRODUCTION 

Flexure or bending is commonly encountered in 

structural elements such as beams and slabs which are 

transversely loaded. Flexural strength is measure of the 

tensile strength of OPC concrete, in other words it is a 

measure of a resistance against failure in bending. 

Although the probability of the structures being flexure 

deficient is low, failures have occurred due to a variety 

of factors: errors in design calculations and improper 

detailing of reinforcement, construction fails or poor 

construction practices, changing the function of a 

structure from a lower service load to a higher service 

load, seismic and wind action, reduction or total loss of 

reinforcement steel area causing the corrosion in 

service environments. 

 

Corrosion is caused by the destructive attack of 

chloride ions penetrating by diffusion or other 

penetration mechanisms from the outside, by 

incorporation into the opc concrete mixture, by 

carbonation of the cement cover, or their combination 

(Cabrera, 1996). Carbonation of concrete or 

penetrations of acidic gases into the concrete causes of 

reinforcement corrosion. Besides these there are few 

factors, some related to the concrete quality, such as 

w/c ratio, cement content, impurities in the concrete 

ingredients, presence of surface cracking, etc. and 

others related to the external environment, such as 

moisture, bacterial attack, stray currents, etc., which 

affect reinforcement corrosion (Castro et al., 1997). 

Uncontaminated cover concrete provides a physical 

barrier that prevents the direct exposure of the steel 

surface to the outside environment. It also provides a 

highly alkaline chemical environment that protects 

steel from corrosion. 

 

2. LITERATURE REVIEW 

Considerable research has been devoted to corrosion of 

reinforcement in reinforced concrete dealing with 

various issues related to corrosion process, its initiation 

and damaging effects. After the review of available 

literature and noting the areas where further work is 

needed, the following conclusion can be drawn; 

 Ultimate load carrying capacity, deflection and 
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stiffness of the RCC elements are reduced with 

increase in the degree of corrosion. 

 Reduction in cross section of reinforcement, 

yield strength and cracks along the 

reinforcement are the main contributing factors 

for strength degradation of RCC element. 

 As the degree of corrosion increased, the beam 

failure mode changed from ductile mode to 

brittle mode. 

 To accelerate the corrosion process, generally 

current is impressed in the specimens immersed 

in electrolyte made with 3.5-5% NaCl mixed in 

water. 

 Salt spray method or alternate drying and 

wetting may also be used for induced corrosion. 

 Small level of sustained load has little effect on 

rate of corrosion. 

 The results of an accelerated corrosion tests on 

bare steel bars are in good qualitative agreement 

with results from steel bars embedded in aged 

concrete. 

 

An attempt has been made in this study to review the 

literature available and to carry out experimental 

investigation effectively to determine the effect of 

corrosion on flexural capacity and performance of 

cantilever beam with a TMT bars as reinforcement. 

 

3. OBJECTIVES OF THE STUDY 

The general objective of this work is to study the effect 

of reinforcement corrosion on the flexural strength of 

reinforced concrete beams. 

 To induce accelerated corrosion on bare steel 

(TMT) bars, in the RCC beams and determine 

the effect of corrosion on its residual yield 

stress. 

 Develop a test set up to carry out load-test on 

the cantilevered RCC beam. 

 Study of residual flexural capacity of degraded 

reinforced concrete OPC beams due to 

corrosion and their effect. 

 

4. EXPERIMENTAL INVESTIGATION 

4.1 TEST PROGRAM 

Seventeen reinforced concrete cantilever beams with 

OPC of dimension 300mm x 400mm in cross section 

and 2150mm in length have been casted. The behavior 

of reinforced concrete beams of 2.5%, 5.0%, and 7.5% 

corrosion will be studied. Five beams are casted as a 

control specimen (i.e., 0% corrosion).The details of 

experimental program, materials used, and method of 

testing is explained below. 

 

4.2 MATERIALS 

The materials used for the experimental investigation 

are as follows. 

¾ Cement 

¾ Fine aggregates 

¾ Coarse aggregates 

¾ Reinforcing steel 

¾ Water 

All the materials used for the experimental work were 

tested as per the codal provisions. 

 

CEMENT 

Ordinary Portland Cement (43 Grade) cement was 

used in the present investigation. It was tested as per 

IS: 8112-1989 recommendations for the cement. The 

results confirms the requirement as per IS code. The 

results are tabulated below. 

 

Table: 4.2.1 Test results on Ordinary Portland 

cement 

 

S.No Test Parameters
(Specifications of 43 Grade 

OPC cement)

1
Initial setting and 

final setting time

Not less than 30 min. and 

not more than 600 min

2 Specific gravity

3 Days Not less than 23 N/mm
2

7 Days Not less than 33 N/mm
2

28 Days Not less than 43 N/mm
2

3

26.57

36.41

45.84

Results

70 min and 250 

min

3.14

Compressive strength: N/mm^2 
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FINE AGGREGATE 

Physical tests on fine aggregates were conducted. The 

results are tabulated in Table: 4.2.2 

Table: 4.2.2 Test results on Fine Aggregate 

 

 

COARSE AGGREGATE 

The size of the aggregate used was 20mm downsize 

and 12.5mm down size angular type coarse 

aggregate. Physical tests on coarse aggregates were 

conducted. Test results and combined sieve analysis 

are tabulated in table: 4.2.3 

 

Table: 4.2.3 Test results on Coarse Aggregate of 

20mm down size 

 

 

REINFORCING STEEL 

For determination of yield and tensile strength of 

tension bars, bar specimens of 12 mm, 16 mm, and 20 

mm diameter were tested in tension in a Universal 

Testing Machine and the complete load-elongation, 

hence stress-strain plots were obtained. From the 

stress-strain plots, yield strength and tensile strength of 

the bars were determined. 

 

PREPARATION OF FORMWORK 

The formwork was fabricated locally using 76.2/101.6-

mm plywood and cast iron steel flats. The internal 

dimensions of the mould are exactly equal to specimen 

dimension. The formwork consisted of two L-shaped 

plywood sheets and one straight plywood sheet, which 

were connected by nuts and bolts through end wooden 

blocks as shown Fig.3.1. The internal surface of the 

formwork will properly oil for easy removal of 

specimen from the formwork. 

 
 

 
 

 

4.3 CONCRETE MIX DESIGN & PROPORTION 

Since huge amount of concrete is involved in the work, 

Ready Mixed Concrete is used in the preparation of the 

specimens. Based on the properties of the concreting 

materials many trials mix design is carried in the 

laboratory by varying the cement content, water 

cement ratio and amount of admixture to get the slump 

in the range of 80-120 mm and strength in the range of 

20 MPa. The details of trial mixes carried out to 

determine the optimum mix proportion. 

 

The concrete mix for M20 Grade is prepared using 

OPC, fine sand and aggregate (20 & 12.5 mm) as per 

IS 10262:1982 “Recommended Guidelines for 

Concrete Mix Design” was followed. 

 

Sno Description Value

1 Specific gravity 2.56

2 Water absorption 2.61%

3 Moisture content 2.00%

4 Grading Zone-II

Characteristics of fine aggregate (natural river sand)

Sno Description Value

1 Specific gravity 2.66

2 shape Angular

3 Water absorption 0.50%

4 Moisture content Nil

Characteristics of Coarse aggregate 20mm down size

Fig.4.2.1 (a) Wooden Formwork

Fig.4.2.1 (b) Steel Formwork
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Table: 4.3.1 Mix Proportion of M20 grade concrete 

 

 

Table: 4.3.2 Trial mixes recommended for Beam 

preparation of M20 Grade Concrete with 

Admixtures 

 

 

4.4 TEST MATRIX 

Totally, 17 concrete beam specimens were casted. Four 

beams are to be tested for 2.5%, 5%, and 7.5%, of 

corrosion and also five beams are tested for 0%. 

 

4.5 REINFORCEMENT CONFIGURATION 

Two series of reinforced concrete cantilever beams of 

cross section 300mm x 400mm and 2150mm length 

have been cast. These cantilever beams have a shear 

span of 1750mm and 400mm bearing length. Beams 

with an effective cover of 30mm are designed as per IS 

456:2000. Beams are provided with two 20mm 

diameter and one 1 6mm diameter TMT (Fe 415) bars 

at top and same reinforcement is provided at bottom. 

Shear reinforcement of 12 mm dia TMT bars with a 

spacing of 150mm c/c for a length of 1350mm from 

the free end and 12 mm diameter TMT bars with a 

spacing of 75mm c/c f or a length of 800mm f or 

remaining length of beam are adopted to ensure that 

flexural failure would dominate over shear failures 

shown in the Fig.4.5.1 (a), (b). 

 

 

Different colors electrical wires are soldered to both 

the end of the main tension reinforcement bars before 

placing the concrete in the beam moulds. These wires 

are held in place so that it exited from the top face of 

the beam. At the free end, one yellow color, 4 cm 2 

multi-strand copper wires are connected to each 

reinforcement bar used to pass the electric current. 

Similarly at a distance of 300 mm from the fixed end, 

one red color, 2 cm2 multi-strand copper wires were 

connected to each reinforcement bar which was used to 

continuo us monitoring of the corrosion rate. 

Mix Proportion Ratio C : F.A : C.A : W 1 : 2.20 : 3.67 : 0.51

Quantity

320.00 Kg/m
3

704.72 Kg/m
3

1176.35 Kg/m
3

164.80 Kg/m
3

0.7 % of CementAdmixture (Reo Build)

Water

Ingredients

Cement

Fine aggregate

Coarse aggregate

Cement Content 

(Kg/m3)

320

320

340

340

320

320

340

340JK

1: 2.26: 3.75

1: 2.24: 3.67

1: 2.09: 3.49

1: 2.04: 3.40

1: 2.29: 3.70

1: 2.27: 3.65

1: 2.13: 3.44

1: 2.1: 3.36J4

Cement Brand Mix Proportions

ACC

ACC

ACC

ACC

JK

JK

JK

J1

J2*

J3

A2*

A3

A4

A1

Designation

Fig.4.5.1 (a) Reinforcement details of beam specimens

Fig.4.5.1 (b) Reinforcement details of beam Specimens
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4.6 CASTING AND CURING OF THE TEST 

SPECIMENS 

Casting of 30 beam specimens was carried out in 4 

batches. Six concrete cube specimens were also cast 

from each batch of concrete mix to deter mine the 

corresponding compressive strength. OPC concrete 

specimens concrete ingredients were mixed in a 

revolving drum type mixer t ill it was uniform. The 

moulds were oiled and the steel reinforcement cages 

prepared beforehand were placed securely in their 

proper position in the moulds. 30 mm precast concrete 

cover blocks were used to maintain the 30 mm clear 

cover. The moulds were filled with concrete in three 

layers. After placement of each layer, the concrete was 

vibrated to ensure proper consolidation as shown in 

fig.4.6.1. 

 

The specimens were demoulded after 24 hours of 

casting and then covered with wet gunny bags. For 

first two weeks after casting the beams were cured 

using wet gunny bags b y applying water frequently as 

shown in Fig.4.6.2 after 14 days of gunny bags curing 

the beam s were kept in a curing tank and cured for 14 

days.  

 

 

4.7 ACCELERATED CORROSION TECHNIQUE 

In this experiment the electrochemical corrosion 

technique is using to accelerate the corrosion of steel 

bars embedded in the specimens. To simulate the 

corrosion process, direct current is impressed on the 

bar embedded in the specimens using an integrated 

system incorporating a small direct current power 

supply with an in-built ammeter with an output of 64V 

and 10 amps to monitor the current. After specimens 

were immersed in a 5.0 % NaC1 solution for a day to 

en sure full saturation condition, the direction of 

current was arranged so that the steel bars in the 

specimens served as the anode. The stainless steel plate 

used as a cathode w as placed along the length of 

beam. This arrangement ensured a uniform distribution 

of t he corrosion current along the whole length of the 

bar. A schematic representation of the test se t-up is 

shown in Fig.4.7.1. To obtain the desired levels of 

reinforcement corrosion, the current intensity and the 

electrifying time had to be controlled. 

 
 

4.8 TIME REQUIRED FOR CALCULATIONING 

DIFFERENT PERCENTAGE OF CORROSION 

The current required for different degrees of corrosion 

is tabulated in the Table: 4.8.1 

 

Table: 4.8.1 Time calculation for different degree of 

corrosion 

 

Fig.4.6.1 Casting of Beam Specimen

Fig.4.7.1 Photo o f beam specimens under accelerated corrosion

2.5 10 6

5 10 11

7.5 10 20

Duration of 

Corrosion 

(Days)

Percentage of 

Corrosion
Current (Amps)
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4.9 CORROSION RATE MEASUREMENTS 

To study the existing corrosion level of the beam 

specimens, initial current density was measured using 

the corrosion measuring system “Gill AC”. The beam 

specimens were divided into number of grids to locate 

the guard ring p robe to polarize the definite area on 

concrete rebar as shown in the fig 4.9.1. At each node, 

corrosion current density w as measure d by LPR 

technique. The current density for each control 

specimen is shown in the Table 4.9.1 

 

Table 4.9.1 Corrosion current density of Control 

Specimens 

 

 

5. TESTING SETUP 

Flexural testing of the cantilever beam was carried out 

under the specially prepared loading frame. Loading 

set up was constructed in the existing reaction bed at 

laboratory to test the beam as a vertical cantilever by 

applying point load at the free end of the beam in 

transverse direction. To achieve the fixity at the fixed 

end of the beam, heavy duty hydraulic jack was used 

against the steel column section at the other side of 

the beam. Full fixity was achieved at the bottom end 

of the beam by adjusting the movement of the 

hydraulic jack arm.The loading frame are designed as 

a steel space frame, Built up section made up of two 

ISMC-100 sections with face to face was used to 

construct the loading frame. 16 mm diameter hilty 

bolts of 40kN capacities were grouted on the reaction 

bed to fix the loading frame to the reaction bed. The 

loading frame was designed to carry a 100kN 

concentrated load, which is the expected reaction 

from the beam element. 

 

All beams are tested as cantilever beams in a 15 tonne 

capacity steel testing frame made up of rolled steel 

joists, the beam having a span of 1850mm was fixed 

at one end for a bearing length of 400mm.The span 

and load points are kept constant for all the beams. 

The concentrated load is applied on the free end of a 

beam. The load spreader arm, wherever used is a 

rolled steel joist which is supported on the rollers kept 

on the loading points. Over the load spreader arm the 

proving ring of 20 tonnes capacity which is used to 

measure the applied load, is placed over which the 

hydraulic jack of 20 tonnes was fixed to the rolled 

steel joist of the loading frame. The pump of a 

hydraulic jacks operated by a hand lever. Fig.5.1 

shows the test set up with beam specimen. 

 
Fig.5.1 Test set up for beam specimen 

 

Fig.4.9.1  Beam specimen marked in to number of grid to measure 

corrosion curr ent density

Grid Number 1 2 3 4 5 Avg

Control Beam 0.0037 0.0038 0.0042 0.0039 0.0042 0.0039

5% Corroded 

Beam 0.0438 0.05326 0.0356 0.0432 0.0468 0.0409

7.5% Corroded 

Beam 0.0623 0.06826 0.0658 0.07082 0.072 0.067

0.06059 0.0351
Beams

Corrosion current density, icorr (mA/cm
2

)

0.031

2.5% Corroded 

Beam 0.03307 0.02599 0.02482
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6. RESULTS AND DISCUSSIONS 

The RC beam specimens were casted as specified. In t 

he present study 5 control specimens and 12 

uncontrolled specimen (2.5%, 5%, 7 .5% of corrosion) 

prepared with OPC mix were tested as a cantilever 

beam, in the specially prepared loading set up, to 

determine the flexural capacity. Hydraulic jack was 

used to fix the beam bottom to the reaction bed. Here 

we measure d deflection, strain, and crack using dial 

gauge, strain gauge and crack measuring microscope 

respectively. 

 

During the testing of control beam (CB1 to CB5), it 

was observed that the control beams failed in flexure at 

an ultimate load, 92.09 kN and for 2.5% corroded 

beams failed at a n ultimate load 87.83 k N remaining 

5%, 7.5% corroded beams showing the failure at 86.17 

k N, 72.14 kN respectively. As the load increases the 

cracks developed throughout the width of t he beam. 

Fig 6.1 illustrates the failure modes of all beams. It 

was observed that controlled beam attained the highest 

flexural load capacity, followed by 2.5%, 5 %, 7.5%. 

Fig 6.2 shows the Deflection of beam after Flexure 

failure. 

 

 

 

As the load was applied flexural cracks were initiated 

from the bottom of beam in the region of maximum 

moment. 

 

When the load beyond the yield strength of beam was 

applied, these cracks were widened and extended to the 

sides and new flexural cracks formed. As the applied 

load was further increased, cracks width increases and 

beam failed in flexure. The moment of resistance 

provided by the reinforcement was controlled by the 

anchorage (bond) of the bars and its magnitude was 

less than that provided by fully bonded reinforcement 

bars that yield at failure. 

 

 

Fig.6.1 Flexure Crack of Controlled Beam
Fig.6.2 Deflection of beam after Flexure failure
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Table no: 6.1 Ultimate Load & Deflection for 

Different Percentages of Corrosion of Beams 

 

 

 
Graph 6.1 Load vs. End Beam Deflection 

 

 
Graph 6.2 Load vs. End Beam Deflection (Control 

Beam) 

 

Graph 6.3 Load vs. End Beam Deflection (2.5% 

Corroded Beam) 

 

Graph 6.4 Load vs. End Beam Deflection (5% 

Corroded Beam) 

92.8 60.67

90.91 61.58

93.75 59.58

90.9 60.56

89.96 100.35

86.17 47.23

85.23 73.91

89.96 75.91

89.86 82.36

85.23 40.01

84.28 61.18

85.23 79.56

72.38 55.4

76.19 65.65

68.57 52.16

71.43 55.76

87.83

86.17

72.14

60.59

74.35

65.77

57.24

0%

2.50%

5%

7.50%

Beam 

Specimen

Ultimate 

Load(kN)

Average 

Ultimate Load 

(KN)

Deflection 

(mm)

Average 

Deflection 

(mm)
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Graph 6.5 Load vs. End Beam Deflection (7.5% 

Corroded Beam) 

 It is observed that for Control Beams (i.e., Non-

Corroded Beams),Peak load taken was maximum 

compared with 2.5%,5%,7.5%.Deflection observed 

for Control Beam was less than Corroded Beams. 

 

 For Beams Corroded (i.e,2.5%,5%),the Peak load 

taken by Beams was less than Non-Corroded 

Beams, but the Deflection observed for Corroded 

Beams (2.5%,5%) was more. 

 

 It is observed that for 7.5% Corroded Beams, the 

Peak load taken by the Beam was less compared 

with (i.e., 2.5%, 5%), Control Beams and 

Deflection was also less. 

 

7. CORROSION CRACK PATTERNS 

The effect of uniform corrosion, causing extensive 

cracking, staining and spalling of concrete cover. In 

this crack width measured using Crack Microscope 

with an accuracy of 0.02mm. The initiation of 

corrosion is likely to occur at the stirrup reinforcement 

surface which has the minimum concrete cover. In 

Corroded beams red and brownish-red colored rusts 

were observed in different amounts and at different 

locations. All corroded beams developed surface 

cracks. The crack pattern seen in Corroded specimen, 

the crack that propagated perpendicular to the corroded 

steel bars was observed on the extreme tensile face of 

the beam to where corrosion agents drawn into the 

concrete. These cracks were observed at intervals 

ranging from 72mm to 86mm intervals, from fixed end 

to a length of 450mm to 630mm towards the top. As 

the load increases crack width also increases. In case of 

controlled beam, at the extreme tensile face only some 

cracks are split in to two and the cracks were observed 

from fixed end to a length 220mm to 400mm towards 

the top. In control beam (0%) the first cracks observed 

at the load 37.87kN, the maximum crack width is 

between 0.40 mm and 0.5 mm and in 2.5% corroded 

beam specimen, first crack developed was similar to 

controlled specimen and the maximum crack varies 

0.45mm to 0.50mm.5% beam specimen develop the 

first crack at load 37.87kN, here crack width increased 

11% than the controlled specimen. In 7.5% corroded 

specimen shows the first crack width at the load 

33.14kN, in this out of four specimen one specimen 

crushed at the bottom, maximum crack width varies 

0.55mm to 0.58mm it was observed that this crack 

17% more than the controlled specimen. Corrosion 

crack pattern of corroded specimen as shown in Fig 7.1 

 

 
 

Fig.7.1 Tension cracks pattern in the Corroded Beam
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8. CONCLUSIONS 

 From the experimental investigation it is 

observed that the load carrying capacity of the 

beam is more for control beams, but Deflection 

is less for Control beams with respect to 

Corroded beams (2.5%, 5%, and 7.5%). 

 It is concluded that, as the rate of corrosion 

increases above 5%, the Ductility property of 

beam specimen goes on reducing. 

 It is observed that the Moment Carrying 

Capacity of control beams is more, with 

respect to Corroded beams (2.5%, 5%, and 

7.5%) 

 The peak load and the Strains sustained by the 

Control beams is more than the Corroded 

beams 

 The Moment Carrying Capacity was less for 

corroded Beams with respect to Control 

Beams. But the Curvature observed was more 

for Corroded Beams. 

 The number of cracks developed is more in 

case of Control Beams as that of Corroded 

Beams, but as the rate of corrosion increases 

the crack width increases in Corroded Beams 

than in Control Beams. 

 

9. SCOPE FOR FUTURE WORK 

 Tests should be carried out on different beam 

sizes to verify the accuracy of the proposed 

method and to observe the size effect. 

 The predictive model can be developed on the 

basis of test data generated from beams of 

same size. 

 Study should be carried out in different 

exposure conditions such as, natural corrosion 

and sea corrosion, to study the effect of 

corrosion on strength and durability aspects of 

structures. 
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Abstract : Modelling traffic flow through urban uncontrolled intersections in developing countries like India is a 

complex process because of the high level heterogeneity of traffic and absence of major and minor concepts in traffic 

regulation schemes. Moreover, Indian codes have not been provided any relation which can be used to directly 

determine the delay at uncontrolled intersections under Indian traffic conditions. 

Uncontrolled intersections are vital points on urban roads, the performance of which will influence the traffic flow 

on entire network. Delays to vehicles at urban uncontrolled intersections depend upon the several factors, the most 

important among these being major road approach volume, type of turning movement, and vehicular composition. 

The average delay caused to vehicles is an important measure to evaluate the performance of uncontrolled 

intersections. The performance of an uncontrolled intersection is described by the service delay experienced by low 

priority movements. Under mixed traffic conditions, the traffic compositions, apart from the conflicting traffic volume 

and proportion of turning traffic are vital factors influencing the service delay. Most of the earlier studies 

conducted on this subject, pertain to homogeneous traffic environment, and only a few studies with limited scope 

have been conducted under mixed traffic conditions. In this study, the service delay models have been developed for 

three uncontrolled intersections located in the city. These models developed were found to be statistically and logically 

sound. The level of service for the uncontrolled intersections taken under the study has been evaluated using the 

estimated average service delays from the models developed  

 

Keywords: Delay time, Vehicles, Intersection, Traffic Management 

 

1. INTRODUCTION 

Uncontrolled intersections are the intersections which function without any priority assigned to the traffic on any of the 

intersecting roads, no control (neither STOP signs nor Police-controlled) and the traffic is of heterogeneous nature. These 

intersections are vital nodal points on urban roads, the performance of which will influence the traffic flow on entire 

network. Delays to vehicles at urban uncontrolled intersections depend on several factors. The most important among 

these being the major road approach volume, type of turning movement, and vehicular composition. The extent of 

intersection of these factors and their collective effect on delay caused to vehicles need to be studied in detailed for better 

traffic management at these intersections. Field studies due to resources constraint may not include all these, the limited 

samples that might be obtained will be sufficient to evaluate the effect of various parameters. 

At uncontrolled intersections in the absence of indication of specific time intervals to each of the streams of traffic to 

cross the intersection, the drivers look for gaps and cross the intersections. In developing countries like India, in the 

absence of the concept of major and minor roads in traffic regulation schemes, vehicles approaching the intersections 

through all roads, on arrival; assume that equal right to enter the intersection. This has made the traffic situation at the 

uncontrolled intersection highly complex causing considerable delay to traffic. The delay experienced by vehicles is 

probably most desirable criteria based on which the performance of the uncontrolled intersection can be evaluated. 

The present study was taken up with the following objectives: 

1. To establish mathematical relations for service delay to the different types of vehicles for a priority movement at 

uncontrolled intersections  

2. To develop the readily usable mathematical model, to estimate the service delay caused to the subject vehicles at urban 

uncontrolled intersections, considering interactions of various categories of vehicles under heterogeneous traffic 

environment. 

3. To evaluate the performance of uncontrolled intersections based on the average service delay. 

2. LITERATURE REVIEW 
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Unsignalized intersections make up a great majority of at-grade junctions in any street system. Stop and yield signs are 

used to assign the right-of-way, but drivers have to use their judgment to select gaps in the major street flow to execute 

crossings and turn movements at two-way and yield controlled intersections. Two methods are discussed in this section:   

HCM (2000) Delay method and Blunden‟s (1961) method. 

2.1 HCM (2000) Delay method 

The Highway Capacity Manual (HCM) 2000 (TRB, 2000) delay model, is one of the most commonly used time 

dependent delay models. HCM method involves the calculation of gap times – critical gap and follow-up times. 

Critical gap is defined as the minimum time interval in the major-street traffic stream that allows intersection entry for 

one minor-street vehicle. 

𝒕𝒄,𝒙 = 𝒕𝒄,𝒃𝒂𝒔𝒆 + 𝒕𝒄,𝑯𝑽𝑷𝑯𝑽 + 𝒕𝒄,𝑮𝑮− 𝒕𝒄,𝑻 − 𝒕𝟑,𝑳𝑻   .................... (2.1) 

Where, tc,x  – Critical gap for movement x(s) 

tc,base  – Base critical gap 

tc,HV  – Adj. Factor for heavy vehicles 

          (1.0 for two-lane major streets,2.0 for four lane major streets)                 

PHV  – Proportion of heavy vehicles for minor movement 

tc,G  – Adj. Factor for grade 

         (0.1 for movements 9 and 12 and 0.2 for movements 7,8,10,11) 

G – Percent grade divided by 100 

tc,T – Adj. Factor for each part of a two-stage gap acceptance process  

          (1.0 for first or second stage; 0.0 if only one stage) 

t3,LT  – Adj. Factor for intersection geometry 

          (0.7 for minor street LT movement at three-leg intersection; 0.0 otherwise) 

A driver‟s critical gap is the minimum gap that would be acceptable. A particular driver would 

Reject any gaps < critical gap 

Accept gaps >= critical gap 

Follow-up time is the time between the departure of one vehicle and the next vehicle using the same major-street gap. 

𝒕𝒇,𝒙 = 𝒕𝒇,𝒃𝒂𝒔𝒆 + 𝒕𝒇,𝑯𝑽𝑷𝑯𝑽  .................... (2.2) 

Where, tf,x  – Follow-up time for minor movement x 

tf,base  – Base follow-up time  

tf,HV  – Adj. Factor for heavy vehicles 

          (0.9 for two-lane major streets,1.0 for four lane major streets) 

PHV  – Proportion of heavy vehicles for minor movement 

The gap acceptance method employed in the procedure used in determining the capacity of these intersections computes 

the potential capacity of each minor traffic stream in accordance with the following equations: 

𝒄𝒑,𝒙 = 𝒗𝒄,𝒙
𝒆−𝒗𝒄,𝒙𝒕𝒄,𝒙 𝟑𝟔𝟎𝟎 

𝟏−𝒆
−𝒗𝒄,𝒙𝒕𝒇,𝒙 𝟑𝟔𝟎𝟎  .................... (2.3) 
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Where,  cp,x  – Potential capacity of minor movement x (veh/hr) 

vc,x  – Conflicting flow rate for movement x (veh/hr) 

tc,x  – Critical gap for movement x (s) 

tf,x  – Follow-up time for minor movement x (s) 

The movement capacity for the priority movement „x‟ can be computed as 

𝒄𝒎,𝒙 =  𝒄𝒑,𝒙 𝒇𝒙 .................... (2.4) 

Where, fx  – Capacity Adj. Factor for rank x movement 

Control delay includes initial deceleration delay, queue move-up time, stopped delay, and final acceleration delay. For 

the purpose of field measurements, control delay is defined as the total elapsed time from the time a vehicle stops at the 

end of the queue to the time the vehicle departs from the stop line. 

Average control delay for any particular minor movement is a function of the capacity of the approach and the degree of 

saturation. 

For a 15-minute analysis period, an estimate of average total delay is given by below equation: 

𝒅 =
𝟑𝟔𝟎𝟎

𝒄𝒎,𝒙
+ 𝟗𝟎𝟎𝑻  

𝒗𝒙

𝒄𝒎,𝒙
− 𝟏+  

𝒗𝒙

𝒄𝒎,𝒙
− 𝟏 

𝟐

+
 
𝟑𝟔𝟎𝟎

𝒄𝒎,𝒙
  

𝒗𝒙
𝒄𝒎,𝒙

 

𝟒𝟓𝟎𝑻
 + 𝟓 .................... (2.5) 

The above equation assumes that the demand is less than capacity for the period of analysis. If demand exceeds capacity 

during 15-minutes, the period of analysis should be lengthened to include the period of oversaturation. The constant 

value of 5 sec/veh is included in the above equation to account for the deceleration of vehicles from free-flow speed to 

the speed of vehicles in queue and the acceleration of vehicles from the stop line to free-flow speed. 

Estimation of queue length is an important consideration at unsignalized intersections. Probability distribution of queue 

lengths for any minor movement is a function of the capacity of the movement and the volume of traffic being served 

during the analysis period. The following figure-2.4 can be used to estimate the 95 percentile queue length for any minor 

movement at an unsignalized intersection during the peak 15-minute period. The expected total delay equals the expected 

number of vehicles in the average queue (numerically identical). 

From the queue lengths obtained from the graph shown above, average control delay can be estimated for the each minor 

movement. The control delay for all the vehicles on a particular approach can be computed as the weighted average of 

the control delay estimates for each movement on the approach. Level of service (LOS) for an unsignalized intersection 

(TWSC) is determined by the computed or measured control delay and is defined for each minor movement. LOS is not 

defined for the intersection as a whole. 

The analysis of TWSC intersections is generally applied to existing locations either to evaluate operational conditions 

under present traffic demand or to estimate the impact of anticipated new demand. The methodology yields a level of 

service (LOS) and an estimate of average total delay. 

HCM (2000) Delay method is based on highly empirical considerations for these types of intersections (TWSC and 

AWSC) and the Indian conditions at uncontrolled intersections are quite different from those under which these 

equations were developed. 

2.2 Blunden’s Method 

The analysis of stop and yield-sign controlled approaches has been investigated by a number of researchers, especially 

Blunden (1961). The capacity of such intersections depends on the traffic flow in the major stream and the confidence of 

individual drivers to cross this major stream. In formulating an acceptable expression to calculate flow rate, the pattern of 

gaps in the major stream is assumed to follow a Poisson distribution. In addition, it is assumed that all drivers, on 

average, will accept a minimum gap. An expression that indicates the number of vehicles per hour that can be “absorbed” 

by major traffic stream is given by Blunden (1961) as in the following equation-2.4. 
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𝒒𝒎𝒂𝒙 =
𝑽𝒆
−𝑽𝑻

𝟑𝟔𝟎𝟎 

𝟏−𝒆
−𝑽𝒕

𝟑𝟔𝟎𝟎 
 .................... (2.6) 

Where, qmax = Maximum flow rate from the controlled approach 

V = Total traffic volumes on the uncontrolled street in both directions 

T = Minimum gap acceptable to the first driver on the side street 

t = Additional time required for a second driver to follow the first driver into the intersection when a large gap occurs 

While comparing the computed maximum flow rate from the above equation with the standard values of maximum flow 

rates, for the assumed values of T (5 to 8 s) and t (3 to 5 s), given by the Blunden, one could evaluate the performance of 

stop and yield-sign controlled intersections. 

Literature on uncontrolled intersections with mixed traffic where large proportion of the traffic does not follow the rules 

of the road is extremely limited 

Kyte et al. (1991) conducted an empirical study on delay and capacity of the minor approach of two-way stop controlled 

intersections. They described the capacity and delay characteristics at two-way stop controlled intersections, and 

concluded that service delay is mainly dependent on the volume of conflicting approaches, and that queue delay is mainly 

dependent on the volume of the subject approach. They divided total delay into two parts: service delay and queue delay. 

A linear equation was suggested for minor street service time based upon the volume on the conflicting approaches. 

However, they did not discuss how this relationship can be used in estimating total delay. 

 DATA COLLECTION 

The data set pertaining to the independent variable and the dependent variable were obtained by conducting the traffic 

surveys at study intersections. Classified turning movement volume counts of vehicles of each of three groups i.e., light 

vehicles (two-wheelers, cars, auto-rickshaws, LCVs), heavy vehicles (buses, trucks, tractors, mini-bus/tempo vans) and 

non-motorized vehicles (cycles, cycle-rickshaws), for each direction of movements (LT, RT, and TH) at each of the 

approaches (three or four) were done simultaneously for 3hours in the morning session i.e., from 8.30AM to 11.30AM 

and for 3hours in evening session i.e., from 4.00PM to 7.00PM, on a typical working week day, for each of the 

intersection. It was observed that the traffic volume and vehicular composition of individual vehicles remained varied 

slightly during the survey period. For this turning movement volume count study, each enumerator is employed for each 

turning movement for each of the approaches of the intersections. For a three-legged intersection, 6 enumerators and for 

four-legged intersection, 12 enumerators are employed. 

In order to study the service delay (delay experienced by a vehicle at the reference line), intersections located in  city 

were selected. These intersection sites were in urban areas. But the effect of upstream junctions, on-street parking, or bus 

stops on arrival rate is negligible. An important traffic feature at all the three intersections was that the queue formation 

on the minor street approaches was very rare. One of the three intersections is of T-type and the remaining two were four 

legged.  

As a part of delay study, at each intersection, data were collected by video recording technique on a typical weekday. The 

video camera was placed at a suitable vantage point near the intersection to record an unobstructed view of all 

approaches and turning movements and data were recorded for about 1hr to 2 hr depending upon the significant sample 

of vehicle type. The recorded video file was played in the laboratory several times to get the conflicting traffic volume 

count and the service delay experienced by each subject vehicle. Both crossing and merging types of conflicts were taken 

into account while noting the conflicting traffic for each maneuver during the data extraction process. 

 DATA EXTRACTION 

Data extraction for the delay study was done using microscopic analysis as described by Kyte et al. (1991). The 

microscopic analysis requires the definition of the conflicting traffic flow as seen by each subject approach vehicle. Let t0 

= time of arrival of the subject approach vehicle at the reference line; td = time of departure of the subject approach 

vehicle; n = number of observed conflicting vehicles for the subject vehicle, including the conflicting vehicle passing just 

after departure of the subject approach vehicle; and tn = time of arrival of nth conflicting vehicle at the reference point. 

Conflicting flow rate =  
𝐧

𝐭𝐧−𝐭𝟎
 

Service delay = td – t0 
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The computation of service delay requires the identification of a reference line where the subject approach vehicles 

would stop. In a homogeneous and lane-disciplined traffic, the stop line is taken as the reference line for measuring the 

service delay. However, in a mixed traffic flow, the vehicles do not respect the stop line and tend to stop very close to the 

conflicting area. It was noticed during a preliminary study of recorded data that 50–60% of drivers did not respect the 

stop line at each of the sites. After observing the behavior of traffic carefully, reference lines where vehicles of each 

priority movement actually stopped were marked on the screen. The reference line for minor street vehicles was 

approximately a one-fourth lane width beyond the stop line, i.e., inside the major street. 

The equivalent PCUs of different vehicle categories do not remain constant under all circumstances. Rather, these are a 

function of the physical dimensions and operational speeds of the respective vehicle classes. In urban situations, the 

speed differential amongst different vehicle classes is generally low, and as such the PCU factors are predominantly a 

function of the physical dimensions of the various vehicles. Nonetheless, the relative PCU of a particular vehicle type 

will be affected to a certain extent by increase in its proportion in the total  traffic.  

PEAK HOUR FLOW RATES 

The peak-hour flow rates for different turning movements (TH, LT, and RT) for each approach and total approach flow 

rates for all the three intersections has been presented through below tables. Vehicular composition of the subject 

vehicles considered for the delay study at all the low-priority movements (minor RT, major RT, and minor TH) and their 

variations at different intersections are presented below through pie-charts, as shown in the following figures. The layout 

of the three intersections has been shown in the figures 

Table Peak Hour Flow rates of Ghatkesar Junction 

Approach Movement 
Peak Hour Flow Rate Approach Flow Rate 

Veh/hr PCU/hr Veh/hr PCU/hr 

             UPPAL  

TH 2140 1693 

2741 2459 LT 241 350 

RT 360 416 

GANAPUR 

TH 218 262 

991 1181 LT 464 574 

RT 309 345 

BHONGIRI 

TH 1400 1751 

1696 2149 LT 149 208 

RT 147 190 

GHATKESAR Bye-pass 

TH 414 572 

1209 1586 LT 315 414 

RT 480 600 

 

MODEL DEVELOPMENT 

The analysis was done separately for four categories of subject vehicles: 2W, Car, Auto and HV and for two types of 

movements i.e., right turn from minor (Minor RT) and right turn from major (Major RT) at T-intersection. At four-legged 

intersections, through traffic from a minor (Minor TH) street was also analyzed in addition to the right turns from major 

and minor streets. 

The regression analysis using “Curve Estimation” between the service delay (Ts, s) (dependent variable) and the 

corresponding conflicting traffic volume (CT, veh/s) (independent variable), for each subject vehicle for each of the three 

types of low priority movements (minor RT, major RT, minor TH), was done using the well-known statistical package, 

IBM
®
 SPSS Statistics V-19. The data points showed an exponential trend and the mathematical equation fitted through 

the data points for each subject vehicle. The goodness of fit of the model was assessed by the coefficient of determination 

(R
2
) value and the other statistic measures like F-ratio, t-statistic. 
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Delay is a fundamental parameter in the economic analysis of highway investments. Delay caused to vehicles is 

important measure to evaluate the performance of urban uncontrolled intersections under mixed traffic conditions. 

Although the users‟ perception of quality of service may be difficult to measure, delay is a widely used quality of service 

measure for intersections. The vehicular composition, apart from traffic volume and proportion of turning traffic, is a 

vital factor in influencing the extent of delay caused to vehicles. Most of the earlier studies on delay to vehicles at urban 

uncontrolled intersections have been conducted under homogeneous traffic conditions, and the few studies that have been 

conducted under mixed traffic conditions being limited in scope. Therefore, there is a need to comprehensively analyse 

the delay caused to vehicles at urban uncontrolled intersections and develop the appropriate models to estimate the delay.  

In this study, curve fitting for the anticipated exponential model has been developed for each subject vehicle (2W, Car, 

Auto, HV) for all the low priority turning movements (Minor RT, Minor TH, Major RT), taking the three uncontrolled 

intersections, one three-legged (or T) intersection and two 4-legged intersections, located in Warangal city, as a case 

study. The models were developed using the well-known statistical package, IBM® SPSS Statistics V-19. The data 

points showed an exponential trend and the mathematical equation fitted through the data points for each subject vehicle. 

The goodness of fit of the each model was assessed by the coefficient of determination (R2) value and the other statistic 

measures like F-ratio, t-statistic. 

CONCLUSIONS 

Based on the field studies and the subsequent  modelling process, the following conclusions have been drawn: 

A simple readily usable mathematical model of service delay, caused to each subject vehicle at an urban uncontrolled 

intersection under mixed traffic conditions, has been developed. 

For each uncontrolled intersection, an aggregate service delay model has been developed, to serve as a useful tool for 

performance evaluation of such intersections. 

Models revealed that with increase in the conflicting flow rate, the service delay was also increased significantly. 

Average service delay for Ghatkesar  junction was found to be less, as the peak hour conflicting flow rate is less 

compared to the  intersections  

Average service delay was found to be more for Heavy vehicles (HV) category, irrespective of the movement, at all the 

three intersections 
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Abstract: In this paper, a brief practical review is presented 

on the the pavement which is compacted with the 

conventional compaction has been further compacted due 

to the movement of traffic and which corresponds to the 

ultimate density which can be attained on the bituminous 

pavement called as “Refusal density” of the pavement. 

Addition of polymers is a common method applied for 

binder modification, although various types of fibers have 

also been evaluated. It is widely believed that the addition of 

fibers to asphalt enhances material strength aswellas 

fatigue characteristics while at the same time adding 

ductility. Likewise, carbon fibers may also offer excellent 

potential for binder modification due to their inherent 

compatibility with asphalt cement and superior mechanical 

properties. Secondary compaction has to be studied in detail 

and it is understood that the 75 blows of the Marshall test 

does not determine the actual field circumstances. The 

Marshall design actually in the field will not simulate the 

field conditions hence there will be a reduction in the air 

voids at the refusal density. Then due to fineness of the mix, 

this causes the plastic deformation on the pavement 

surfaces. Hence an attempt has been made to study the air 

void content at refusal density. Also the Bulk Density, Air 

voids (Va), Voids in mineral aggregate (VMA),Voids filled 

with Bitumen (VFB) of the mix at the refusal density are 

also studied. For the simulation of the field density in the 

laboratory a Hugo hammer is used. The usage of the 

Polymer Modified Bitumen reduces the plastic deformation 

and other distresses of the pavement.  

Keywords: Road network, urban areas, Gis,Conectivity, 

behavioral model. 

 

I. INTRODUCTION 
During the last decades, there has been a rapid increase in 

traffic volumes, axle loads and tyre pressure of commercial 

vehicles on highways. This rapid growth leads to a 

substantial increment in stresses on to the road surface and 

has resulted in early failure of asphalt pavements much 

before their expected design life. In order to improve the 

performance of the asphalt mixes two solutions are available; 

firstly, increasing the thickness of asphalt layer which will 

increase the cost of construction and, secondly making a 

modified asphalt mixture with the help of additives without 

increasing the thickness of asphalt layer. At present, there are 

two research orientations to improve pavement performance 
of asphalt mixture: one is to better asphalt non-deformability 

at high temperature, via improving aggregate graduation, 

which is based on asphalt structure type and design  

 

procedures; the other is to better asphalt mechanical 

performance & permanent deformation resistance, and 

decrease temperature susceptibility, via improving asphalt 

property and quality. For the past few years, more and more 

new materials are put into the technology field of bituminous 

pavement. Thus, the third orientation to improve its 

performance is formed, that is to add fibers to asphalt, as a 

specific kind of additives, to holistically better its physical 

mechanical property. At the moment, there are mainly three 

types of fibers applied in pavement project: cellulose fiber, 
polyester fiber and mineral fiber. Addition of polymers  is a 

common method applied for binder modification, although 

various types of fibers have also been evaluated. It is widely 

believed that the addition of fibers to asphalt enhances 

material strength aswellas fatigue characteristics while at  the 

same time adding ductility. Likewise, carbon fibers may also 

offer excellent potential for binder modification due to their 

inherent compatibility with asphalt cement and superior 

mechanical properties. With new developments 

inproduction, carbon modified binder has become  cost 

competitive with polymer modified binders. Further, it was 

expected that carbon fiber- modified asphalt mixtures would 
increase stiffness and resistance to permanent deformation 

and, similarly, that the fatigue characteristics of the mixture 

would improve with the addition of discrete carbon fibers. 

Because of the high tensile strength of carbon fibers, cold 

temperature behaviour of asphalt mixtures was also expected 

to improve. Finally, carbon fiber modified asphalt could 

produce a higher quality asphalt mixture for pavements. 

 

II. NEED FOR PRESENT STUDY 

Generally we use several kinds of modifications to the 

bituminous pavements inorder to increase the strength and 
durability of Hot Mix Asphalt.  Fibers have been extensively 

used to increase rheological properties of engineering 

materials for a long times. The effect of Carbon fiber on 

asphalt binder investigated in this study. In this paper we are 

going to see how carbon polymer fibers will show impact on 

asphalt mixture, fiber improving asphalt behaviour. A 

previous research paper conveys that by addition or 

modification of Asphalt mix increases the strength, durability 

and resistance towards creep, fatigue & rutting condition. In 

this investigation we are concentrating about the amount of 

fiber that is added to the bituminous mix design and which 

will give the optimum fiber content and as a outcome 
expecting an increase in strength. Dense bituminous concrete 

Mix is used in our investigation. Fiber content varies 

between (0.5% - 2.5%). In the present study 60/70 
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penetration grade bitumen is used as binder. 

The whole work is carried out in different stages which are 

explained below. 

 Study on Marshall Properties of DBM mixes using 
hydrated lime as filler and different percentages of 

Bitumen content to determine Optimum Bitumen 

Content. 

 Study on Marshall Properties of DBM mixes with 

different percentages of CARBON fiber added to 

the weight of the binder in Dry Process. 

 

III. OBJECTIVE AND SCOPE OF THE STUDY 

Asphaltic/Bituminous concrete consists of a mixture of 

aggregates continuously graded from maximum size , 

typically less than 25 mm, through the fine filler that is 
smaller than 0.075 mm. Sufficient bitumen is added to the 

mix so that the compacted mix is effectively impervious and 

will have acceptable dissipative and elastic properties. The 

bituminous mix design aims to determine the proportion of 

bitumen, filler, fine aggregates, and coarse aggregates to 

produce a mix which is workable, strong, durable and 

economical. The objective of the mix design is to produce a 

bituminous mix by proportioning various components so as 

to have- 

1. Sufficient bitumen to ensure a durable pavement 

2. Sufficient strength to resist shear deformation under 

traffic at higher temperature 
3. Sufficient air voids in the compacted bitumen to 

allow for additional compaction by traffic 

4. Sufficient workability to permit easy placement 

without segregation 

5. Sufficient resistance to avoid premature cracking 

due to repeated bending by traffic 

6. Sufficient resistance at low temperature to prevent 

shrinkage cracks 
 

IV. LITERATURE REVIEW 

M. AREN CLEVEN (2013) investigated the properties of 

Carbon Fiber Modified Asphalt Mixtures. Preliminary study 

used to determine the feasibility of modifying the behaviour 

of a standard AC mixture through the use of pitch-based 
carbon fibers.  This study focused strictly on the ability of 

mixing and compacting mixtures made with CFMA to 

achieve statistically significant improvements in the 

mechanical properties of the mixture. Carbon fiber modified 

asphalt mixtures were expected to show increased stiffness 

and resistance to permanent deformation.  Fatigue 

characteristics of the mixture were expected to improve with 

the addition of discrete carbon fibers, and because of the high 

tensile strength of carbon fibers, the cold temperature 

behaviour of CFMA mixtures was anticipated to improve as 

well.  Carbon fiber modified asphalt was expected to produce 
a higher quality AC mixture for pavement applications. The 

addition of carbon fibers improves the high temperature 

behaviour of the asphalt binder.  If the test temperature does 

not reach the upper binder grade temperature, the effects of 

the fibers may be masked by binder behaviour. The low 

temperature behaviour of CFMA mixtures may be dominated 

by the binderuntil it begins to fail, at which time the fibers 

dominate the behaviour.  

 

Fereidoon Moghadas Nejad, Morteza Vadood & Seeyamak 
Baeetabar (2013) It is realised that the well-distributed fibers 

create a network in the internal structure of the composite, 

resulting in asphalt concrete that is more tightened. In the 

present paper, an approach was developed to mix carbon 

fibers and bitumen which guarantees the uniform fiber 

distribution. Subsequently, to find out the best set of fiber 

lengths and dose of usage aimed at fortifying asphalt 

concrete, Marshall's stability and fatigue property of carbon 

fiber-reinforced asphalt concrete were investigated. Then, 

indirect tensile stiffness modulus and fatigue properties 

under different stresses and permanent deformation of 

modified and unmodified samples at two different 
temperatures (35°C and 60°C) were studied. To find out the 

best set of fibre lengths and dose of usage aimed at fortifying 

asphalt concrete, Marshall's stability and fatigue property of 

carbon fibre-reinforced asphalt concrete were investigated. 

Then, indirect tensile stiffness modulus and fatigue 

properties underdifferent stresses and permanent deformation 

of modified and unmodified samples at two different 

temperatures (35°C and 60°C) were studied. Comparing the 

obtained results indicated that addition of carbon fibres to the 

asphalt concrete considerably increases the mechanical 

performance, which benefits all the corresponding fields 
involved such as repair and maintenance. Based on the 

investigation, the addition of fibres to asphalt improves the 

mechanical properties such as strength, fatigue 

characteristics, Marshall Stability and electrical conductivity. 

But fibre properties such as length, distribution and content 

have a great impact on the performance of asphalt. There are 

hypotheses and limitations in this area, one of which is to use 

fibres of high flexibility and remarkable thermal resistance 

against mixing time with high temperature. The main aim of 

this research is to find the best fibre length and content for 

reinforcing asphalt concrete. The evaluation of permanent 
deformation at different temperatures as well as fatigue 

properties of asphalt concrete modified with optimum values 

of fibre length and content is another important objective of 

this research. Fibres are distributed in all directions in the 

mixture so as to prevent the production and expansion of 

cracks due to various reasons whether due to tensile stress 

induced by applied loads or thermal stresses. To this end, 

carbon fibres with three levels of length and content were 

selected. 

 

Rebecca Lynn Fitzgerald(2000) researched on the novel 

application of carbon fiber for hot mix asphalt reinforcement 
and carbon-carbon pre-forms. The purpose of the research 

described in this thesis is to explore two new applications for 

carbon fibers.  The first application involves the addition of 

carbon fiber to asphalt. Preliminary research indicates that 

carbon fiber modified asphalt may have beneficial properties 

ranging from improved mechanical properties to reduced 

electrical resistance. The enhanced mechanical properties 

should result in longer lasting, more durable pavements.  In 

http://www.tandfonline.com/action/doSearch?action=runSearch&type=advanced&searchType=journal&result=true&prevSearch=%2Bauthorsfield%3A(Moghadas+Nejad%2C+F)
http://www.tandfonline.com/action/doSearch?action=runSearch&type=advanced&searchType=journal&result=true&prevSearch=%2Bauthorsfield%3A(Vadood%2C+M)
http://www.tandfonline.com/action/doSearch?action=runSearch&type=advanced&searchType=journal&result=true&prevSearch=%2Bauthorsfield%3A(Baeetabar%2C+S)
http://www.tandfonline.com/action/doSearch?action=runSearch&type=advanced&searchType=journal&result=true&prevSearch=%2Bauthorsfield%3A(Baeetabar%2C+S)
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addition, carbon fibers are electrically conductive.  As an 

additive to asphalt, they can reduce the electrical resistivity, 

which may have applications in asphalt stress testing, 

structural vibration sensing, and eating roads to melt ice and 
snow.The fibers studied were 2.54cm cut mesophase pitch-

based fibers and rolled 5.08cm-7.62cm mesophase pitch-

based fibers in random matform.  Two different 

encapsulation methods were investigated:  asphalt/water 

emulsion/carbon fiber and LDPE/carbon fiber. 

 

V. EXPERIMENTAL INVESTIGATIONS 

A. Tests on materials used Binder 

Here 60/70 penetration grade bitumen is used as binder for 

preparation of Mix, whose specific gravity was 1.023. Its 

important properties are given: 

 
Rutting Prevention 

In order to resist rutting, an asphalt binder should be stiff (it 

should not deform too much) and it should be elastic (it 

should be able to return to its original shape after load 

deformation). Therefore, the complex shear modulus elastic 

portion, G*/sinδ, should be large. When rutting is of greatest 

concern (during an HMA pavement’s early and mid-life), a 

minimum value for the elastic component of the complex 

shear modulus is specified. Intuitively, the higher the G* 

value, the stiffer the asphalt binder is (able to resist 

deformation), and the lower the δ value, the greater the 
elastic portion of G* is (able to recover its original shape 

after being deformed by a load).  

Fatigue Cracking Prevention 

In order to resist fatigue cracking, an asphalt binder should be 

elastic (able to dissipate energy by rebounding and not 

cracking) but not too stiff (excessively stiff substances will 

crack rather than deform-then-rebound). Therefore, the 

complex shear modulus viscous portion, G*sinδ, should be a 

minimum. When fatigue cracking is of greatest concern (late 

in an HMA pavement’s life), a maximum value for the 

viscous component of the complex shear modulus is 
specified. 

Property Test Method Value 

Penetration at 25°c 

(mm) 
IS : 1203 – 1978 67.7 

Softening Point (°C) IS : 1203 – 1978 48.5 

Specific gravity IS : 1203 – 1978 1.03 

Table 5.1 Properties of Binder 

 

Specific gravity and water absorption tests on aggregates 

These two tests are conducted  

 To measure the strength or quality of the material 

 To determine the water absorption of aggregates 
The specific gravity of an aggregate is considered to be a 

measure of strength or quality of the material. Stones having 

low specific gravity are generally weaker than those with 

higher specific gravity values. 

 The size of the aggregate and whether it has been artificially 

heated should be indicated. ISI specifies three methods of 

testing for the determination of the specific gravity of 

aggregates, according to the size of the aggregates. The three 

size ranges used are aggregates larger than 10 mm, 40 mm 
and smaller than 10 mm. The specific gravity of aggregates 

normally used in road construction ranges from about 2.5 to 

3.0 with an average of about 2.68. Though high specific 

gravity is considered as an indication of high strength, it is 

not possible to judge the suitability of a sample road 

aggregate without finding the mechanical properties such as 

aggregate crushing, impact and abrasion values. Water 

absorption shall not be more than 0.6 per unit by weight. 

Property Test Method 
Test 

Result 

Aggregate Impact Value (%) IS : 2386 (P IV) 14.3 

Aggregate Crushing Value 

%) 
IS : 2386 (P IV) 13.02 

Flakiness Index (%) IS : 2386 (P IV) 18.03 

Elongation Index (%) IS : 2386 (P I) 21.5 

Water Absorption (%) IS : 2386 (P III) 0.1 

Table 5.2 Physical properties of coarse aggregate 

 

VI. ANALYSES OF TEST RESULTS AND 

DISCUSSIONS 

Based on volume considered in evaluating specific gravity of 

an aggregate, some definitions of specific gravity are 
proposed. As per Das A. and Chakroborty P. (2010); the 

definitions and other formulae used in calculations hereafter 

are as follows: 

 

Theoretical Maximum Specific Gravity  

Loose DBM mixtures were prepared to determine their 

theoretical maximum specific gravity (Gmm) values. Test was 

conducted as per ASTM D 2041. 

 The SMA mixture was prepared using oven-dry 

aggregates, and placed in a pan and the particles of 

mix were separated by hand, taking care to avoid 

fracturing the aggregate, so that the fine aggregate 

portion were not larger than about 6 mm. The 

sample was cooled to room temperature.  

 The sample was placed directly into a cylindrical 

container and net mass (mass of sample only) 

weighed and was designated as A.  

 Sufficient water was added at a temperature of 

approximately 25°C to cover the sample 

completely. The cover was placed on the container.  

 The container was placed with the sample and 

water, and agitation was started immediately to 

remove entrapped air by gradually increasing the 

vacuum pressure (by vacuum pump) for 2 min until 

the residual pressure manometer read 3.7 ± 0.3kPa, 
vacuum and agitation was continued for 15 ± 2 min.  

 The vacuum pressure was gradually released using 

the bleeder valve and the weighing in water was 

done. For determining the weight in water, the 

container and contents were suspended in water for 
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10 ± 1 min, and then the mass was determined. The 

mass of the container and sample under water was 

designated as C.  

 

Specific Gravity of Aggregates 

 
Marshall Stability 

It is observed that stability value increases with increase in 

binder content up to certain binder content; then stability 

value decreases. Variation of Marshall Stability value with 

different binder content with different filler is given fig 5.1 

 
Fig 6.1 Variation of Marshall Stability of BC with different 

binder content 

 

Flow Value 

It is observed that with increase binder content flow value 

increases. For BC flow value should be within 2 to 4 mm. 

Variation of flow value with different binder content of BC 

with different filler is shown in fig 5.2 

Fig 6.2 Variation of Flow Value of BC with different binder 

content 

 

Unit weight 

 
Fig 6.3 Variation of unit weight Value of BC with different 

binder content 

 

Air Voids (Va) % 

 
Fig 6.4 Variation of air void of BC with different binder 

content 

 

VMA (%) 

 
Fig 6.5 Variation of VMA of BC with different binder 

content 

It is observed that stability value increases with increase 
fiber content and further addition of fiber it decreases. 

Variation of Marshall Stability value with different fiber 

content  
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Fig 6.6 Variation of Marshall Stability of DBM With 

different fiber content 

 

VII. CONCLUSIONS 

Based on the results and discussions of experimental 

investigations carried out on different DBM mixes the 

following conclusions are drawn. 

 
Marshall Stability 

It is observed that with increase in binder content the 

Marshall Stability value increases upto certain binder content 

value and then decreases, like conventional bituminous 

mixes. Highest stability value achieved at 1.5% of fiber 

modified bituminous mix. 

 

Flow value 

The value of flow increases with increasing in fiber content, 

to bitumen content of 4.5%. The maximum flow value 

obtained at 2.5% of fiber content. 

 
Unit Weight 

The unit weight increases with the increase in binder content 

upto a certain binder content and their after decreases. The 

maximum Unit weight is for 2% of fiber modified 

bituminous mix. 

 

Air voids 

The amount of air voids decreases with increase in binder 

content in the mix. It also increases or decreases depending 

on the fiber content in the mix. The mix is observed to have 

the lowest air voids content in the higher fiber mix. Highest 
air voids have obtained at 2.5% of fiber modified mix. 

 

Optimum Bitumen Content  

The optimum bitumen (OBC) of DBM mix based on the 

marshal test results since, all Marshall Parameters are 

satisfying the requirement of MoRTH specifications, and the 

Optimum Binder Content is fixed as 4.5%. 

 

Optimum fiber content 

The optimum fiber content is based on the marshal stability 

test itself which gives the 1.5% of Carbon modified 

bituminous mix gives the highest stability strength .Anything 

above the optimum fiber content, the mix behaved like a less 

viscous material.  
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Abstract — In  this paper, a brief practical review is presented on the statistical evidence showing the existing pavement and 

traffic conditions for extra widening and conversion of lanes and to identify the traffic growth statistics at particular 

stretches for management of the roads according to the vehicular growths and its management  for the essential of future 

traffic estimation Hence Detailed traffic surveys have been carried out to assess the baseline traffic characteristics on the 

project road and other major corridors like NH-202, SH-3, SH-17 and SH-9, which come under project influence area. All 

the data are characterized by a high degree of goods and Passenger vehicular traffic and the analysis of traffic survey data 

was done for the Identification of Vehicular Growth and Its Management on NH-202 in Ranga Reddy District 

Keywords—Identification, traffic growth, ranga reddy, NH-202, vehicular growth. 

I. INTRODUCTION 

National Highway 202 (NH 202) is a National Highway in  India that links Hyderabad in Telangana and  Bhopalpatnam in 

Chhattisgarh. The road till Warangal was already a state highway. It was extended and upgraded to a NH as the shortest route 

to connect Chhattisgarh to an important city. In Hyderabad city, the highway passes through Golnaka, Amberpet, 

Ramanthapur, Uppal Kalan and Ghatkesar areas along the northern banks of River Musi. The highway passes through 

Ghatkesar, Bhongir, Aleru, Jangaon, Raghunathpalle, Station Ghanpur, Warangal, Atmakur, Mallampalli, Mulug, Eturu 

Nagaram, Chandrupatla and Bhadrakali. It is arbit rarily  calcu lated about 280 kilometers, in which  the stretch in Telangana is 

about 244 kilometers and in Chhattisgarh 36 kilometers. The highway jo ins National Highway 16 (India) at Bhopalpatnam, 

but there is no bridge across River Godavari at Nagaram v illage so travellers have to go all the way to Bhadrachalam to get 

into Chhattisgarh. The highway joins Nat ional Highway 7 (India) at Hyderabad.  

Roads are meant to facilitate mobility - the movement of people and goods. However, most roads are  developed for vehicles 

rather than for pedestrians and non-motorized vehicles. Roads should be treated as shared space for all and developed in the 

same manner. Pedestrian sidewalks and bicycle lanes need to be developed along with roads. But, such cases happen very 

rarely. Car owners, private and business, are a minority in developing countries, but have concentrated political power, 

because of which our roads are more vehicle-friendly. Cities in developing countries are ugly because they are built and are 

still being built solely for the powerful minorities and their cars.   

Transport is the basis of mobility and without mobility, national as well as international, trade cannot happen. Economy can 

never develop without trade. 

Our study uses an idealized traffic network model to directly  compare the efficiency of one-way and two-way street networks. 

It finds that two-way streets may serve traffic more efficiently, especially when trips with in the network are short. 

 

II. NEED FOR PRES ENT STUDY  

Initial investigation of the study is to evaluate the rating of the pavement condition and to determine functional and structural 

conditions of a highway section either for purposes of routine monitoring or planned corrective action. Functional condition 

is primarily concerned with the ride quality or surface texture of a highway section. Structural condition is concerned with the 

structural capacity of the pavement as measured by deflection, layer thickness, and material properties. At  the network level, 

routine evaluations can be used to develop performance models and prioritize maintenance or rehabilitation efforts and 

funding. At the project level, evaluations are more focused on establishing the root causes of existing distress in order to 

determine the best rehabilitation strategies. Due to increase in traffic volume of the existing single lane of Golnaka to 

Warangal road as to be widened from the section as shown in the figure 1.1  
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Figure-2.1  Satellite Map of National Highway in Ranga reddy district. 

III. OBJECTIVE AND SCOPE OF THE STUDY 

 

 To determine the vehicular g rowth in the present corridor.  

 To determine the Existing pavement history for extra widening and conversion of single lane to double lane.  

 To determine equivalent single axle loads (ESAL) and the average ten heaviest wheel loads daily.  

 To determine for material selection and reuse of existing pavement materials.  

 

IV. LITERATURE REVIEW 

 

The current literature on urban street network design stresses that two-way streets create higher levels of economic activ ity. 

For example, two-way streets are better for local businesses that depend heavily on pass -by traffic. Additionally, traffic signal 

timing on two-way streets forces vehicles to stop more frequently than on one-way streets, giving drivers more exposure to 

local businesses. 

Two-way streets have also been found to be safer than one-way streets, for several reasons. Although intersections of two-

way streets have more conflict ing maneuvers, one-way streets correlate with decreased levels of d river attention. One-way 

streets also allow h igher travel speeds since signal timing results in less frequent stops for vehicles. Pedestrians also pre fer 

crossing two-way streets since drivers tend to travel more slowly on them and vehicular conflicts are more predictable.  

We prefer two-way street networks to one-way street networks because they are less confusing. Visitors driv ing in a two-way 

grid network can easily approach their destination from any direct ion. A one-way  network may prevent drivers from 

approaching their destination from the most logical d irection. Th is uncertainty can intimidate drivers and, in some cases, 

make them hesitant to return. Likewise, two-way streets make locating the transit stop for a return trip  from downtown 

easier—in almost all cases, the bus stop is simply located across the street. On one-way networks, however, the stop for the 

return trip is usually on another street, which may confuse visitors and cause them to get lost. 

V. METHODOLOGY 

5.1 Traffic studies and forecast 

An accurate estimate of the traffic that is likely to use the Project Road is very important as it forms the basic input in 

planning. Design Operation and financing. A Through Knowledge of the travel characteristics of the traffic likely use the 

Project Road as well as outer major roads in the influence areal of' the study corridor is therefore. Essential for future traffic 

estimation Hence Detailed traffic surveys have been carried  out to assess the baseline traffic character istics on the project 

road and other major corridors like NH-202, SH-3, SH-17 and SH-9, which come under project in fluence area.  

 

5.2 Traffic Surveys  

 

In order to identify traffic survey locations on the project affected roads as well as on the likely  completing  roads as detailed 

reconnaissance has been carried out for finalizing the locations. 
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The traffic volume survey locations have been divided accordingly and termed as TC1, TC2, TC3, TC4, TC5, TC6, TC7, and 

TC8. A map showing the stretch with Traffic Surveys location is enclosed as shown in fig 1.  

Traffic Volume count stations were selected in such a manner that all -possible movement would be captured on the Project 

stretch. To capture the Traffic and Travel characteristics of predominant category o f vehicles, Origin and destination surveys 

were conducted. For the opinion sake, willingness to pay survey was also conducted. A schedule of all such surveys 

conducted is listed and presented in table 1 as shown below. 

 

 

 

5.3 Schedule of traffic surveys 

 

Type of survey Location Duration of survey 

Classified traffic volume count 

1. Golnaka 

24 hours for 7 days at each 

location 

2. Ghatkesar 

3. Bibinagar 

4. Yadagirigutta 

5. Aler 

6. Janagon 

7. Chagal 

8. Kazipet 

OD commodity and willingness to 

pay survey 

9. Uppal 

24 hours for 1 day at each location 

10. Ghatkesar 

11. Aler 

12. Janagon 

13. Kazipet 

 

Objectives of Traffic Survey 

 

The primary objectives of these traffic studies are to: 

 Determine the characteristics of traffic movement; 

 Identificat ion of Zone of influence for the project stretch and the extent of influence based on OD survey; 

 Determine the travel pattern as well as type and weight of commodities carried by goods vehicles; 

 Capacity assessment and recommendation for 8 lane based on demand forecast and geometric d esign of intersections; 

 Determination of vehicle damage factor as an aid to pavement design; 

 Cost benefit and sensitivity analysis; 

 Environmental impact assessment. 

 

Analysis of traffic survey data 
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Traffic data analysis have been carried out as per the stipulation of TOR, to provide the basic input for highway design 

junction design pavement design environmental impact assessment and investment appraisal. 

 

Classified Traffic volume counts  

The analysis has been carried out for each location to derive 

 Average Daily Traffic (ADT) for fast and slow moving vehicles. 

 Average Daily Variat ion 

 Average Hourly Variat ion 

 ADT composition (modal split )  

 Annual average daily traffic (AADT) after seasonal correction. 

 Traffic composition pattern for passenger. Goods and non- motorized vehicles. 

 Classified Hourly Average traffic for every count station. 

 

Seasonal Variation Factors 

 

Monthly sales data of diesel and pattern for five consecutive years from different petrol pumps were co llected on all major 

cross roads and seasonal factors were calculated. The values of seasonal factors which have been adopted for the present 

analysis are presents in Table 2 

 

SINo Month Golnaka Ghatkesar Bibinagar 
Yadagirigu

tta 
Aler Janagon Chagal  

1 Jan 1.067 1.106 8.85 0.97 .98 1.03 0.922 

2 Feb .992 1.019 1.05 1.02 0.77 1.01 1.078 

3 Mar 1.030 1.007 1.07 0.09 0.81 0.99 1.241 

4 Apr 1.065 0.964 1.05 0.99 1.09 1.00 0.987 

5 May 1.00 0.841 1.23 0.99 1.09 0.97 1.049 

6 Jun 0.952 0.945 1.14 1.07 1.13 1.06 0.998 

7 Jul 0.980 0.975 1.09 1.08 1.08 1.02 0.975 

8 Aug 1.00 1.056 0.99 1.06 0.92 1.01 0.978 

9 Sept 1.042 1.104 0.90 0.94 0.91 1.02 0.930 

10 Oct 0.957 1.082 0.88 0.99 0.95 0.96 0851 

11 Nov 0.959 0.993 0.82 0.93 0.94 0.93 0.922 

12 Dec 0.956 0.987 0.92 1.01 1.07 0.99 1.068 

 

Table: Seasonal Variation Factors on Major Roads 

The average annual daily traffic at the study location is obtained by multiply ing the average daily - traffic with the seasonal 

correction factor. The traffic surveys have been conducted during the month of March 2013. The seasonal variat ion actors for 

the month of March 2013 have been established as given in Table 2. The AADT of vehicles for the year 2013 at the twelve 

locations are shown in table 3.  
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Origin Destination Survey and Analysis 

Origin  - Destination surly were conducted at five locations. Namely at Uppal, Ghatkesar, Aler, Janagon and Kazipet Orig in - 

Destination Survey were carried out to estimate the percentage of internal traffic, external traffic. Well-formatted 

questionnaire was framed containing informat ion regarding orig in. Destination, distance, purpose. Willingness to pay and 

various details. Separate queries were made for passenger vehicles and goods vehicles. The 0-D matrix estimates describing 

the travel pattern of both goods and passengers vehicles observed at all OD survey locations. The entire stretch is divided in 

to 8 legs such as leg 1 is in between Golnaka and Uppal, Legs 2 is in between Uppal to Ghatkesar, Leg 3 is in between 

Ghatkesar and Bibinagar, Leg 4 is in between Yadagirigutta and Aler, Leg  5 is in between Janagon and kazipet, Leg 6 is in 

between Kazipet and Hanamkonda, Leg 7 is in between Hanamkonda and Warangal Road.  

In this study this study in order to estimate the travel demand on the project road the shortest path method considered to 

analyze the traffic data the traffic on a specific leg is arrived by considering influence of OD survey at all twelve location s for 

example if the traffic generated at Hyderabad (O-D I) and destined to Bibinagar (O-D 4) then the traffic is assigned on Leg 1. 

Leg 2 and Leg 3. Similarly when the traffic is generated at MGBS (O-D 1) and destined to Uppal (O-D 3) then the traffic 

assigned to Leg 1 and Leg 2. Same method is adopted for all legs by considering the shortest distance the O-D pairs. So that 

we will get the cumulat ive traffic all each leg horn all O-D location. After arriv ing the cumulat ive traffic on each leg the 

traffic considered for project ions and MSA calculation Leg wise. 

 

Willingness to pay survey 

In the OD survey the drivers of both goods vehicles and passenger vehicles were questioned about the amount of toll and 

willingness to pay on provision of an improved road facility.  

In case of Goods Vehicles, nearly 69% were willing to pay more than or equal to Rs. 201 while nearly 250% were willing to 

pay less than of Rs. 20. In case of Passenger Vehicles, nearly 50% were willing to pay more than or equal to Rs. 20, while 

nearly 47% were willing to pay less than of Rs. 20. Details of toll rate survey of goods and passenger vehicles are indicated 

in table 6. 

 

Table 6: W illingness to pay Toll by Vehicle Type (All OD Survey Location)  

Willingness to pay 

Goods vehicles in % 

Vehicle type  Rs.5 Rs.10 Rs.20 Rs.50 Rs>50 
No 

response 
total  

2A truck 10 12 52 11 7 8 100 

3A truck 0 20 63 9 3 5 100 

MA truck 0 0 66 30 4 0 100 

LCV 0 60 30 0 0 10 100 

Passenger vehicles in % 

Vehicle type Rs.5 Rs.10 Rs.20 Rs.50 Rs>50 
No 

response 
total  

Car (old ) 6 45 38 6 1 4 100 

Car (new) 2 41 44 9 2 2 100 

 

Axel Load Survey Analyses 

 

The survey data have been verified: computerized  and rechecked. Before the load spectrum analysis, the modal split of 

commercial vehicles and the percentage sample obtained in load measurements are assessed with necessary data processing. 
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From the recorded data, the commodity wise movement of the goods has been analysis. The data with respect to the axle 

loads as obtained are grouped with 1 tone class interval for each axle of a vehicle are the frequency distribution of axle lo ads 

for all types of vehicles has been obtained along with gross vehicle Weight (GVW) for each category of Vehicle. Car (New) 

The Vehicle Damage Factor (VDF) is an index characterizing the traffic loading fo r a highway  and is defined as a mult iplier 

for converting the number o f Commerc ial vehicles of d ifferent axle loads to Standard Axle Loads (SAL). Equivalency factor 

(EF) is normally worked out by using the fourth power rule derived by AASHTO. However, TRRL has suggested a factor of 

1.5 for developing countries. In the present study however, the Fourth Power Rule given by CRRI has been adopted. With the 

help of Equivalency factors and frequency distribution of axle loads Equivalent Axle Loads (EAL) are computed.  

 

VDF= Total EAL/Number of Vehicles Weighed.  

 

Axle load surveys were not conducted in the present stage. The VDF values were derived from the previous report, where in 

the axle load surveys were conducted at Ghatkesar, Bib inagar, Aler, and Kazipet The following VDF factors have been 

assumed in the present report these values will be verified after conduction the axel load surveys on the project corridor 

 

location 
2A 

truck 

3A 

truck 

MA 

truck 
LCV Buses 

Ghatkesar 3.21 2.41 2.5 0.23 0.50 

Bibinagar 2.66 3.17 4.92 0.36 0.30 

Aler 3.90 2.42 7.60 0.40 0.44 

Kazipet 1.50 2.60 2.65 0.14 0.41 

average 2.82 2.65 4.44 0.28 0.41 

 

Es timation of Growth Rates 

 

 To arrive at a realistic and rational assessment of Growth Factor, effort was made to collect the various secondary data 

and statistical informat ion. More secondary data and recent trend of road transportation within the influential area 

could have led to more realistic and rat ional assessment. 

 The Growth Factor derived from past traffic data on the stretch supplemented by registration trend and the statistical 

parameters would have been the ideal method. However, due to irregular, errat ic and insufficient past traffic data 

Available, the derivation of Elasticity and Growth Factors was based on Registration of Vehicles and the Economic 

Parameters. 

 The Growth trend has been derived for the fo llowing categories of vehicles: PV =Passenger Vehicles (Car, Jeep, Taxi, 

Van, etc) T =Trucks (Mini, 2 axle and Multi axle) B =Bus, Mini Bus  

 The following steps have been adopted to derive the Elasticity and Growth Factors, 

 Growth rate of reg istration vehicles of zone of influence (A.P and India) is found out. 

 Growth rates of NSDPIGSDP, GDP, per Capita Income (at 1993-94 Constant prices) and population are obtained. 

 For PV and bus, number of registered vehicles has been regressed with Population of Andhra Pradesh State. 

 For trucks, number of reg istered trucks has been regressed with GSDP of the state for Intra -State movement and GDP 

for Inter-State movement. 

 Mean value of Average growth rate of registered vehicles and the growth Rate obtained by Regression A nalysis for all 

categories were found out both at State level and at National level (For trucks only).  

 For PV and Bus, the mean  growth rate of reg istered vehicular growth rate and growth rate from regression analysis is 

adopted. 

Final growth rate were obtained for horizon years by considering the projected economic trend of the State. Tab le 7 shows 

the growth rates, which are adopted in finding the future traffic demand estimates. 
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Table 8: Pro jection Growth Rates for Different Category of Vehicles  

Year City Buses Tucks AP 
Trucks 

national  

Up to 2010 12% 3% 7% 7% 

2011-2015 12% 2% 7% 7% 

2016-2020 12% 2% 6% 6% 

2021-2025 12% 2% 6% 6% 

2026-2030 11% 2% 5% 5% 

2031-2035 10% 2% 5% 5% 

2036-2040 10% 2% 4% 4% 

Average 10.93% 2.07% 5.50% 5.50% 

 

With the growth rate shown in table 7, the present and projected traffic volumes on the project road for 30 years are presented 

in table  

 

Present and projected volumes along with project corridor  

 

Leg 2006 2011 2016 2021 2026 2031 2036 

Leg1 34931 49267 69489 98010 138236 194973 274997 

Leg 

2 
35450 50000 70522 99466 140290 197870 279083 

Leg 

3 
34672 48903 68974 97283 137211 193528 272958 

Leg 

4 
52136 73534 103715 146284 206324 291006 410445 

Leg 

5 
57655 81319 114695 161769 228165 321811 453893 

Leg 

6 
58305 82235 115988 163593 230737 325439 459011 

Leg 

7 
38276 53986 76143 107395 151474 213644 301331 

Leg 

8 
58761 82879 116895 164872 232541 327984 462601 

Leg 

9 
64463 90921 128238 180871 255107 359811 507490 

Leg 

10 
37924 53489 75443 106408 150081 211679 298560 

Leg 

11 
32589 45965 64830 91439 128968 181901 256559 

Leg 

12 
31861 44895 63263 89145 125617 177009 249427 

 
Capacity Calculation for the Traffic Homogeneous Sections  
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Traffic 

homog

enous 

section 

Year of 

attaining 

volume of 

nearly 

40000 PCU 

Corres p

onding 

traffic 

volume 

Year of 

attaining 

volume of 

nearly 

96000PCU 

Corres

pondin

g traffic 

volume 

Leg1 2008 40459 2021 96126 

Leg 2 2008 41269 2021 97636 

Leg 3 2008 41274 2021 96126 

Leg 4 2008 58603 2015 95301 

Leg 5 2008 64251 2014 98535 

Leg 6 2008 65667 2014 98311 

Leg 7 2008 40939 2021 96491 

Leg 8 2006 61378 2014 96008 

Leg 9 2006 66305 2013 99016 

Leg10 2007 41738 2022 99108 

Leg11 2009 41252 2024 97727 

Leg12 2009 40009 2025 95820 

 

CONCLUS IONS  

 

• Despite good performance of the road transport sector it is best with slow technological development, low energy 

efficiency, pollution and slow movement of freight and passenger traffic. The step -up in freight and passenger road 

traffic during the past years as to done with the alternate growth paths provides an opportunity for technological up 

gradation, capacity augmentation and replacement of over aged ro lling stock. 

• Greater the share of commodity-producing sectors like agriculture and manufacturing, higher is the demand for 

transport. 

• Composition of vehicle population in India in the year 2011, the latest year for which the data is available, reveals 

preponderance of two-wheelers with a share of more than 71 per cent in  total vehicle population, followed  by cars with 

22 per cent and other vehicles (a heterogeneous category which includes 3 wheelers, trailers, tractors etc.) with 9.4 per 

cent 

• However, the share of buses and trucks in the vehicle population at 1 per cent and 5 per cent respectively is much lower 

compared to other areas.  

• With a rising income and inadequate urban public transport system, in particu lar, the personalized mode of transport is 

likely to grow in importance in the coming years.  

• Overloading has detrimental effect on service life of the pavement and results in increased maintenance It also results in 

higher road user cost, besides increase in pollution level. It is also a potential hazard  not only from safety consideration 

but may lead to accidents.  

• The amount of damage caused due to overloading to the road infrastructure and the life expectancy of the road far 

outweighs any short term again. 

 

RECOMMENDATIONS 

 

• Road design and traffic management along with specifications need to be reviewed to fo llow the best practices in the 

world  

• Promote road design/layout which has a beneficial impact  on the road users. A case in point is segregation of motorized  

and Non Motorised Transport traffic as in Bangladesh  

• Strengthen bus mode by: making subsidized loans or alternatively Provid ing concession. Interlink regional & District  

Transport Authorities through computer network.  

• Innovative approaches for separating pedestrians from road traffic should be developed. Public should be made aware of 

benefits of Non Motorised Transport, viz, bicycling and walking.  
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• Increase in permissible axle load and GVWs should be discouraged Discourage modification in design (tyre size, no. of 

springs etc.) to suit overloading by incorporating essential features in Registration Cert ificate. 

• Install weigh  in  motion (WIM) at select  points on National Highways, Inter State Check Posts, industrial areas etc on a 

selective basis installation. 

• Train students in technological institutions on all aspects of road safety and review enforcement of traffic rules and 

regulations Establish Regional Centres of Excellence in various aspects of road safety  
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Abstract: with rapid increase in the number of vehicles, 

major traffic congestion problems have been found to occur 

in world. The traffic congestion causes excessive delay in 

travel time, air and noise pollution, fossil   fuel 

consumption and enormous financial loss. One major 

cause for traffic congestion is that many of the existing 

traffic signal lights cannot effectively respond to current 

traffic conditions, so vehicles experience unnecessary delay 

at intersection. To cope with the urban traffic congestion 

problems, an area wide adaptive traffic control strategy 

known as Area wide Real-time Traffic Control (ARTC) 

system has been developed that can prevent traffic 

congestion. In this report attempts has been made to discuss 

the structure, parameters and benefits of ARTC system. 

SCOOT (Split, Cycle, and Offset Optimization Technique) 

is one of the effective methodologies of ARTC system. An 

on line computer continuously monitored traffic flows over 

the whole network and made small adjustment to signal 

timings to reduce delays and improve traffic  flow. Hence 

this report also discuss about various aspects of SCOOT. 

Keywords: Delays, traffic growth, Scoot, ARCT, 

Congestion.  

 

I. INTRODUCTION 

The growth of the number of automobiles on the roads has 

put a higher demand on the traffic control system to 

efficiently reduce the level of congestion occurrences, which 

increases the fuel consumption, air & noise pollution. Traffic 

congestion may occur due to exceptional traffic condition or 

traffic flow variability. Traffic flows along a section of road 

are subjected to many sources of variations; such variations 
can be due to known predetermined effects viz; time of day, 

the day of week or holiday. A second set of sources are 

unpredictable causes e.g. bad weather conditions or accidents 

on or near the road. Other causes of variation will result from 

unknown sources such as the composition of the traffic 

stream e.g. an unusual large proportion of heavy vehicle. 

Most people aware that the traffic flow along the road in 

urban and semi urban areas is not constant over 24 hours a 

day, 365 day a year. Certain accepted features commonly 

occur, which includes: 

 A morning peak and evening peak 

 Flows are low, late at night and early in the morning 

 Saturdays, Sundays and public holidays have 

different flow profiles 

If the same journeys were made every day at the same 

conditions, traffic could be effectively controlled using a 

fixed signal plan which minimizes cost. However, traffic  

 

flows vary and therefore responsive urban traffic control 

system or real time traffic control system is required. Traffic 

signal coordination is normally implemented to improve the 

level of service of a road or a network of roads, where the 

spacing of signals is such that isolated signal operation 

would cause excessive delays, stops and loss of capacity. 

The popular concept is that coordinating traffic signals is 

simply to provide green-wave progression where by a 
motorist travelling along a road receives successive green 

signals. While this is one of the aims, the principal purpose 

of coordination is to minimize overall delay and/or number 

of stops. The benefit of traffic signal coordination is based 

on the relationship. Travel speed along a roadway system is 

dependent on the signal spacing and the cycle length at 

traffic signals. Travel speeds are lower when traffic signals 

are closely spaced and operate under a short cycle length. 

Conversely, higher travel speeds are a result of long cycle 

lengths and large spacing between intersections. When traffic 

signals are located in close proximity, the presence of the 
upstream traffic signals alters the arrival pattern of traffic at 

the downstream traffic signals from random arrivals to 

arrivals in platoons. This means that improved traffic flow 

can be achieved if the green signal at the downstream traffic 

signal is arranged to coincide with the arrival of the platoon. 

To achieve this, traffic signals are coordinated, sometimes 

called “linked”. This improves the level of service on a road 

network where the spacing of traffic signals is such that 

isolated operation causes excessive delays. Below are brief 

definitions of some of the key elements of traffic signal 

coordination. National Highway 202 (NH 202) is a National 

Highway in India that links Hyderabad in Telangana and 
Bhopalpatnam in Chhattisgarh. The road till Warangal was 

already a state highway. It was extended and upgraded to a 

NH as the shortest route to connect Chhattisgarh to an 

important city. In Hyderabad city, the highway passes 

through Golnaka, Amberpet, Ramanthapur, Uppal Kalan and 

Ghatkesar areas along the northern banks of River Musi. The 

highway passes through Ghatkesar, Bhongir, Aleru, Jangaon, 

Raghunathpalle, Station Ghanpur, Warangal, Atmakur, 

Mallampalli, Mulug, Eturu Nagaram, Chandrupatla and 

Bhadrakali. It is arbitrarily calculated about 280 kilometers, 

in which the stretch in Telangana is about 244 kilometers and 
in Chhattisgarh 36 kilometers. The highway joins National 

Highway 16 (India) at Bhopalpatnam, but there is no bridge 

across River Godavari at Nagaram village so travellers have 

to go all the way to Bhadrachalam to get into Chhattisgarh. 

The highway joins National Highway 7 (India) at 

Hyderabad. 
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Roads are meant to facilitate mobility - the movement of 

people and goods. However, most roads are developed for 

vehicles rather than for pedestrians and non-motorized 

vehicles. Roads should be treated as shared space for all and 
developed in the same manner. Pedestrian sidewalks and 

bicycle lanes need to be developed along with roads. But, 

such cases happen very rarely. Car owners, private and 

business, are a minority in developing countries, but have 

concentrated political power, because of which our roads are 

more vehicle-friendly. Cities in developing countries are ugly 

because they are built and are still being built solely for the 

powerful minorities and their cars. Transport is the basis of 

mobility and without mobility, national as well as 

international, trade cannot happen. Economy can never 

develop without trade. Our study uses an idealized traffic 

network model to directly compare the efficiency of one-way 
and two-way street networks. It finds that two-way streets 

may serve traffic more efficiently, especially when trips 

within the network are short. 

 

II. NEED FOR PRESENT STUDY 

Unlike western countries India has mixed and non-lane 

traffic behavior hence SCOOT (Split Cycle Offset 

Optimization Technique) and SCATS (Sydney Coordinated 

Adaptive Traffic System) which are proved as one of the best 

techniques for signal coordination are proved to be inefficient 

for Indian traffic. CDAC Trivandrum developed an 
alternative signal coordination technique CoSiCoSt 

(Composite Signal Control Strategy) to SCOOT and SCATS 

which considers mixed and non-lane traffic behavior and it is 

proved to be better for Indian traffic but the only limitation is 

its cost which is uneconomic. Hence a best fixed time Signal 

coordination plan has to be designed which is economic and 

efficient. 

 

III. OBJECTIVES OF THE STUDY 

General aim of corridor study is to identify the deficiencies 

along the corridor and consequently improve the efficiency 
of the corridor. The decrease in the travel time and decrease 

in delay are the major factors to make road users feel 

comfort. The main objectives of the study are 

 To design efficient fixed time signal coordination 

plan for the existing network.  

 Comparing existing network with improved network 

in terms of travel times and delays.  

 To find the effect of cycle length, offsets, traffic 

flow and vehicular speeds on signal coordination.  

 To collect different types of delays at signalized 

intersection 

 To provide proper effective green time 

 To reduce vehicle delay, stops and congestion 

 To remove the need for updating fixed time plans 

 To provide real time data for traffic management 

purpose. 

 

IV. LITERATURE REVIEW 

The theory of traffic signal focuses on the estimation of 

delays and queue lengths. Only limited studies on 

heterogeneous traffic through intersections (e.g.: maini 

&khan, 2000; Arasar & kashami.).Traffic delays and queues 

are principal performance measures that enter into the 
determination of intersections level of service (Los) in the 

evaluation of the adequacy of lane lengths, and in the 

estimation of fuel consumption and emission. The following 

materials emphasize the theory of descriptive models of 

traffic flow as opposed to prescriptive models. The rationale 

and concentrating on descriptive models is that a better 

understanding of the interaction between demand and supply. 

Signals is a prerequisite to the formulation of optimal signal 

control strategies, performance estimation is based on 

assumptions regarding the characterization of the traffic 

arrival and service processes. In general, currently used delay 

models at intersection are described in terms of a 
deterministic and good to reflect both the traffic flow 

properties.  

 

A. Previous Studies on Signal Coordination 

Lee et al. (2004) had proposed a gray system theory-based 

method for the quantitative evaluation and ranking of the 

operational and safety performance of signalized 

intersections in urban areas under mixed traffic conditions. 

Mixed traffic conditions refer to traffic situations in which 

motor vehicles, bicycles, and pedestrians share a signalized 

intersection. Such mixed traffic is a typical phenomenon in 
many cities around the world in which the populations of 

urban areas are extremely large. Five index parameters are 

used in the proposed method they are the degree of 

saturation, the average stopped delay, the queue length, the 

conflict ratio, and the separation ratio. These parameters 

represent the operational and safety performance of a 

signalized intersection with mixed traffic. They are inputted 

into the evaluation equations, which are developed according 

to the gray system theory. The method is applied to the 

performance evaluation of the intersections and network in 

the urban area of Changsha, China. The results show that the 
method can be used to conduct a comprehensive 

performance evaluation and ranking of signalized 

intersections under the mixed traffic conditions that are 

associated with urban road network systems. Byungkyu and 

Schneeberger (2007) had proposed a procedure for 

microscopic simulation model calibration and validation and 

an example case study is presented with real-world traffic 

data from Route 50 on Lee Jackson Highway in Fairfax, 

Virginia as microscopic simulation models have been widely 

used in transportation operations because simulation is safer, 

less expensive, and faster than field implementation and 

testing. The proposed procedure consisted of nine steps: (a) 
measure of effectiveness selection, (b) data collection, (c) 

calibration parameter identification, (d) experimental design, 

(e) run simulation, ( f ) surface function development, (g) 

candidate parameter set generations, (h) evaluation, and (i) 

validation through new data collection. The case study 

indicates that the proposed procedure appears to be properly 

calibrating and validating the VISSIM simulation model for 

the test-bed network. Mariagrazia et al. (2007) had focused 
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on the problem of synchronization of subsequent 

intersections in a signalized urban area. Adopting an 

optimization model proposed in literature, the paper 

investigates the determination of the offset between two 
signals, i.e., the time displacements of green splits along a 

movement direction. On the basis of traffic observations, 

appropriate selection of offset in two coordinated 

intersections located in an urban area is performed under 

different congestion scenarios. Results show the efficiency of 

the proposed method to allow uninterrupted flow of traffic. 

Yafeng and Alexander (2007) presents the concept and 

implementation of an offline offset refiner, which addresses 

the problem of uncertain (not fixed) starts/ends of green in 

the determination of offsets for coordinated actuated signal 

control. Making use of a large amount of archived signal 

status data available from real-time signal operations, the 
refiner may fine tune the signal offsets to provide smoother 

progression in either one-way or two-way coordination. The 

proposed offset refiner is easy to implement and can work 

readily with current closed loop signal control systems to 

improve their system performance. 

 

V. METHODOLOGY 

Area wide Real-time Traffic Control Systems (ARTC) is 

intelligent dynamic traffic control systems which are 

designed effectively, to respond rapid variations in dynamic 

traffic conditions. The logical structure of ARTC system is 
shown in Fig.3. The purpose of a traffic control system is to 

ensure the safe and smooth flow of traffic. The traffic control 

system has mainly two functions: Firstly, controlling traffic 

signals using traffic data acquired by vehicle detectors; 

secondly, providing drivers with the traffic information. 

Real-time traffic control, as opposed to more traditional off-

line traffic control systems, utilize real time information from 

on-line traffic monitors in order to measure the dynamic 

traffic flow conditions for prediction and control of the traffic 

condition for the next control period. In order to achieve this, 

a real-time adaptive signal traffic control system has to 
include not only traffic monitoring and control equipment but 

also methods for traffic data acquisition and analysis, traffic 

pattern prediction, and on-line timing plan selection.  

Fig 1: ARTC system model 

A. DEVELOPMENT OF ARTC SYSTEM   

In urban areas where traffic signals are close together, the 

co-ordination of adjacent signals is important and gives great 

benefits to road users. Coordinating signals over a network 
of conflicting routes is much more difficult than coordinating 

along a route. Signals are usually coordinated on a common 

cycle time so that the platoons of vehicles that leave one 

signal arrive at the adjacent signal just as it turns green. If 

this can be continued through a series of signals, traffic is 

able to travel along a “green wave.” Fig 4 shows on a time-

distance (T-D) diagram a simple example of green wave 

“bands” for two directions of travel along an arterial road. 

Many traffic engineers use T-D diagrams to work out the 

best way to coordinate signals. On the right-hand side of Fig 

4, typical movements of individual vehicles are shown in 

time and space, some have to stop and start and so form 
queues that disrupt the green wave. In such situations, the 

diagram of a green wave may be misleading. It is a difficult 

task to estimate average queues using a T-D diagram, 

particularly in a road network where various routes cross 

each other. 

 
Fig 2: Time Distance Diagram 

 

B. BENEFITS OF ARTC SYSTEM  

Benefits of ARTC depend on the choice of traffic sensors 

and their location, on the choice of adaptive real-time traffic 

analysis and prediction algorithms, and of corresponding 

signal control strategies.  

Benefits of ARTC system includes  

 Increased lane carrying capacity 

 Increased travel speeds 

 Reduction in vehicle-hours of delay 

 Drop in accident rate 

 Reduction in number of stops and queue length 

 Reductions in fuel control and consumption and 

mobile source emissions 

SCOOT – Spilt Cycle Offset Optimization Technique  

The Split Cycle Offset Optimization Technique (SCOOT), 

urban traffic control system was developed by the Transport 

Research Laboratory (TRL) in collaboration with the UK 
traffic systems industry. SCOOT is an adaptive system 

which responds automatically to traffic fluctuations. It does 

away with the need for signal plans which are expensive to 

prepare and keep up to date. SCOOT has proved to be an 

effective and efficient tool for managing traffic on signalized 

road networks and is now used in over 200 towns and cities 
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in over 14 countries around the world given proven benefits 

in reduced congestion and delay. 

 

C. BENEFITS OF SCOOT 
Many benefits are obtained from the installation of an 

effective Urban Traffic Control system utilizing SCOOT, 

both reducing congestion and maximizing efficiency which 

in turn is beneficial to the local environment and economy. 

Various benefits can be:  

 World leading adaptive control system 

 Customized congestion management 

 Reductions in delay of over 20percent 

 Maximum network efficiency 

 Flexible communication architecture 

 Public transport priority 

 Traffic management 

 Incident detection 

 Vehicle emission estimation 

 Comprehensive traffic information 

Modern traffic management and control systems must 

account for all methods of transport in our urban areas and 

SCOOT provides effective priority for public transport 

without disadvantaging the normal traffic, providing an 

effective alternative by allowing public transport vehicles to 

adhere to their schedule and hence provide a credible 

alternative mode of travel. SCOOT was originally designed 
to control dense urban networks, such as large towns and 

cities. It is also successful in small networks, especially for 

areas where traffic patterns are unpredictable. 

 

D. WORKING PRINCIPLE  

Information on the physical layout of the road network and 

how the traffic signals control the individual traffic streams 

are stored in the SCOOT database. Any adaptive traffic 

control system relies upon good detection of the current 

conditions in real-time to allow a quick and effective 

response to any changes in the current traffic situation. 
SCOOT detects vehicles at the start of each approach to 

every controlled intersection. It models the progression of the 

traffic from the detector through the stop line, taking due 

account of the state of the signals and any consequent queues. 

The information from the model is used to optimize the 

signals to minimize the network delay. 

Fig 3: SCOOT: Schematic overview 

 

The Kernel software at the heart of a SCOOT system is 

standard to all installations. The additional software (the 

"knitting" or UTC software) which links the SCOOT Kernel 
to on-street equipment and which provides the user interface 

is specific to the supplier. The operation of the SCOOT 

model is summarized in the Fig 4.3. SCOOT obtains 

information on traffic flows from detectors. As an adaptive 

system, SCOOT depends on good traffic data so that it can 

respond to changes in flow. Detectors are normally required 

on every link. Their location is important and they are 

usually positioned at the upstream end of the approach link. 

Inductive loops are normally used, but other methods are 

also available 

 

E. Principle of SCOOT Traffic Model 

 
When vehicles pass the detector, SCOOT receives the 

information and converts the data into its internal units and 

uses them to construct "Cyclic flow profiles" for each link. 

The sample profile shown in the diagram is color coded 

green and red according to the state of the traffic signals 

when the vehicles will arrive at the stop line at normal cruise 
speed. Vehicles are modeled down the link at cruise speed 

and join the back of the queue of (If present). During the 

green, vehicles discharge from the stop line at the validated 

saturation flow rate. The data from the model is then used by 

SCOOT in three optimizers which are continuously adapting 

three key traffic control parameters - the amount of green for 

each approach (Split), the time between adjacent signals 

(Offset) and the time allowed for all approaches to a signaled 

intersection (Cycle time). These three optimizers are used to 

continuously adapt these parameters for all intersections in 

the SCOOT controlled area, minimizing wasted green time at 

intersections and reducing stops and delays by synchronizing 
adjacent sets of signals. This means that signal timings 

evolve as the traffic situation changes without any of the 

harmful disruption caused by changing fixed time plans on 

more traditional urban traffic control systems. The Split 

Optimizer works at every change of stage by analyzing the 

current red and green timings to determine whether the stage 

change time should be advanced retarded or remain the 
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same. The Split Optimizer works in increments of 1 to 4 

seconds. The Offset Optimizer works once per cycle for each 

node. It operates by analyzing the current situation at each 

node using the cyclic flow profiles predicted for each of the 
links with upstream or downstream nodes. It then assesses 

whether the existing action time should be advanced, retarded 

or remains the same in 4- second increments. The Cycle 

Time Optimizer operates on a region basis once every five 

minutes, or every two and a half minutes when cycle times 

are rising rapidly. It identifies the "critical node" within the 

region, and will attempt to adjust the cycle time to maintain 

this node with 90% link saturation on each stage. If it 

calculates that a change in cycle time is required, it can 

increase or decrease the cycle time in 4, 8 or 16-second 

increments. 

 
F. THE INTERSECTION DELAY STUDY AT NAGOLE 

CROSS ROADS 

It is used to evaluate the performance of intersections in 

allowing traffic to enter and pass through, or to entered turn 

onto another route. This study will effectively provide a 

detailed evaluation of stopped time delay at the intersection. 

This study is generally used in conjunction which is equally 

applicable in the evaluation of pedestrian delays at an 

intersection by substituting “pedestrian” for “vehicle” counts. 

 
Fig 4: Intersection delay at nagole cross road 

The heading on the Intersection Delay Study should be filled 

out completely prior to beginning the field review. The 

remainder of the form will include the data collection and 

calculations. Calculations should be completed by computing 

the Total Delay, Average Delay per Stopped Vehicle, 

Average Delay per Approach Vehicle, and Percent of 
Vehicles Stopped. When conducting this study at an 

intersection with stop sign control, the number of vehicles 

stopping (Number stopped sub-column) should only be those 

vehicles that stopped completely. The study involves 

counting vehicles stopped in the intersection approach at 

successive intervals. A typical duration for these intervals is 

15-seconds, although other interval lengths can be selected. 

The sampling interval should be selected so that it will not be 

a multiple of the traffic signal cycle length. For example, if 

cycles conform to a cycle length of 45, 60, 75, 90, 105, 120, 

135, or150-seconds, a 13-second interval between samples is 
used. If not, a 15-secondinterval is used.  

 

VI. STUDY RESULTS (CONCLUSIONS) 

Each vehicle counted in the delay study is assumed to be 

stopped for the duration of the selected interval (typically 15 

seconds). Each column is added up in each of the subtotal 
blocks, and the total is recorded in the “Total” block. The 

total number of vehicles delayed is then multiplied by the 

interval (15 seconds) to get total vehicle-seconds of delay. 

Then the highest four consecutive 15 minute time periods are 

added together. This sum is then divided by 3600 to convert 

the value to vehicle-hours of delay. The result is then used to 

determine if Warrant 10, “Peak Hour Delay,” is met. The 

purpose of Delay Study is to evaluate the quality of traffic 

movement along a route and determine the locations, types, 

and extent of traffic delays by using a moving test vehicle. 

This study method can be used to compare operational 

conditions before and after roadway or intersection 
improvements have been made. It can also be used as a tool 

to assist in prioritizing projects by comparing the magnitude 

of the operational deficiencies (such as delays and stops) for 

each project under consideration. 
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Abstract –Economic and Industrial growth is a positive sign for a developing country like India. But all this growth is 

coming along with some new challenges to the environment and public which is creating an artificial disaster in urban 

areas as Traffic jams and creating much of noise and pollution. Even more deaths are caused by the road accidents more 

than t any other natural disaster or terrorist activities like 9/11. Unfortunately what happens on our urban transportation 

is more  vehicles move rather than more people , Which is the source of the problem.The present study is to identify the 

reasons for this problem and working out a methodology to develop Non Motorized Transport(NMT)model for 

cyberabad region in Hyderabad city. A detailed study is done to understand the problems of pedestrians,who are mostly 

killed and injured on roads.Methodologies and measure are to be taken to make the  road safer for pedestrians which by 

adopting the best paratices of NMT policies of various developed countries where the importance is understand for the 

safe roads and green public transport are recommend.The benfits of NMT and the cost of the components are also 

worked out to develop NMT infrastructure for cyberabad region of Hyderabad city where more private vehicles are used 

for commute. 

Keywords-NMT, Pedestrians, Road accidents, Cycling, Public Transportation 

I. INTRODUCTION 

Non-Motorized Transport modes (NMT) include walking, bicycle and cycle rickshaw. Earlier days Cycle Rickshaw was 

a mode of most of middle class public transport. With the economic, social technological g rowth there is a drastic shift in  

mode of public transport. In India the urban road infrastructure is main ly favoring only the use of motorized vehicles. No 

where in the country we can find a pedestrian friendly road infrastructure in India. The present situation itself is very 

pathetic and dangerous for non motorists on Indian roads. Now it’s the peak time to make some measure s and corrective 

actions to make our roads safer for now and future.  From the statistic it can be understood that every month there is a 

9/11 happening on Indian roads taking more live than that of a terrorist attack. UNEP Study on fatalities on urban roads 

tells the dirty picture of Indian Roads. The reason for this is the importance given in spending for motorized vehicles is 

not overlooked by the policies and officials.  
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Fig 1: Percentage breakup of capital expenditure in transport  

II. ABOUT HYDERABAD  

Hyderabad Metropolitan Area (HMA) is the 2
nd

 largest urban conglomerate in India in terms of area with an area of 

7,146 sqkms extends over Hyderabad, Ranga Reddy, Medak , Nalgonda And Mahabubnagar Districts of Telangana state. 

There 2 municipalit ies, 39 mandals and 845 villgaes in the HMA beside the Greater Hyderab ad Municipal corporation. 

HMA is one the fastest growing regions in India. The population of HMA as per 2011 census was about 9.4 millons and 

expected to reach the 19.47 millons by 2041.The motor vehicles are registerd in  Telangana is close to 8 million ou t of 

which 4.5 million are on the roads on HMA and is expected to reach 7.79 millions by 2041. The steep increase in private 

vehicle growth can be attributed to the increase in income levels , change in life style pattern etc. 

III. PUBLIC TRANSPORTATION IN HYDERABAD 

As a fast growing IT hub and metropolitan city with vast population adding everyday to the city as migrants for better 

education of employment adds to the demand to the existing public transportation facilities. Modes of Public Transport in 

HMA are  

(i) Multi-Modal Transport System (MMTS) rail with 43 Km network running in 3 routes having a ridership of 

1,70,000 commuters daily using the facility travelling to and fro from home to work and vice versa.  

(ii) City Buses operated by Road Transport Corporation serves more than 1 million commuters with 3700 buses 

plying all across the city. 

(iii) Autos are also considered to be private owned public transport which serves more than 0.5 million commuters 

with 1,60,000 auto rickshaws. 

(iv) Taxis/cabs serves near about 2lakh commuters with 40,000 plus vehicles.  

(v) Institutional transport facilties provided for self use to commute own stake holders. Eg – Co lleges buses 

transporting students, office buses transporting employees etc., 

(vi) As the last option commuters use their own vehicles primarily 2 wheelers occupying most of the roads with 3.6    

million fo llowed by four wheelers which are 4,00,000 p lus moving on the roads of city. 

(vii) Metro Rail which is to be commissioned by March 2017 is expected to make the real difference in the travel 

pattern of the commuters which may reduce the private vehicles usage. 

3.1 Infrastructure Facilit ies 

HMA is totally having a road network of 17000 kms including all the major and minors roads together. To park all the 

vehicles GHMC has estimated that a land of 4000 acres would be required. Huge crisis of parking spaces in the city 

greats and adds a problem to the increasing number of vehicles to the city. Daily 600 plus vehicles are registered by Road 

transport authorities adding to intensify the problem. But the crisis of parking is managed by occupying the road space 

creating chaos and traffic jams.  

Out of the total road network in the city, not even 5% of the roads are having foot paths  and wherever the footpaths are 

made availab le that is for the benefit of the street hawkers and not for the use of pedestrians. Very poor infrastructure 

facility is developed and no plans were made to develop cycle tracks and footpaths. As per IRC the width of footpaths 

based on the number of pedestrians are given as below. 

Table 1.Capacity of side Walks  

Width of side  walk   

(in meters) All in one direction  In both direction 

1.50 1,200 800 

2.00 2,400 1,600 

3.00 4,800 3,200 

4.00 6,000 4,000 
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With the existing infrastructure facility which is not at all useful for cyclists or walkers make HMA as unfriendly city for 

NMT. There is huge scope and need to develop large Infrastructure facilities for safe travel of NMT users who make a 

great difference in protecting city and environment by sacrificing their own comfort and which is also a risky affair to get 

on road without motorized vehicle. 

 

Fig 2: Accidents in Hyderabad City Year on Year  

 

 

Fig 3: Accidents Vs Accused Vehicles  
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Fig 4 : Fatal Victims in Road Accidents in Hyderabad city 

From the above bar charts of the Hyderabad, it can be understood that walking on roads is fatal. So to make NMT a safe 

mode of transportation in Hyderabad, a proposal is made for Cyberabad region to develop NMT infrastructure for 

pedestrians and bicyclist. People are much empowered with many organizat ions coming up with campaigns and activities 

to promote walk to work, Cycle to work, car pool, special buses for making people to shift in mode of transport. Few 

organization working in for the rights of pedestrians and Right to Walk foundation, CPIP of ASCI, Roadkraft etc., raising 

the problems and advocating with local governments for a safe road for cyclists and pedestrians. HYSEA, a software 

employees association had also made campaigns like Carfree Thrusday, Special buses for work and many other 

initiat ives. To promote cycling Hyderabad Cycling Club (HBC) made b icycles availab le for rent.  

Even after many such initiatives and efforts due to lacks of suitable infrastructure challenges are faced by green 

commuters. So, in this study a techno economic proposal for developing NMT is studied and derived an approximate 

budget required for developing a 56 km stretch of  with 2 meter width of cycle track will cost only Rs 47 million for 

Cyberabad region. This region is primarily with IT employees which the awareness and adoption is easy and even the 

demand for the same is raised in various forums to have a better NMT infrastructure. 

 

IV. BENEFITS OF US ING NMT       

Better planning leads to better(more integrated) put-system and NMT-Facilites, which result in better accessibility, 

conservation of energy and improved of the traffic flow for causing of traffic congestion and by using the NMT services 

for the Shorter distance  it leads to the travel time saving and improving the  saving in fuel consumption  and improves in 

atmosphere in less air pollution and helps lead to the improving of the health  of individual and also saves the 

environment by reducing the consumption of fossil fuels. 

With the increase in vehicular growth, commuter’s value of time, tendency to fas t modes of travel, NMT in spite of its 

health benefits has been put away from regular travel mode. But in most of countries NMT has developed tends to be 

retrofitted to existing infrastructure, and to concentrate on minimizing the disturbance that it causes to the flow of 

motorized t raffic. For various reasons, people are now trending to walk, bicycle.  

V. CONCULS ION: 

A well-functioning road infrastructure must fulfill the requirements of all road users. In the context of the present socio -

economic realities pedestrians cannot be ignored from the urban landscape. It is true that all the investment plan focus 

more on cars but congestion seems to worsen along with lesser pedestrians. Given that there is not much space available 

to expand existing roads. Future mobility needs are best met by increasing the capacity of the existing road network. This 

can only be achieved by encouraging modes which are more efficient in terms of space utilization. If pedestrian paths are 

constructed together with dedicated public transport corridors, will ease of congestion on roads as well as it will make the 

travel safer. To achieve the sustainability goals of the transport sector, it is necessary to promote use of NMT in  

Hyderabad. Cost for developing NMT infrastructure would be les s than 1 million per km for Cyberabad region for a 

stretch of 56 kilometers, approximate cost is Rs 47 million. A single project, Hyderabad Metro is expected to spend 150 

billion just  for a stretch of 72 km. if atleast 0.5% of amount is spend the same len gth NMT infrastructure could be 
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developed. So, hereafter for any infrastructure development it should be made as a policy that 1 % is to be kept for NMT. 

Always every Urban Local Body (ULB) need to have a policy for green commutation to promote NMT, Plan for 

implementing the policy with proper fund allocation and monitoring the service levels regularly.  
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ABSTRACT:
In India construction and economy has faced hardship in human losses and economy, recorded with poor safety in
construction industry. Construction industry in India is huge and complex. Rapid advance in construction industry
simultaneously experienced downfall in standards of safety at site's .The imputes behind this study is to look at safety
administration  in the development of safety in construction industry. Research methodology includes Primary Sources
Interview Questionnaire comprising field studies were utilized to carry out the research. The research data collected from the
temporary workers and well known construction companies and brief accident data and safety inspection, and moreover
penalties imposed and labor attitude towards safety, safety equipment's. As of late there required been a development of a
mixture from claiming development For example, such that safety competency, mischance statistics, outline for safety, and
safe construction site. Along these lines the paper will finish up by giving an arrangement of suggestions and methods to
workers safety. A deliberate Audit for past investigations is fundamental for encouraging offering utilize. Full examination
discoveries and gaining entrance to future patterns in construction safety research .This survey distinguished and examined
furthermore comparing organization safety which could serve Likewise direction for future development safety look into. In
brief ample safety measures to laborers on site will move forward the execution. Also, likewise upgrade those fabricating
industry’s work rate.

KEYWORDS: Construction and economy, Advance in construction industry, Labor attitude towards safety, Interview
Questionnaire, Brief accident data, Safety inspection, Deliberate Audit.

INTRODUCTION:
In the India, Safety concerns have dependably been principal in development industry. Jobsites are complex environment, with
workers from various exchanges collaborating in testing physical situations. Men and women industry. Development worksites
are mind boggling because of consecutive work procedures, levels of innovation utilized, collaboration in the middle of laborers
and hardware, and the shifting degrees of wellbeing mindfulness and preparing of the specialists. The eccentric and complex
nature of the development errands has made security a worry wherever development exercises occur. The quantity of word
related fatalities and wounds in the development business are exceedingly high. Aside from the societal expense of word related
mischance, the monetary impact can have a sizeable effect on business execution. Enhancing security in development remains a
need in each nation around the globe, in light of the fact that the construction industry emerges among every single other
industries as the fundamental patron to extreme and lethal accidents. The major methodologies actualized in the development
business to enhance safety have been outlined in this paper alongside their individual advantages and impediments. Endless
supply of the predominant security change approaches as far as methods and viability, it was found that generally the weight of
guaranteeing safety of development work site has been put exclusively on the contractor. While the contractor will dependably
bear the obligation regarding development site safety.

CONSTRUCTION SAFETY IN DEVELOPING COUNTRIES:
Creating nations like India have yet to react to late technology enhancements. Absence of reaction to innovation, then again, has
not brought about more secure development destinations. Actually, a bigger offer of development work being performed by HR
has prompted expanded number of site close calls. Casual appraisals have distinguished a couple significant purposes behind
security nonperformance which include absence of improvement of development division fit as a fiddle of automation and
industrialization; absence of expert development administration rehearses which has not just prompted perilous venture
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destinations however have likewise brought about development deferrals, expense overwhelms, poor profitability and poor item
and procedure quality; Contrasted with the past, the present decade is seeing huge framework development in India. There are
various framework advancement ventures in advancement and in addition under arranging. These activities can possibly lead the
nearby Industry to addition eminence, status and worldwide acknowledgment however just at the point when proper endeavors
are reached out to accomplish the same. With the stage set for a brilliant time for advancement, the difficulties are still higher. It
is exceedingly key that all word related wounds and sicknesses ought to be given due consideration. There ought to be a push to
raise the level of mindfulness between both representatives and employers of health and safety at sites. The significance of
wellbeing and security at worksites.

SIGNIFICANCE OF SAFETY AT CONSTRUCTION SITE:
Safety is an issue of basic significance in all divisions. Whether individuals are included in training, retail, assembling, cordiality
or whatever else, their safety must be secured. There are numerous reasons why construction work represents a risk. Routinely,
workers are working high off the ground, suggesting that even a minor slip or outing could have destroying results. The main
types of accidents which cause death on construction sites include falls, accidents with site vehicles, falling materials and fault
contact with overhead electrical lines. The number of deadly accidents in construction industry everywhere throughout the world
is difficult to measure, as data on this issue is not accessible for most nations. International Labor Organization has evaluated that
60,000 fatalities happen at construction sites around the globe consistently. This implies that one lethal mischance happens at
regular intervals in the division. The vast majority of these mishaps are made because of risky conduct and perilous conditions.
There is basically no reason for taking shortcuts with regards to safety in construction industry. Inadequately actualized safety
and health procedures, configuration and administration can bring about mishaps, ailment and even passing. Considering the vast
majority of these go unreported, makes the administration of wellbeing a great deal more troublesome than some other viewpoint.

WORK ENVIRONMENT CONSTRUCTION SAFETY:
Safe working conditions at architecture jobsites are best achieved when the prime or accepted architect assumes his rightful
administration role and takes the albatross to, establish, coordinate, monitor and generally, manage the all-embracing basal
assurance affairs agreeable and structure for all parties and bodies at his jobsite. Undefined ascendancy a part of the parties’
complex related to jobsite assurance is not an applicable adjustment for such an important amount that actually affects the
activity and limb of anniversary and every artisan on the jobsite. At the point when justified by condition, the contractor may
allocate certain particular safety exercises to others temporary workers. These temporary workers will that point share a relating
obligation regarding jobsite safety. The following are the general safety rules to be followed in every construction site .

1. All laborers must deal with themselves take reasonable tend to the safety and different persons who may be influenced by
their demonstrations alternately mission at work.

2. No individual is to operate heavy machines   unless they have been trained.
3. Child Labor at site is entirely prohibited (below age 18).
4. Hazards zones in the site should be indicated by signal and barricaded.
5. Safety measures are important to forestall sunburn and to shield against burns from hot materials.
6. Try not to utilize force apparatuses and hardware until you have been legitimately educated in the sheltered work systems

and get to be approved to utilize them.
7. Try not to occupy the consideration of fellow workers. Do not take part in any demonstration which would imperil another

worker.
8. Realize what emergency strategies have been set up for your construction site.(first aid kit, stretcher location, fire

extinguisher locations).
9. On the off chance that you must work around force, trucks, and dozers, verify administrators can simply see you. Blockades

are required for cranes.
10. Each accident and close miss occasion must be reported to chief and security officer.
11. Know where firefighting equipment is found and be prepared on the most proficient method to utilize it.
12. Every single new worker before beginning the work should be made mindful of site security rules.

DESTINATIONS OF STUDY:
(a) To investigate the current security techniques, regulations, approaches and representative qualities, states of mind and

discernment about security atmosphere of the development organizations .
(b) Discover safety execution estimation of different development firms in and around of Disintegrate zone.
(c) To comprehend the safety issues that happens in the building development.
(d) To give proposal and suggestion to improve the  safety strategies.

CONSTRUCTION SAFERTY PERFORMANCE IN CRITICAL CASES:
There is a huge distinction in the middle of substantial and little temporary workers. Most vast firms do have a wellbeing
strategy, on paper, yet workers by and large are not mindful of its presence. In any case, various significant constructors show
sympathy toward safety and have built up different security strategies. They additionally give preparing for laborers and keep up
safety work force on the jobsite. The construction industry emerges from other occupations as having one of the most astounding
laborer damage and casualty rates. Construction involves a small rate of the general workforce. Yet, the occurrence rate for non-
deadly wounds and ailments surpasses that of numerous different commercial enterprises On numerous situations, preparing
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projects are most certainly not led for the contractors, gifted and incompetent work, in this way, introduction is directed the
specialists, talented and incompetent works, dangers are most certainly not pointed out, and safety gatherings are not held.
Workers are required to gain from their own mix-ups or encounter. Also, absence of medicinal offices, shanty lodging, and
substandard sanitation tend to exist on remote ventures. Absence of comprehension of the employment and poor gear support are
additionally significant reasons for near miss. For the most part wounds are not recorded; on the other hand, if essential, a work
may get medical aid. Few Health & Safety issues for construction workers:

 Cementing is done for the most part by works and cement burns because of the inaccessibility of defensive gloves and boots
are regular.

 Laborers fall from heights because of poor framework and the inaccessibility of safety straps.
 Due to heavy stress, regular shift works and extended of working days.
 Laborers manage wounds on the head, fingers, eyes, feet, and face because of nonattendance of individual security gear.
 Working in high temperatures and exposed to toxic chemicals and dirt.

RESEARCH METHODOLOGY & DATA COLLECTED:
Information for the study was gathered by a meeting survey. The survey comprises of two noteworthy parts association's general
data and association's organization of safety. The primary part gathers data with respect to industry part and number of workers at
the firm. The second part gathers data in regards to drivers of safety performance. Compliance with Articles 38-39, and 41-43A,
Labor Law is gathered also. This article directs the necessities for safety councils at the firm level and the base number of safety
staff, strive to promote the welfare of the people and the privilege to a living compensation. For instance, for firms with work size
somewhere around 100 and 500 laborers, the necessities call for no less than 3 safety work force and a safety board of trustees.

Figure 1: Scope of Safety in Construction Industry. Figure 2: Simplified Process Flow Diagram

VIII. ANALYSIS OF HAZARD THE USE OF (OHS) & (PPE)
Occupational health and safety (OHS) is a territory related with the safety, safety and welfare of individuals occupied with work
or occupation. The objectives of word related safety incorporate to cultivate a sheltered and sound work environment.OSH might
likewise secure associates, relatives, bosses, clients, and numerous other people who may be influenced by the working
environment.

Title determination
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Table 1: Comparative Analysis of Hazard Identification With and Without the Use of PPE N=120
Type of hazard Sources of hazard Identification of hazard Without PPE With PPE

MechanicalHazard

Impact Falling object 85 35
Falling parts tools 70 17

Penetration Nails 76 36
Scrap metal. Sharp objects 65 35

Crushing Rolling objects 45 40
Cart/ vehicles 51 23

Non- mechanical hazards

Chemical

Splashing liquids (oils. paints. acids etc.) 70 18
Dust. Mists 56 21
Fumes. Vapors 51 20
Penetration of chemicals 56 15

Electrical Contact with power lines 28 18
Cuts and burns 66 13
Electric shocks 51 16
Sparks 53 12

Thermal Exposure to heat 50 21
Exposure to cold 56 11

Heat Flying sparks 60 16
Water Slipping / Tripping 50 20

Non MechanicalHazards Postural Force 53 51
Repetition 55 48
Load 45 35
Awkward posture 50 51

Working in height Falling from height 58 21
Confined space Suffocation 47 33

Restricted movements 46 50
Other hazards Exposed to vibration 51 11

Exposed to Noise 56 18

The association might build up, record, actualize, keep up and ceaselessly enhance an OH&S administration framework, as per
the necessities of this standard. Personal protective equipment (PPE) is anything utilized or worn by a man to minimize a danger
to the individual's safety or security. On the off chance that PPE is to be utilized, a PPE system ought to be executed. This
project ought to address the dangers show; the determination, support, and utilization of PPE; the preparation of representatives;
and observing of the system to guarantee its progressing adequacy. Personal protective equipment is tended to in OSHA norms
for Construction, General Industry, Shipyard Employment, and Marine Terminals. A survey was intended to concentrate more
about the safety administration hones in the development industry and approaches to enhance safety execution in development
works. The surveys were readied with reference of writing surveys and field persons like contractual workers, specialists, venture
administrators and advisor. Since field individuals are extremely surely understood about, what are every one of the variables
influencing the safety majorly.

IX. WORKERS ATTITUDE TOWARDS SAFETY:
Labour’s mentality not just influences how well you carry out your occupation; however it additionally influences how safe you
are when getting along it. Constructive individuals for the most part perform better in the work environment on the grounds that
they keep up a receptive outlook and consider the result of their conduct. Antagonistic individuals, then again, whine about
everything, including needing to practice safety. The individual with the negative work state of mind is more averse to think
about the work's nature she is doing or how she does it. A negative work disposition can prompt risky work propensities and
accidents.

Table 2: Workers Involvement and Frequency.
Type of activity Workers Involved Durationof task Frequencyof task
Basic constructionactivities asloading/ unloading ofmaterials 54 Long Sometimes
Laser operations As welding,soldering 20 Moderate Sometimes
Gas cutting 20 Moderate Sometimes
Power tooloperations 22 Long Always
Installation 20 Long Sometimes
Safety management and supervision 20 Long Always

Search for Opportunities to Improve Workplace Safety, keep ventures on track and oversee protection costs.
 Volunteering for security boards.
 Taking a dynamic part in security gatherings and instructional courses.
 Proposing security enhancements through the recommendation framework.
 Participating with wellbeing assessments and observing.
 Setting a sample of a decent safe attitude for others, particularly new representatives.
 Safety Inspection.
 Train labors for safety.
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Figure 4: Assessment and  Resolution.

CONCLUSION:
In light of a careful survey of past construction safety and the current conditions in the India, we recognized the difficulties that
could be experienced in framework execution. By and large, a fruitful security administration framework in the development Part
in the India and administration obligations and give the apparatuses important to actualize the Indian security arrangement.
 Minimize the Risk.
 Back up controls.
 Implement authoritative controls and safe.
 Working practices-the utilization of composed systems.
 Require individual defensive gear (PPE) to be utilized.
In the last examination, safety is a matter of obligation by the forces: The organization of the relationship in setting out a money
related arrangement and appointing safety commitments to arranged workforce, and the organization in building up security
procedures and approving regulations. One final caution that may be said is this If and when someone, anyone, says some doubt
or reports some untoward occasion about anything, higher ups should think of them as critical. Regularly, what has every one of
the reserves of being a minor hitch winds up being a deadly disaster.

REFERENCES:
1. Adams, D.; Plessis, A.G.; Gumbie, A. and Willis, R.P.H. (2007), Introduction to Safety Practice in South African Mines, Braamfontien

Creda Communication e-reference. http://www.answers.com/topic/protectiveclothing? Cat=health (Retrieved on 27/Aug/2007).
2. Krishnamurthy, N., Notes for various short courses on Safety and Design of Temporary Structures, Scaffolds.
3. Wolff, C. (2009). Construction Crew lLosens up for Work by Stretching for Safety's Sake. The Commercial Appeal

http://www.commercialappeal.com/news/2009/may/18/workplace-workout/
4. Ganapathi Bhat, Y. S. Sidde Gowda, Safety Management System of Construction Activities in AUE Infrastructure Project, ISSN: 2249 –

8958, Volume-2, Issue-6, August 2013.
5. George Cesarini, Geoffrey Halland Matthew Kupiec, Building a Proactive Safety culture in the construction industry.
6. Journal, 47th ASC Annual International Conference, Suchismita Bhattacharjee, PhD, Safety Improvement Approaches in Construction

Industry: A Review and Future Directions
7. Research Journal of Engineering and Technology (RJET) ISSN:0976-2973

Received on 18.11.2015 Accepted on 19.12.2015
© EnggResearch.net All Right Reserved
Int. J. Tech. 5(2): July-Dec., 2015; Page 187-191
DOI: 10.5958/2231-3915.2015.00019.X

International J. Technology; July – December, 2015; Vol. 5: Issue 2

191

Figure 4: Assessment and  Resolution.

CONCLUSION:
In light of a careful survey of past construction safety and the current conditions in the India, we recognized the difficulties that
could be experienced in framework execution. By and large, a fruitful security administration framework in the development Part
in the India and administration obligations and give the apparatuses important to actualize the Indian security arrangement.
 Minimize the Risk.
 Back up controls.
 Implement authoritative controls and safe.
 Working practices-the utilization of composed systems.
 Require individual defensive gear (PPE) to be utilized.
In the last examination, safety is a matter of obligation by the forces: The organization of the relationship in setting out a money
related arrangement and appointing safety commitments to arranged workforce, and the organization in building up security
procedures and approving regulations. One final caution that may be said is this If and when someone, anyone, says some doubt
or reports some untoward occasion about anything, higher ups should think of them as critical. Regularly, what has every one of
the reserves of being a minor hitch winds up being a deadly disaster.

REFERENCES:
1. Adams, D.; Plessis, A.G.; Gumbie, A. and Willis, R.P.H. (2007), Introduction to Safety Practice in South African Mines, Braamfontien

Creda Communication e-reference. http://www.answers.com/topic/protectiveclothing? Cat=health (Retrieved on 27/Aug/2007).
2. Krishnamurthy, N., Notes for various short courses on Safety and Design of Temporary Structures, Scaffolds.
3. Wolff, C. (2009). Construction Crew lLosens up for Work by Stretching for Safety's Sake. The Commercial Appeal

http://www.commercialappeal.com/news/2009/may/18/workplace-workout/
4. Ganapathi Bhat, Y. S. Sidde Gowda, Safety Management System of Construction Activities in AUE Infrastructure Project, ISSN: 2249 –

8958, Volume-2, Issue-6, August 2013.
5. George Cesarini, Geoffrey Halland Matthew Kupiec, Building a Proactive Safety culture in the construction industry.
6. Journal, 47th ASC Annual International Conference, Suchismita Bhattacharjee, PhD, Safety Improvement Approaches in Construction

Industry: A Review and Future Directions
7. Research Journal of Engineering and Technology (RJET) ISSN:0976-2973

Received on 18.11.2015 Accepted on 19.12.2015
© EnggResearch.net All Right Reserved
Int. J. Tech. 5(2): July-Dec., 2015; Page 187-191
DOI: 10.5958/2231-3915.2015.00019.X

International J. Technology; July – December, 2015; Vol. 5: Issue 2

191

Figure 4: Assessment and  Resolution.

CONCLUSION:
In light of a careful survey of past construction safety and the current conditions in the India, we recognized the difficulties that
could be experienced in framework execution. By and large, a fruitful security administration framework in the development Part
in the India and administration obligations and give the apparatuses important to actualize the Indian security arrangement.
 Minimize the Risk.
 Back up controls.
 Implement authoritative controls and safe.
 Working practices-the utilization of composed systems.
 Require individual defensive gear (PPE) to be utilized.
In the last examination, safety is a matter of obligation by the forces: The organization of the relationship in setting out a money
related arrangement and appointing safety commitments to arranged workforce, and the organization in building up security
procedures and approving regulations. One final caution that may be said is this If and when someone, anyone, says some doubt
or reports some untoward occasion about anything, higher ups should think of them as critical. Regularly, what has every one of
the reserves of being a minor hitch winds up being a deadly disaster.

REFERENCES:
1. Adams, D.; Plessis, A.G.; Gumbie, A. and Willis, R.P.H. (2007), Introduction to Safety Practice in South African Mines, Braamfontien

Creda Communication e-reference. http://www.answers.com/topic/protectiveclothing? Cat=health (Retrieved on 27/Aug/2007).
2. Krishnamurthy, N., Notes for various short courses on Safety and Design of Temporary Structures, Scaffolds.
3. Wolff, C. (2009). Construction Crew lLosens up for Work by Stretching for Safety's Sake. The Commercial Appeal

http://www.commercialappeal.com/news/2009/may/18/workplace-workout/
4. Ganapathi Bhat, Y. S. Sidde Gowda, Safety Management System of Construction Activities in AUE Infrastructure Project, ISSN: 2249 –

8958, Volume-2, Issue-6, August 2013.
5. George Cesarini, Geoffrey Halland Matthew Kupiec, Building a Proactive Safety culture in the construction industry.
6. Journal, 47th ASC Annual International Conference, Suchismita Bhattacharjee, PhD, Safety Improvement Approaches in Construction

Industry: A Review and Future Directions
7. Research Journal of Engineering and Technology (RJET) ISSN:0976-2973

Received on 18.11.2015 Accepted on 19.12.2015
© EnggResearch.net All Right Reserved
Int. J. Tech. 5(2): July-Dec., 2015; Page 187-191
DOI: 10.5958/2231-3915.2015.00019.X



                   International Journal of Innovative Research in Advanced Engineering (IJIRAE)  ISSN: 2349-2763 
                       Issue 01, Volume 3 (January 2016)                                                                                           www.ijirae.com 
  

__________________________________________________________________________________________________ 
     IJIRAE: Impact Factor Value - ISRAJIF: 1.857 | PIF: 2.469 | Jour Info: 4.085 | Index Copernicus 2014 = 6.57 
© 2014- 16, IJIRAE- All Rights Reserved                                                                                                                           Page -1  
 

Barriers to Implement Lean Principles in the Indian 
Construction Industry 

 
S M Abdul Mannan Hussain1 Apoorva Mercy Nama2 Asra Fatima3 

Research Scholar, GITAM University,Hyd B.Tech Final Year Student Research Scholar, GITAM University 
Assistant Professor ,Dept. of Civil Engg Malla Reddy Engineering College Assistant Professor, Civil Eng. Dept 

Malla  Reddy Engineering College Department of Civil Engineering Muffakham Jah Engineering College 
Autonomous Campus, Secundrabad. Autonomous Campus, Secundrabad Banjara Hills,  Hyderabad 

 
 

Abstract— Lean construction emerged from attempts of transferring and applying the Japanese Lean production 
philosophy to the construction industry. Lean construction is a confluence of ideas including continuous 
improvement, flattened organization structure, efficient usage of resources, elimination of waste, and cooperative 
supply chain. Based on the success of Lean Production in manufacturing and the development of Lean Construction 
in countries such as Brazil, Denmark and the USA, the application of Lean Construction is currently debated in India.  
The aim of the study is identification of barriers to successful implementation of lean construction in the Indian 
construction sector. The data was collected by questionnaire survey of project managers of building construction 
organizations and senior consultants of architectural and project management firms. The data collected was then 
analyzed to rank the main barriers and lean principles are suggested to overcome these barriers 

 

Keywords—Lean construction; waste; barriers; management; project 
 

INTRODUCTION  
Toyota was the first to bring the Lean principles into limelight. Toyota created a focus on eliminating waste and grew to 
be the world’s largest automotive industry by adopting seven principles of reducing waste. It believed in preserving value 
with less work and also improvement in efficiency by improving the workflow. Today Lean manufacturing is practiced 
by many leading auto makers. 
 

Lean principles have slowly made inroads into the construction industry because of its approach to waste elimination and 
providing value with less effort and time. Construction management is defined as the judicious allocation of resources to 
finish a project on time, at budget and at desired quality [1]. The biggest cost impact of the construction today is the way 
the whole process is managed and not the cost of labor and materials. Construction process consists of countless activities 
that add no value to the product. According to Hines and Rich, these non value adding activities (e.g. waiting time 
,double handling, searching for material etc) are pure waste and should be eliminated completely [2]. In a study 
conducted by Josephson and Saukkorippi, a group of workers were followed around for 22 working days and it was noted 
that 33.4% of their time was waste [3]. 
 

I. NEED FOR STUDY 
 

India‘s rapid economic growth over the past few decades has placed a tremendous stress on its limited infrastructure. 
Construction industry is one of the largest industries which support the economy of a country. Since construction has a 
major and direct influence on many other industries reducing waste in construction can go a long way in helping the 
economy of the world. 

II. LITERATURE REVIEW  
Existing data and literature on lean principles and its applications in construction industry around the world was collected. 
This formed the reference for framing the questionnaire for survey. 
 

A.  Lean construction  
According to Chick G. et al, waste is more than the physical wastes that are the focus of construction site activity [4]. 

In fact waste is any activity (or inactivity) that does not add value to the product or service.  
Waste can be 
  

 Value-adding (VA): is the work that the customer is willing to pay for. 
 Essential non-value adding: these are the tasks that must be completed to enable the value-adding activity to be 

completed, but do not add value. For example, inspection is not that the customer pays for but is necessary. 
 Waste: Waste can be of two types. Waste in the work itself (e.g. excessive walking, looking for tools and 

materials, poor quality). Introduced or enforced‘waste (e.g. waiting for information, materials not supplied), 
which has prevented work activity from being carried out. 
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According to Koskela and Howell, Lean Construction is a way to design to minimize waste of materials, time, and effort 
in order to generate the maximum possible amount of value [5] According to Dulaimi and Tanamas, managing 
construction under lean construction is different from typical contemporary practice [6] because it: 
  

 Has a clear set of objectives for the delivery process 
 Is aimed at maximizing performance for the customer at the project level 
 Designs concurrently product and process 
 Applies production control throughout the life of the project 

 

B. Lean principles   
Womack and Jones describe Lean thinking as a cycle of five guiding principles where the implementation of the first 

four lead to achieving the fifth [7]. The ultimate goal is the elimination of waste. The principles are described below: 
   
 Specify value 

Only what the customer considers as value should be taken into consideration, ―nothing more, and nothing 
less”. In construction activities can be classified as 3 types: 
1. Value Adding (VA)   
2. Non-value Adding (NVA)   
3. Necessary Waste (NW)  

   
 Identify the value stream 

This is about identifying all the steps in the value stream in order to determine activities that do not add value 
and seek for their elimination.  


 Make value flow without interruption 
This is done by minimizing delays, inventories, defects and downtime. 

 Use pull logistics 
All components and information are made and supplied at the necessary time to deliver the product or service to 
the customer at exactly the time the customer wants it. 

 Pursue perfection 
Lean consists of continuously improving through collaboratively identifying and removing wastes to provide the 
desired results.  


C. Lean Project Delivery System (LPDS)  
  

According to Ballard, the Lean Project Delivery System (LPDS) [8] consists of the following phases:  
 project definition 
 lean design 
 lean supply 
 lean assembly 
 Use 

 
Essential features of LPDS include:  

 the project is structured and managed as a value generating process 
 downstream stakeholders are involved in front end planning and design through cross functional teams 
 project control has the job of execution as opposed to reliance on after-the-fact variance detection 
 optimization efforts are focused on making work flow reliable as opposed to improving productivity 
 pull techniques are used to govern the flow of materials and information through networks of cooperating 

specialists 
 feedback loops are incorporated at every level, dedicated to rapid system adjustment; i.e., learning. 
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IV. METHODOLOGY  
The main tool for the collection of data includes questionnaires. The target population for the data collection 

includes project managers of building construction organizations. 
 
 

Review existing Literature 
 
 
 
Preparation of Questionnaire 
 
 
 
 
Questionnaire survey 
 
 
 
 
Analysis of data 
 
 
 
 

 
 Conclusions, Recommendations and   

Suggestions 
 

Fig. 1 Proposed methodology for the project 
 

The questionnaire was uploaded to Google drive in the form of Google docs so that the survey details could be 
collected online. The questionnaire was circulated as a link to the architects, civil engineers and project managers of 
construction firms through emails. The questionnaire was circulated to about 50 companies. The representatives were 
to fill the questionnaire and submit the data online. The questionnaire when submitted collects the data in an excel 
sheet real- time in the Google drive database. 
 

V. RESULTS AND DISCUSSIONS  
To identify the barriers for successful implementation of lean construction, a questionnaire was prepared after 
thorough literature study of barriers faced in other countries. Table 1 lists out the mean score of various barriers to 
implementation of lean principles in India. 
 
The main barriers to applying Lean principles in Construction industry in India have been identified as  

 Lack of exposure on the need to adopt lean construction 
 Uncertainty in the supply chain 
 The tendency to apply traditional management 
 Culture & human attitudinal issues (Mindset issues) 
 Lack of commitment from top management 
 Non-participative management style for workforce 
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Fig. 2 Barriers To Implementation Of Lean Principles In India 
 

TABLE 1. MEAN SCORE OF BARRIERS TO IMPLEMENTATION OF LEAN PRINCIPLES IN INDIA 
 

`BARRIERS TO IMPLEMENTATION OF LEAN PRINCIPLES IN INDIA MEAN  SCORE 
Lack of exposure on the need for lean  Construction 3.88 
Uncertainty in the supply chain 3.85 
The tendency to apply traditional  management 3.75 
Culture & human attitudinal issues (Mindset issues) 3.70 
Lack of commitment from top management 3.55 
Non-participative management style for workforce 3.52 
Attitude and ability to work in group 3.42 
Difficulties in understanding the concept of lean construction 3.42 
Lack of client and supplier involvement 3.33 
Fragmentation and subcontracting 3.18 
Lack of proper training 3.12 

 
 
Lean construction principles are still a new concept in Indian construction sector. The benefits of lean construction has 
been recognized by some of the leading construction firms like Larsen and Toubro, Tata Realty & Infrastructure, 
Shapoorji Pallonji & Co., GMR Group and other such organizations, but it is yet to percolate down to the medium and 
smaller construction firms. ―Lack of exposure on the benefits of adopting Lean constructionǁ is one of the main barriers 
identified in the survey. 
  
The  next  important  barrier  identified  in  the  survey  is  the 
Uncertainty in the supply chainǁ. The Lean Construction principles stress on waste minimization. This can be achieved 
through maintaining the right inventory; there should be no over-ordering or under-ordering of materials. Lean principles 
also stress on just-in-time supply. This does minimize waste but the risk involved is also high. Therefore the uncertainties 
in the supply chain can prove to be a big risk and a barrier which can prevent the practitioners from adopting the Lean 
principles. 
 
  



                   International Journal of Innovative Research in Advanced Engineering (IJIRAE)  ISSN: 2349-2763 
                       Issue 01, Volume 3 (January 2016)                                                                                           www.ijirae.com 
  

__________________________________________________________________________________________________ 
     IJIRAE: Impact Factor Value - ISRAJIF: 1.857 | PIF: 2.469 | Jour Info: 4.085 | Index Copernicus 2014 = 6.57 
© 2014- 16, IJIRAE- All Rights Reserved                                                                                                                           Page -5  
 

 
The third barrier identified is the ―Human attitudinal issues and cultural mindsetǁ and the tendency to apply the 
traditional concepts of project management. Human beings are people of habits and there is a general tendency to resist 
change. Construction industry is a huge and old industry. People are used to and are comfortable with the traditional style 
of management and so do not want to disturb what is already working. But with the construction sector on the boom and 
resources depleting at a fast pace, it is high time that the construction industry which has a big role in waste generation 
and environment pollution, changes and adopts principles which will result in waste minimization and prevention of 
environment pollution.  
 
Lack of commitment from the top management and the Non-participative style of managementǁ is also a barrier in 
implementing Lean concepts in construction. Indian construction industry is used to working as a bureaucratic style of 
management, where orders are given by the managers and they are executed by the workers. Managers are resistant to 
change, as they feel that workers would not work properly if they are included in the decision making process. Previously 
workers in the construction sector were illiterate and learnt on the job, but with technological advances in construction, at 
present the workforce consists of engineers and other educated and experienced personnel, who if given responsibility, 
will be motivated and assume responsibility to provide better and faster results. 

 
VI. CONCLUSION AND RECOMMENDATION  

Most of the respondents who have not heard about lean management principles are from the public sector executing huge 
projects along with big firms. Though the big firms are using lean principles, people from the government sector should 
also be educated about the savings due to adopting lean principles, so that they can mandate it on all government 
sponsored projects.   
Individual practitioners can also be made aware of lean concepts by workshops, conferences, journals, and business 
magazines. 
 
Lack of exposure on the need to adopt lean construction can be overcome by communicating the benefits of Lean 
construction through seminars and conferences to the construction practitioners. Also the government should enact 
policies which appreciate the effort by firms which adopt Lean principles. Recommendation is to take companywide 
initiative to apply Lean principles and it is not enough to send a few managers or personnel for workshops and seminars. 
This way of working should eventually percolate to the lower levels. The sub contractors and suppliers should also be 
made to attend these workshops and take initiatives to implement Lean management principles. 
  
Barriers in uncertainty in the supply chain can be overcome by choosing proper suppliers who not quote less price, but 
deliver good quality and who also have a proven track record. By working closely with suppliers and subcontractors, 
problematic issues can be minimized by participative style of managing projects and establishing strategic alliances with 
them. This can be done effectively if one works with the same supplier again and again  
 

There is a tendency to apply traditional management principles. People generally do not want to disturb processes which 
have been going on since a long time, but now with so much construction boom, it is high time the construction industry 
gives cognizance to the fact that waste produced by industry is high and needs to be minimized. This can be achieved by 
training all managers and workers in the firm on the benefits of Lean construction. Workshops on the comparisons on 
Lean and traditional methods of construction, and how Lean is better should be conducted. Suitable metrics should be 
developed so that practitioners apply Lean management principles.  
 

Managers should promote lean construction, as it can bring considerable revenue savings for the firm. Managers should 
change with times and new technology. This can be done by bringing about a change in organization culture by making 
the adoption of lean principles mandatory, by enacting new policies for waste minimization, and by partnering with 
suppliers and subcontractors to ensure that they follow Lean construction methods. 
 

ACKNOWLEDGMENT  
The authors record their appreciation for the time and effort taken by the project managers to complete the questionnaire 
survey, in spite of their hectic schedule. 

 

REFERENCES 
 

[1]. Clough, R.H. & Sears, G.A. (1994) Construction Contracting. (6th edition) John Wiley & Sons Inc., New York.   
[2]. Hines, P., Jones, D. and Rich, N. (1998), Lean Logistics, Pergamon, London.   
[3]. Josephson, P-E., and Saukkoriipi, L. (2005). Waste in construction projects. Call for a new approach. Report 

0507. The centre for Management of the Built Environment, Building Economics and Management, Chalmers 
University of Technology, Gøteborg.   

[4]. Chick, G., Corfe, C., Dave, B., Fraser, N., Kiviniemi, A., Koskela, L.,   
[5]. O‘Connor, R., Owen, R., Smith, S., Swain, B.  and  Patricia  



                   International Journal of Innovative Research in Advanced Engineering (IJIRAE)  ISSN: 2349-2763 
                       Issue 01, Volume 3 (January 2016)                                                                                           www.ijirae.com 
  

__________________________________________________________________________________________________ 
     IJIRAE: Impact Factor Value - ISRAJIF: 1.857 | PIF: 2.469 | Jour Info: 4.085 | Index Copernicus 2014 = 6.57 
© 2014- 16, IJIRAE- All Rights Reserved                                                                                                                           Page -6  
 

 
[6]. Tzortzopoulous (2013), Implementing lean in construction, CIRIA, London, United Kingdom.   
[7]. Koskela, L., Ballard, G., Howell, G., and Iris D. Tommelein (2002),   
[8]. ‗The foundations of lean construction‘, Design and construction: building in value, Butterworth Heinemann, 

Oxford, UK, pp. 211-226.   
[9]. Dulaimi, M. F., and Tanamas, C. (2001), ‗The principles and application of lean construction in Singapore‘, 

Proceedings of the 9th Annual  
[10]. Conference of the International Group for Lean Construction, Singapore.   
[11]. Womack, J. P. and Jones, D. T. (1996), Lean Thinking: Banish waste and create wealth in your corporation, 

Simon and Schuster, New York, USA.   
[12]. Ballard, G. (2000), Lean Project Delivery System, LCI White Paper – 8, Lean Construction Institute.  
 



                                                                                                                         ISSN No: 2348-4845
International Journal & Magazine of Engineering, 

Technology, Management and Research
A Peer Reviewed Open Access International Journal   

ABSTRACT:

Soil is naturally occurring material that is used for the 
construction of structures except the surface layers of 
pavements. This naturally occurring soil may not suit the 
design requirements of ongoing project. So, soil is to be 
prepared to meet the requirements called soil stabiliza-
tion. Stabilization is the process of blending of different 
soils or mixing of additives (manufactured commercial 
products) to a soil to improve characteristics of the soil 
such as gradation, strength, durability, workability, plas-
ticity etc. and thus making it more stable. It is required 
when the soil available for construction is not suitable 
for the intended purpose. In its broadest senses, stabiliza-
tion includes compaction, preconsolidation, drainage and 
many  other such  processes. However, the term stabiliza-
tion is generally restricted to the processes which alter the 
soil material itself for improvement of its properties. A 
cementing material or a chemical is added to a natural soil 
for the purpose of stabilization. Soil stabilization is used 
to reduce the Permeability and Compressibility of the soil 
mass in earth structures and to increase its Shear Strength. 
Soil stabilization is required to increase the bearing ca-
pacity of foundation soils.

 Mechanical stabilization involves compaction by inter-
locking of soil-aggregate particles. The grading of the 
soil-aggregate mixture must be such that a dense mass is 
produced when it is compacted. Mechanical stabilization 
through soil blending is the most economical and expedi-
ent method of altering the existing material. Mechanical 
stabilization can be accomplished by uniformly mixing 
the material and then compacting the mixture. As an al-
ternative, additional fines or aggregates may be blended 
before compaction to form a uniform, well- graded, dense 
soil-aggregate mixture after compaction. The choice of 
methods should be based on the gradation of the material. 
In some instances, geotextiles can be used to improve a 
soil’s engineering characteristics. The three essentials for 
obtaining a properly stabilized soil mixture are
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i) proper gradation, ii) A satisfactory binder soil and iii) 
proper control of the mixture content. The stabilization 
method depends on the type of soil and its properties. The 
selection of type and determination of the percentage of 
additive to be used is dependent upon the soil classifica-
tion and the degree of improvement in soil quality de-
sired. Generally, smaller amounts of additives are required 
when it is simply desired to modify soil properties such as 
gradation, workability, and plasticity. When it is desired 
to improve the strength and durability significantly, larger 
quantities of additives are used

Keywords:
Expansive soils, Cohesive Non-swelling soils, PH values, 
Chlorides content and Sulphates Content.

1.Introduction:

Expansive soils, popularly known as black cotton soils in 
India, are one of the major regional deposits of India cov-
ering an area of about one fifth of the country’s land area 
(about 3 lakhs sq. km). Soils containing the clay mineral 
Montimorillonite generally exhibit these properties. The 
mica-like group, which includes Illites and Vermiculate, 
can be expansive, but generally does not cause significant 
problems. Expansive soils swell and shrink in a marked 
way due to gain or loss in moisture content. Therefore, 
during summer when evaporation from the ground and 
transpiration due to vegetation exceeds the rainfall, the 
expansive soil dries up and moisture deficiency develops 
in the soil, giving rise to soil shrinkage. During the rains, 
the soil absorbs moisture and swells. 

2. Literature Review:

Because of their susceptibility to high seasonal volumet-
ric changes, extensive damages have been caused to resi-
dential buildings, highways, rail beds and other structures 
founded on them.  
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Such soils are not peculiar to this country alone.  Expansive 
soil deposits are found extensively in England (shrinkable 
clays), South Africa (pot clays), Australia (bay of bisca 
clays), United States of America (expansive clay soils), 
and Burma (desiccated alkaline soils) also, (Cokca 2001). 
During the last five decades, damage due to swelling ac-
tion has been observed clearly in the form of cracking and 
breakup of pavements, building foundations, embank-
ments and irrigation systems. In the United States alone, 
the expansive soils inflict about $9 billion per year in 
damages to buildings, roads, airports, pipe lines and other 
structures which is more than twice the combined damage 
from earthquakes, floods, tornados and hurricanes (Jones 
and Holtz, 1973; Jones and Jones, 1987).

In general, expansive soils have high plasticity, and are 
relatively stiff. The expansive nature of soil is most obvi-
ous near the ground surface where the profile is subjected 
to seasonal and environmental changes. The pore water 
pressure is initially negative and the deposit is generally 
unsaturated. These soils often have some Montmorillonite 
clay mineral present. The higher the amount of monova-
lent cations adsorbed to the clay mineral (e.g. sodium), 
the more severe the expansive soil problem (Fredlund and 
Rahardjo, 1993).

3. Origin and Occurrence of Expansive Soils:

The key element which imparts swelling characteristics 
to any ordinary non-swelling soil is a clay mineral. There 
are several types of clay minerals of which Montmoril-
lonite has the maximum swelling potential. The origin of 
such soil is sub aqueous decomposition of blast rocks, or 
weathering in situ formation of important clay mineral 
takes place under alkaline environments. Due to weather-
ing conditions if there is adequate supply of magnesium 
or ferric or ferrous oxides and alkaline environments, 
along with sufficient silica and alluminium, it will favour 
the formation of Montmorillonite. The depth of expan-
sive soil is shallow at the place of formation with the par-
ent rock underneath. The alluvium deposits can be much 
deeper in low lying and flat areas, where these soils are 
transported and deposited.Expansive soils have been re-
ported from many parts of the world, mainly in the arid or 
semi-arid regions of the tropical and temperate zones like 
Africa, Australia, India, South America, United States, 
and some regions in Canada. This never means that ex-
pansive soils do not exist elsewhere, because they can be 
found almost everywhere. 

However, in the humid regions water tables are generally 
at shallow depth and moisture changes, which are respon-
sible for volume changes in soils, are minimal excepting 
under extended drought conditions (Arnold, 1984; Shuai 
and Fredlund, 1998; Wayne et al. 1984).

4. Scope and Objectives of Present Study:

The present investigation involves with study of the feasi-
bility of using expansive soil as a construction material in 
projects like irrigation and airfield, highway pavements, 
tank bunds, and earthen embankments, earth-retaining 
structures with and without addition of cohesive non-
swelling soil. Wherever soil is used as a construction ma-
terial; it is customary to stabilize the soils by mechanical 
means. 

In nature, expansive soils may present with varying liq-
uid limits and varying coarse fractions. Both liquid limit 
and coarse fraction can affect the properties of expansive 
soils. Hence the objectives of the present investigation are 
determination and study the effect on soil-mixtures with-
out and with addition of different percentages cohesive 
non -swelling in expansive soil. 

1.Plasticity Characteristics
a)Liquid Limit
b)Plastic Limit
c)Plasticity Index
2.Swelling Characteristics
a)Free Swelling Index
b)Swelling Pressure
3.Compaction Characteristics 
a)Maximum Dry  Density (MDD)
b)Optimum Water Content (OMC)
4.Strength Characteristics 
a)Unconfined Compression Strength
b)Shear Parameters (C , Ø )
5.Permeability
6.Chemical Analysis
a)  pH  Value
b)  Chlorides Content and
c)  Sulphates Content 

This project focuses on possibility of using locally avail-
able cohesive non-swelling soil  so as to stabilize and 
improve the engineering behavior of expansive soil and 
determination of optimum percentage of Cohesive Non 
Swelling soil for better results .
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5. Visual Identification:

Potentially expansive soils are usually recognized in the 
field by their fissured or shattered condition   (polygonal 
cracks during dry season) or by the typical structural dam-
age caused by such soils to existing buildings.

Fig: 1 Polygonal Cracks

Fig: 2 Popcorn Structure

Fig: 3 Slicken Slides

Fig: 4 Gilgai Formation

6. Materials and Methods:

The usage of cohesive non-swelling soils is popular meth-
od of soil improvement owing to its availability, low cost   
and applicability to wide range of soils. However from lit-
erature review it is clear that only a few investigators con-
sidered the study of improvement of expansive soils using 
cohesive non-swelling soils accounting for Liquid Limit 
of the soils. Further, the literature is scanty concerning the 
strength and deformation characteristics of admixtures of 
expansive soils and   cohesive non-swelling soils.Present 
investigation aims at studying the variation of physical 
and chemical properties of expansive soils for mechanical 
stabilization by adding different proportions of cohesive 
non-swelling soils. To achieve the said goals a series of 
tests are conducted in the laboratory. The details of the 
tests conducted, soils used, and the tests procedures are 
given in the following sections.
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Table: 1 Details of soil used for testing:

6.1 Details of tests conducted on soil mixtures
 

6.2 Properties of the Soils used for investiga-
tion

7. Results and Discussions:

Expansive soils in nature may contain coarse fraction in 
varying proportions. Fraction coarser than 425µ has no 
effect on plasticity characteristics but has on mechanical 
properties.  I.S Light Compaction test, Triaxial Shear Test, 
Unconfined Compression Test were conducted on three 
expansive soils namely S1, S2 and S3 with and without 
adding S4 soil. The proportions of the S4 soil added are 
kept equal to 15%, 20%,25%,30% and 35% by weight 
of expansive soil. The index properties of the soils used 
are already presented in chapter 3, Table 3.4. All three 
soils are classified as CL and CH as per I.S Classification 
method with Liquid Limits of 62%, 72% and 61% respec-
tively. The results pertaining to Compaction Characteris-
tics, Strength Characteristics are presented in subsequent 
sub sections respectively. 

7.1 Liquid Limit:
Table 7.1 Variation of Liquid Limit for soil 
mixes
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Tests conducted

Mixtures 
using S1

Mixtures using 
S2

Mixtures 
using S3

1 S1 + 0 % S4 S2+ 0 % S4 S3+ 0 % S4

2 S1+ 15% S4 S2 + 15% S4 S3+ 15% S4

3 S1+20% S4 S2+20% S4 S3+20% S4

4 S1+ 25% S4 S2+ 25% S4 S3+ 25% S4

5 S1+ 30% S4 S2+ 30% S4 S3+ 30% S4

6 S1+ 35% S4 S2+ 35% S4 S3+ 35% S4

S.No

Soil  Mixtures 

Liquid Limit, Plastic Limit, , 
Free Swell Index, Odometer 
Test (Consolidation Test),  
Light Compaction Test, Tri-
axial Test, Unconfined 
Compression Test, , 
Swelling Pressure, 
Permeability Test, pH 
values, Chlorides and 
sulphates Contents.

S.N0. TESTS S1 S2 S3 S4 S5
Sieve Analysis
a) Gravel,(%) 2.6 2.9 1.8 4.5 5
b) Sand,   (%) 21 29 18 37 40
c) Silt + Clay,(%) 76 68 80 58 55

2 Liquid Limit, (%) 62 72 61 35 31
3 Plastic Limit, (%) 31 36 28 30 25
4 Plasticity Index, (%) 31 36 33 5 6
5  IS Classification of Soil CH CH CH CL CL
6 Free Swell Index (%) 125 210 135 55 48

7 Degree of expansion
CRITICAL SEVERE MARGINAL NON 

CRITICALLL
 NON 

CRITICAAL

8 Optimum Moisture Content    24.8 26.2 25.4 17.1 17.7
9 Maximum Dry Density 1.51 1.54 1.5 1.71 1.73

10 Undrained Strength 
a) Cohesion (C,  in 10 7 12 1.8 2.3

12 PH values 8 9.9 9.26 9.01 6.71
13 Chlorides ( % by mass) 0.24 0.47 0.71 0.69 0.2
14 Sulphates( % by mass) 0.21 0.49 0.25 0.22 0.36

1.01x10-6

1

1.179x10-4
11

Coefficient of Permeability,
(k) 8.532x10-6 1.17x 10-7 1.33x10-6

S.N0. TESTS S1 S2 S3 S4 S5
Sieve Analysis
a) Gravel,(%) 2.6 2.9 1.8 4.5 5
b) Sand,   (%) 21 29 18 37 40
c) Silt + Clay,(%) 76 68 80 58 55

2 Liquid Limit, (%) 62 72 61 35 31
3 Plastic Limit, (%) 31 36 28 30 25
4 Plasticity Index, (%) 31 36 33 5 6
5  IS Classification of Soil CH CH CH CL CL
6 Free Swell Index (%) 125 210 135 55 48

7 Degree of expansion
CRITICAL SEVERE MARGINAL NON 

CRITICALLL
 NON 

CRITICAAL

8 Optimum Moisture Content    24.8 26.2 25.4 17.1 17.7
9 Maximum Dry Density 1.51 1.54 1.5 1.71 1.73

10 Undrained Strength 
a) Cohesion (C,  in 10 7 12 1.8 2.3

12 PH values 8 9.9 9.26 9.01 6.71
13 Chlorides ( % by mass) 0.24 0.47 0.71 0.69 0.2
14 Sulphates( % by mass) 0.21 0.49 0.25 0.22 0.36

1.01x10-6

1

1.179x10-4
11

Coefficient of Permeability,
(k) 8.532x10-6 1.17x 10-7 1.33x10-6
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Graph:7.1 Variation of Liquid Limit for Soil-
mixes (S1-S4, S2-S4, and S3-S4)

7.2 Plastic Limit
Table: 7.2 Variation of Plastic Limit for soil 
mixes

Graph:7.2 Variation of Plastic Limit for Soil-
mixes (S1-S4, S2-S4, and S3-S4)

7.3 Plasticity Index
Table: 7.3 Variation of Plasticity Index for soil 
mixes.

CONCLUSIONS :

The present work emphasized on investigation of soil 
mixtures comprising of three expansive soils (S1,S2,S3) 
mixed with a Cohesive Non-Swelling(S4) soil pertain-
ing to Plasticity Characteristics, Compaction Character-
istics, Strength Characteristics, Swelling Characteristics, 
Permeability, pH values, Chlorides Content and amount 
of Sulphates. Soil-mixtures are prepared with expansive 
soils adding different percentages of cohesive non-swell-
ing (S4) soil varying from 15% to 35% by weight of ex-
pansive soil with 5% interval. The soil-mixtures are des-
ignated as S1-S4, S2-S4 and S3-S4 throughout the work 
for reference Tests are conducted on the prepared soil-
mixtures as per procedures laid down in IS Codes. 
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Both the Liquid limit and Plastic limit values all the soil 
mixtures (S1-S4, S2-S4 and S3-S4) decreased with the in-
crease in percentage of Cohesive Non-Swelling soil(S4).

1)The Plasticity Index values of the soil mixtures also 
decreased with increase in percentage of Cohesive Non 
Swelling soil(S4)

2)There is a decrease in Optimum Water Content with in-
crease in Cohesive Non Swelling soil (S4) for S1-S4 and 
S3-S4 mixes whereas Optimum Water Content increased 
for S2-S4 soils combinations.

3)The maximum Dry Unit Weight of the soil mixtures in-
crease slightly with increase in percentage of Cohesive 
Non Swelling soil (S4) ) for S1-S4 and S3-S4 mixes and 
decreased  for S2-S4 mixes.

4)Strength parameters are reported for S1-S4 soil mix-
tures .The angle of internal friction of the S1-S4 increased 
for 15% and 20% of S4 soil. The values decreased gradu-
ally forS1-S4 mixes with 25%, 30% and 35% of S4 soil. 
Cohesion values of these mixes decreased for 15% and 
20% of S4 soil and then increased up to 35%. The cohe-
sion values for all soil- mixes (S1-S4,S2-S4 and S3-S4)  
less than the original soil (0% S4 soil) respectively at all 
percentages of S4 soil.

5)The Unconfined Compressive Strength of the soil mix-
tures improved with the increase in Cohesive Non Swell-
ing soil (S4) percentage.  

6)The Coefficient of Permeability (k) values of the soil 
mixtures increased with addition of S4 soil from 15% to 
35% percentage.  

7)The Swelling Index and Swelling Pressure decreased 
with increase in percentage of cohesive Non Swelling soil 
(S4) for all soil-mixes.

8)The PH values of the soil mixtures lowered with incre-
ment in percentage of Cohesive Non Swelling soil (S4).

9)The Chlorides content reduced for all the soil mixtures 
with percentage increment of Cohesive Non Swelling soil 
(S4).

10)The Sulphates Content of the soil mixtures decreased 
with increase in percentage of Cohesive Non Swelling 
soil(S4).

11)It is a cost effective technique for improvisation of the 
swelling soils.

12)Improvisation mechanisam is very easier and less time 
taken.

Future scope of work:

The present investigation can be extended for develop-
ing design guide lines for judging the suitability of the 
soil-mixtures as a cohesive non-swelling soil layers for 
various applications in the construction industry.  Further 
the work can incorporate the chemical analysis for find-
ing Carbonates content and microscopic analysis to un-
derstand the complete behavior of these expansive soils 
and the soil-mixes prepared.
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tcartsbA —  slios elbispalloC  era  ot enorp

ordyh - ,roivaheb noitcapmoc  eseht  lios s  sessop etats yrd ni
 dna htgnerts hgih  citsard ehT gnidoolf no ylneddus knirhs

 hguoroht a eriuqer smelborp tnemelttes dna ecnedisbus
 elbatius htiw tnemtaert dna ytilibispalloc fo sisylana
 eht reiltsoc tub elbatius erom gnieb tnemeC .serutximda

tnemec fo trap a ecalper ot saw tcejorp eht fo aedi   htiw
 retemoedo dellortnoc a hcihw roF .sirbeD noitcurtsnoC
 ta dnuof selpmas lios elbispalloc eht no demrofrep saw tset

dabaredyH ,supmac TEIG dnuora egalliV dabanioM  ehT .
 repap ezylana  dna tnemec fo segatnecrep eht s

sirbed noitcurtsnoc  loc eht ecuder taht  eht fo ytilibispal
.selpmas    

 
              smreT xednI — ,ytilibispalloc  ts lios  ,noitaziliba

ordyh -  ,noitcapmoc do v ,tset retemoe oitar dio -  evitceffe
stolp sserts lamron  

 

.I  I NOITCUDORTN  
       sah dlrow eht dnuora ytivitca noitcurtsnoc fo tnempoleveD

 dednetxe  tnempoleved eht ,ediwdlrow seitic fo seiradnuob eht
 dna setis citamelborp gniniager ni depleh erutcurtsarfni fo

.dnamed yad tneserp eht teem ot llew sa sdnal   reporp ,ecneH
 nehw ylno desserpxe eb nac lios eht fo ytilibatius no noisiced

inhcetoeg etairporppa .tuo deirrac era snoitagitsevni lac   
 

      elbaniatsus fo laog ehT  eht ecuder ot si noitcurtsnoc
 .emitefil sti revo ytilicaf detcurtsnoc a fo tcapmi latnemnorivne
 seitivitca noitilomeD dna noitcurtsnoC ni esaercni ot euD

retfa etercnoc etsaw eht ,ediwdlrow   yna fo noitcurtsed eht
 a osla si sirbed ehT .esoprup yna rof desu ton si erutcurtsarfni
 ta fo esopsid ot seitirohtua lapicinum rof melborp rojam

noitacol ralucitrap  .  
  

        ni tluser yam gnittew ot eud slios fo espalloc ehT
necrep 6 ot 2 fo stnemelttes  elbispalloC .ssenkciht rieht fo t

 desaerced emulov tnacifingis ecneirepxe ot nwonk era slios
 na tuohtiw ,tnetnoc erutsiom lios fo esaercni eht ot eud

ni eht ni esaercni - .level sserts utis   
 

       hcihw serutcurts ot tcapmi dna tnemelttes fo ytireves ehT
ac  lareves no sdneped sliosbus eht fo espalloc morf tluser n

dnoc g sa hcus snoiti gnidar  eganiard dna  ,  gnidaol noitadnuoF
 dna  htpeD  fo  noitadnuof .erutcurts   ot eud slios fo espalloc ehT

 rieht fo tnecrep 6 ot 2 fo stnemelttes ni tluser yam gnittew

 
 deviecer tpircsunaM 21 voN 02 , 51 .  

 ivanhsiaValeeL iaS.P hceT.M , , oeG - gnireenignE lacinhceT  peD nemtra t, 
 ,egelloC gnireenignE yddeRallaM .anagnaleT ,dabaredyH   

rahkesejaR.P .rD  , rosseforP  , oeG - peD gnireenignE lacinhceT nemtra  ,t
nireenignE yddeRallaM anagnaleT ,dabaredyH ,egelloC g  

oC .ssenkciht  ecneirepxe ot nwonk era slios elbispall
 lios fo esaercni eht ot eud desaerced emulov tnacifingis

ni eht ni esaercni na tuohtiw ,tnetnoc erutsiom - .level sserts utis  

.II   SEVITCEJBO  
         dna etubirtnoc ot si tcejorp eht fo epocs llarevo ehT

fo esu eht poleved   dna slios elbispalloc ni sirbeD noitcurtsnoC
 ni sirbed htiw gnola tnemec fo snoitroporp eht gniyfitnedi

.sllif detcapmoc ni desu slios elbispalloc htiw gnilaed   teem oT
 .detalumrof erew sevitcejbo gniwollof eht ,mia siht  

 dna debrutsidnu larutaN tcelloc oT   lios detutitsnocer
 egalliV dabanioM ,supmac TEIG morf snemiceps

 .noitatnemirepxe rof dabaredyH  
 loc eht dnif oT lios fo ytilibispal . 
  slairetam noitcurtsnoc fo seitreporp cificeps tset oT

 dna ,scitsiretcarahc htgnerts ,sisylana ezis niarg ...ei
mi etagergga  .tcap  

 a seitreporp ytilibisserpmoc eht enimreted oT  dn
 larutan fo roivaheb espalloc  gnitset yb selpmas

.snemiceps  
 oT   fo sirbed noitcurtsnoc fo elor eht etagitsevni

 ot dna stnuoma tnereffid ni dna sepyt tnereffid
ocordyH eht no eseht fo tceffe eht enimreted  espall

.ruoivaheb  

.III  LIOS  ATAD  NOITCELLOC  

 taht stip tset 5 fo mottob eht morf detcartxe erew selpmas neT
 ta gud erew )M( dabanioM supmaC TEIG  egalliV ruklihC ,

dabaredyH 5 .  ed a ot gud erew stip tset  woleb m 05.0 htp
 ni detset saw elpmas eht dna ecafrus dnuorg .yrotarobal eht  

 

 
 

GIF  1  etiS gnilpmaS lioS  : – supmaC TEIG  

.VI  RETED YTILIBISPALLOC  NOITANIM  
 elpmas ni egnahc eht sa denifed si laitnetop espalloc ehT
 thgieh elpmas lanigiro eht ot derapmoc gnittew nopu )h( thgieh

.)oh(  

 htiw sirbeD noitcurtsnoC fo tnemecalpeR laitraP fo ydutS
lioS fo laitnetoP elbispalloC no tnemeC  

ivanhsiaV aleeL iaS.P  , rahkesajaR.P.rD  
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I(laitnetop espalloC c) i lios eht fo  sa etaluclac s  

Ic    = e   / e +1( o )    = h   /  +1( ho )            
,..erehW  

 h     gnidoolf nopu nemiceps fo thgieh eht ni egnahc eht si  
 ho    nemiceps eht fo thgieh lanigiro eht si  

e   nemiceps eht fo oitar diov eht ni egnahc eht si                    nopu
 gnidoolf  

eo gnidoolf erofeb oitar diov eht si  
 

:1 elbaT   laitnetoP fo noitacidnI na sa egatnecreP espalloC
ytireveS )5791 thginK dna sgninneJ(  

 
)%( espalloC  melborp fo ytireveS  

 0 - 1 melborp oN  
1-5 elbuort etaredoM  
5- 01  elbuorT  

01 - 51  emoselbuorT  
51 - 02  elbuort ereveS  

02 revO  elbuort ereves yreV  
 

       detset erew selpmas lios deniatbo eht gud stip tset eht morF
 fo eulav egareva na dewohs hcihw ytilibispalloc rieht drocer ot

.%7.11  tuoba  

.V  GNITSET  
     enO - eirrac yllausu si tseT noitadilosnoC lanoisnemiD  tuo d

snemiceps no   gnidnopserroc eht rof oitar diov eht enimreted ot
.sserts lamron evitceffe  

        ,yduts siht nI  edarg 34M  ,%2 ,%0 fo snoitroporp ni tnemec
 noitcurtsnoC htiw gnola detutitsbus ,%01 dna %8 ,%6 ,%4

%6 ,%8 ,%01 ,%21 fo snoitroporp ni sirbed  eht fo %2 dna %4,
 dna etats yrd ni desu era selpmaS .lios fo thgiew tinu yrd

 deraperp ni  utes retemoedo 11 fo ytisned yrd a ta p  51 & 31 ,
m/NK 3  )ii dna etats yrd )i setats owt ni deraperp erew selpmaS .

ini htiw  fo tnetnoc erutsiom lait netop espalloc ehT .%6  saw lait
dnopserroc dedrocer .aPK 002 fo level sserts ot gni  

 
 )A  tuohtiw lios fo laitnetop elbispalloC  tnemec erutximda  

 elbaT 2  :  soitaR dioV -  eht rof seulaV ssertS lamroN evitceffE
apk002 ta seitisneD yrD tnereffiD roF detseT selpmaS  

 
 lamroN evitceffE

sertS )apk( s  )e(oitar dioV  

3m/NK11  m/NK31 3 m/NK51 3 
etats yrD  0 44.1  60.1  97.0  

01  63.1  20.1  97.0  
02  63.1  20.1  87.0  
05  53.1  99.0  77.0  
001  43.1  79.0  77.0  
002  13.1  49.0  57.0  

etats teW  
 retfa(

)gnidoolf  

002  30.1  67.0  95.0  
003  99.0  86.0  35.0  
004  99.0  86.0  35.0  
005  69.0  56.0  84.0  

 
 3 elbaT :  roF ssertS lamroN aPK 002 ta laitnetoP espalloC

lioS detaertnU  
ytisned yrD  

m/NK( 3) 
laitnetop espalloC  

% ni )PC(  
11  90.01  

31  31.9  

51  36.7  

 
 

 )B   lios detaert sirbed dna tnemec fo roivaheb espalloC
tini  tuohtiw tnetnoc erutsiom lai  

 
elbaT   4 soitaR dioV -  eht rof seulaV ssertS lamroN evitceffE

 sirbed dna tnemec fo snoitroporp tnereffiD rof detseT selpmaS
 ta m/NK11 3  seitisneD yrD 2 ta laitnetop espalloc dna aPK00  

 

 evitceffE
 lamroN

 ssertS  
)aPK 002(  

)e(oitar dioV  
meC e tn  
%0  

sirbeD  
%21  

tnemeC  
%2  

sirbeD  
%01  

 tnemeC
%4  

sirbeD  
%8  

 tnemeC
%6  

sirbeD  
%6  

 tnemeC
 %8

 sirbeD
%4  

 tnemeC
%01  

sirbeD  
%2  

yrD  
 
etats  

0 44.1  44.1  44.1  44.1  44.1  44.1  
01  04.1  44.1  44.1  44.1  44.1  44.1  
02  73.1  44.1  44.1  44.1  44.1  44.1  
05  63.1  24.1  24.1  .1 14  14.1  14.1  
001  33.1  53.1  63.1  53.1  53.1  83.1  
002  50.1  43.1  63.1  73.1  43.1  32.1  

 teW  
etats  

 

002  99.0  90.1  90.1  02.1  31.1  32.1  
003  49.0  80.1  90.1  02.1  31.1  22.1  
004  19.0  70.1  90.1  91.1  31.1  22.1  
005  97.0  50.1  80.1  91.1  31.1  22.1  

 
 elbaT 5: alloC 11 ,ssertS lamroN aPK 002 ta laitnetoP esp  
m/NK 3  tnereffid htiw detaert lios rof dna ytisneD yrD

.sirbeD noitcurtsnoC dna tnemeC fo snoitroporp  
 

 tnemeC  
% 

 noitcurtsnoC
% ni sirbeD  

laitnetop espalloC  
% ni )PC(  

0 0 84.11  
2 01  52.01  
4 8 1.11  
6 6 24.7  
8 4 65.8  
01  2 72.6  

 
 

  )C tnemec fo roivaheb espalloC   lios detaert sirbed dna
htiw   tnetnoc erutsiom laitini   fo %6  

 
 elbaT 6  : dioV  oitaR  -  eht rof seulaV ssertS lamroN evitceffE

 sirbed dna tnemec fo snoitroporp tnereffiD rof detseT selpmaS
 ta 11 m/NK 3 sneD yrD  espalloC dna tnetnoc erutsiom %6 ,seiti

.ssertS lamroN aPK002 ta laitnetoP  
evitceffE  

  lamroN  
 ssertS  

)aPK002(  

)e(oitar dioV  

%4 tnemeC  
 sirbeD  

%8  

%6 tnemeC  
 sirbeD  

%6  

 tnemeC
sirbeD %8  

 %4  
yrD  

 etats  
0 44.1  44.1  44.1  
01  44.1  44.1  44.1  
02  44.1  04.1  .1 04  
05  04.1  63.1  03.1  
001  03.1  92.1  02.1  
002  81.1  91.1  11.1  

teW  
 etats  

 

002  50.1  21.1  90.1  
003  40.1  01.1  70.1  
004  10.1  50.1  99.0  
005  79.0  29.0  08.0  
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 elbaT 7: etoP espalloC              ,ssertS lamroN aPK 002 ta laitn
11  m/NK 3 om %6 ,ytisneD yrD  lios rof dna tnetnoc erutsi

 noitcurtsnoC dna tnemeC fo snoitroporp tnereffid htiw detaert
.sirbeD  

 
 tnemeC  

% 
 noitcurtsnoC

% ni sirbeD  
laitnetop espalloC  

% ni )PC(  
4 8 71.5  

6 6 57.2  

8 4 56.0  

 
      elpmas eht ni tneserp erutsiom eht fo esuaceb si sihT

ac  si oitar diov ni esaerced eht ecneh dna noitacirbul gnisu
 stluser eht morF .elpmas yrd eht ot derapmoc nehw sa elbissop
 eht taht deciton ylralucitrap si ti evoba detneserp dna dessucsid
 tnemec dna tnetnoc erutsiom %6 ta deraperp selpmas

a %6 fo snoitroporp  espalloc eht ,%4 dna %6 fo sirbed ,%8 dn
 ni noitcuder rehgih wohs ot nees si lios fo laitnetop

ytilibispalloc  
 

0
2.0
4.0
6.0
8.0
1
2.1
4.1
6.1

0 01 02 05 001 002 002 003 004 005

)e( oitaR dioV

)aPK( ssertS lamroN evitceffE

 
 

 )e( oitaR dioV  :2 GIF –  rof stolP ssertS lamroN evitceffE
m/NK 11 fo ytisneD yrD elpmas 3 ,%4 sirbeD dna %8 tnemeC ,  

.ssertS aPK 002 ta espalloC ,%6 fo tnetnoC erutsioM laitinI  
 
 

 elbaT 8:    lamroN aPK 002 ta laitnetoP espalloC ni egnahC%
11 ,ssertS  m/NK 3  rof dna tnetnoc erutsiom %6 ta ,ytisneD yrD

 dna tnemeC fo snoitroporp tnereffid htiw detaert lios
 sirbeD noitcurtsnoC .lios larutan htiw derapmoc  

 

tnemeC  
% 

oitcurtsnoC  n
% ni sirbeD  

 espalloC
 ta laitnetop

tnetnocretaw%6  
% ni )PC(  

 % C  eht ni egnah
 fo ytilibispalloc

 ni lios detaert
 htiw nosirapmoc

lios larutan  

4 8 71.5  9.55  

6 6 57.2  5.67  

8 4 56.0  4.49  

 
      etset lios ehT nemec %8 htiw d  ot nees si sirbed %4 dna t

tsehgih evah  si taht lios fo ytilibispalloc ni noitcuder   %56.0
 fo taht ot % 4.49 dnuora %7.11 tuoba fo ytilibispalloc eht morf
 ni efas ytilibispalloc fo ytireves eht gnikam ybereht lios larutan

.stimil  

.IV  NOISULCNOC S 
     ehT  fo tnemecalper laitrap eht gnieb yduts eht fo mia niam

 eht lortnoc ot redro ni sirbed noitcurtsnoc htiw tnemec
 thgils a htiw demrofrep era stset eht lios fo ytilibispalloc
 ot serutximda eht fo gnidnib evitceffe eht rof retaw fo noitidda

na lios eht  ybereht d  ehT .ytilibispalloc eht gnicuder
era nward snoisulcnoc  

  eht ot gnidnopserroc oitar diov eht ni esaerced ehT
 nehw sa laminim era etats yrd ta dedaol selpmas

 .selpmas dettew eht ot derapmoc  
 m/NK11 dnuora ytisned ta detset selpmas ehT 3  dna

 lacitrev  eht tneserper tseb ot nees era aPK 002 fo sserts
.selpmas dleif  

  %6 fo tnetnoc retaw laitini na rof detset selpmas ehT
 thgiew eht fo taht ot %4 sirbed dna %8 fo tnemec dna
 tsael ot oitar diov eht esaerced ot nees si elpmas fo

.seulav  
 emmocer eb nac ti ecneH  dleif lautca eht rof dedn

ytilibispalloc eht gnillortnoc ylevitceffe ni noitazilitu  
 

.IIV  F KROW FO EPOCS ERUTU  
            rof esu otni tup era secitcarp lanoitidart ynam hguohtlA

 lios sa hcus sdohtem ,ytilibispalloc lios fo noitcuder eht
dna noitcapmoc ,gnittew   derreferp yllausu era noitazilibats lios

.ssenevitceffe tsoc rieht fo esuaceb  
 

            eht gniyduts yb dessergorp eb rehtruf nac krow ehT
hsa ylf ,gals ecanruf tsalb sa hcus setsaw fo tceffe  , srebif  …

,noitacol eht tius ot serutximda lacimehc htiw gnola   lacol
 .noitazilibats fo esoprup eht dna snoitidnoc citamilc  

 
            erom eb nac setsaw eht gnizilitu enod krow ehT

 eht gnikam ni evitceffe  dna cimonoce noitazilibats lios
oce - .yldneirf    morf trapa slairetam evitanretla fo noitazilitU

dom lios thgisni s htiw  noitacifi ime -  nac stset epytotorp ledom
 dna yllacinhcet aedi eht ekam ot selpmas no edam eb

.elbisaef yllacimonoce  

R SECNEREFE  
]1[   espalloc fo tnemerusaem rof dohtem tset dradnatS .3991 MTSA

3335D ,slios fo laitnetop -  ,sdradnatS MTSA fo koob launnA .29
4 343: - .543  

]2[   espalloc fo tnemerusaem rof dohtem tset dradnatS .3991 MTSA
3335D ,slios fo laitnetop -  ,sdradnatS MTSA fo koob launnA .29

343:4 - .543  
]3[   gnisU lioS taeP fo noitazilibatS“ .)8002( .kB tauH ,B iratnalaK

dna srebiF enelyporpyloP ,tnemec dnaltroP yranidrO   riA
 lacinhcetoeG fo lanruoJ cinortcelE .”euqinhceT tnerruC

.J.dnuB ,31 ,gnireenignE  
]4[  )I tceS/3 traP( 0272 :SI -  traP :slios rof tset fo sdohteM 0891
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Abstract—This paper proposes a new real and 

reactive power coordination controller for a unified 

power flow controller (UPFC). The basic control for 

the UPFC is such that the series converter of the 

UPFC controls the transmission line real/reactive 

power flow and the shunt converter of the UPFC 

controls the UPFC bus voltage/shunt reactive power 

and the DC link capacitor voltage. In steady state, the 

real power demand of the series converter is supplied 

by the shunt converter of the UPFC. To avoid 

instability/loss of DC link capacitor voltage during 

transient conditions, a new real power coordination 

controller has been designed. The need for reactive 

power coordination controller for UPFC arises from 

the fact that excessive bus voltage (the bus to which 

the shunt converter is connected) excursions occur 

during reactive power transfers. A new reactive 

power coordination controller has been designed to 

limit excessive voltage excursions during reactive 

power transfers. MATLAB-SIMULINK simulation 

results have been presented to show the improvement 

in the performance of the UPFC control with the 

proposed real power and reactive power coordination 

controller 

Index Terms—FACTS, unified power flow 

controller (UPFC), coordination controller, NN, 

FLC and Neurofuzzy controller. 
I. INTRODUCTION OF UPFC 

In a competitive electricity market, 

installation of the Unified Power Flow Controller 

(UPFC) can improve power transfer capability and 

help market participants keep their schedules very 

close to preferred ones and at the same time may 

retain the competitive behavior of participants. Putting 

the UPFC in service may assist system to operate 

within its physical limits and reduce total generation 

cost associated with out-of-merit order caused by 

constrained transmission. However, a competitive 

electricity market necessitates a reliable method to 

allocate congestion charges, transmission usage, and 

transmission pricing in an unbiased, open-accessed, 

basis. Therefore, it is usually necessary to trace 

contribution of each participant to line usage and 

congestion charges, and then to calculate charges 

based on these contributions. It has been a common 

practice to use distribution factors to calculate these 

contributions 
[5]

.  

The present Paper derives relationships to 

model impact of UPFC on line flows and transmission  

usage where we present modified admittances and 

distribution factors that model impact of utilizing 

UPFC on line flows and system usage. The 

relationships derived show how bus voltage angles are 

attributed to each of changes in generation, injections 

of UPFC, and changes in admittance matrix caused by 

inserting UPFC in transmission lines. The 

relationships derived can be adopted for the purpose 

of allocating usage and payments to users of 

transmission network and owners of control devices 

used in the network. The relationships derived are 

applied to test systems, where the results illustrate 

how transmission usage is affected when UPFC is 

utilized
 [4]

. 

 
         Fig 1 Basic functional scheme of UPFC 

The series power converter works to obtain a 

constant balanced sinusoidal load voltage. The shunt 

converter regulates the DC link voltage and 

compensates for the reactive current of the source 

within the rated current of the converter. To design 

the required capacity for the series-shunt power 

converter, the relation between the converter capacity 

and the load power factor at constant compensation 

voltage is introduced. The required capacity of the 

series-shunt power converter is reduced by more than 

50% compared with that of a conventional series 

power converter. The effectiveness of the proposed 

load voltage compensation technique using the series-

shunt power converter 
[6]

. 
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II. TUNING OF PI CONTROLLER  

 

A PI controller responds to an error signal in a 

closed control loop and attempts to adjust the 

controlled quantity to achieve the desired system 

response. The controlled parameter can be any 

measurable system quantity such as speed, torque, or 

flux. The benefit of the PI controller is that it can be 

adjusted empirically by adjusting one or more gain 

values and observing the change in system response.  

Tuning of PI Controllers 

 Proportional-integral (PI) controllers have been 

introduced in process control industries. Hence various 

techniques using PI controllers to achieve certain 

performance index for system response are presented. 

The technique to be adapted for determining the 

proportional integral constants of the controller, called 

Tuning, depends upon the dynamic response of the 

plant. 

This error is manipulated by the controller 

(PI) to produce a command signal for the plant 

according to the relationship. 

   U(s) = Kp (1+1/ τis) 

Or in time domain    U(t) = Kp [e(t) + (1/τ i ) ∫ edt] 

Where Kp = proportional gain 

τ i = integral time constant 

Zeigler- Nichols Rules for tuning PI controllers 

: 

First Rule: The S-shaped response is characterized by 

two constants, the dead time L and the time constant T 

as shown.  These constants can be determined by 

drawing a tangent to the S-shaped curve at the 

inflection point and state value of the output. From the 

response of this nature the plant can be mathematically 

modeled as first order system with a time constant T 

and delay time L as shown in block diagram.   

The gain K corresponds to the steady state value of 

the output Css. The value of Kp, Ti and Td of the 

controllers can then be calculated as below: 

KP=1.2(T/L) 

τi = 2L 

 

 

 

 

 

 

                   

 

 

 

               Figure 2: Mathematical Model 

 

 

 

 

III. INTRODUCTION OF ANN 

Neural networks are composed of simple elements 

operating in parallel. These elements are inspired by  

 

biological nervous systems. As in nature, the 

network function is determined largely by the 

connections between elements. Neural network is 

trained to perform a particular function by adjusting 

the values of the connections (weights) between 

elements. Commonly Neural Networks are adjusted, 

or trained, so that a particular input leads to a specific 

target output. There, the network is adjusted, based 

on a comparison of the output and the target, until the 

network output matches the target. Typically many 

such input/target pairs are used, in this supervised 

learning, to train a network. 

Batch training of a network proceeds by making 

weight and bias changes based on an entire set 

(batch) of input vectors. Incremental training changes 

the weights and biases of a network as needed after 

presentation of each individual input vector. 

Incremental training is sometimes referred to as "on 

line" or "adaptive" training. Neural networks have 

been trained to perform complex functions in various 

fields of application including pattern recognition, 

identification, classification, speech, and vision and 

control systems. Today neural networks can be 

trained to solve problems that are difficult for 

conventional computers or human beings.  

 The supervised training methods are commonly 

used, but other networks can be obtained from 

unsupervised training techniques or from direct 

design methods. Unsupervised networks can be used, 

for instance, to identify groups of data. Certain kinds 

of linear networks and Hopfield networks are 

designed directly.  

 

IV. SIMULATION MODEL AND ITS 

SUBSYSTEMS 

 

 
Figure: 3   Simulation of PI controller 
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Figure 4: Shunt converter controller using PI 

 
Figure 5: Series converter controller using PI 
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Figure 6 Series Converter Controller for NN 

Controller 

 

 
Figure 7 Subsystem for NN controller Block 

 
Figure 8: Subsystem for NN controller sub Block 
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Figure 9: M-file program for N controller  

 

 

V. SIMULATION RESULTS 

 

 
 

 

 

 
 

 

 

 
 

 

 

 

Fig. 11. Response of power system to step changes 

in transmission line real power reference. 

 

Results and Discussions: The UPFC is located at the 

center of a 200 km 345 kV transmission line. The 

initial real power flow in the transmission line is 450 

MW. At 10 s the transmission line real power 

reference is changed from 450 to 290MW. At 12 s, 

the reference is changed from 290 to 450MW. Plot-1 

through Plot-3 of Fig. 7 shows the transmission line 

real power flow for step changes in its reference. Plot-

2 and plot-3 are the enlarged version of plot-1 around 

10 s and 12 s, respectively. 
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Results and Discussions: The initial real and reactive 

power flow in the transmission line are 290MWand 

125 MVAR, respectively. The initial shunt converter 

reactive power is 80 MVAR. Step changes of 160 

MVAR in transmission line reactive power reference 

are conducted at 10 s and 12 s. 
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Fig. 12. Response to step change in reactive power 

reference. 

 

Results and Discussions: The comparison of the 

UPFC bus voltage and transmission line reactive 

power with and without the reactive power 

coordination controller. With the reactive power 

coordination controller, the UPFC bus voltage 

excursion has reduced significantly. The impact 

of reactive Fig. 9. Impact of reactive power 

coordination controller. Power system with 

UPFC. power coordination controller on 

transmission line reactive power flow is 

minimal
[4]

. 

 

 
 

 

Fig 13 (a) (red indicates PI controller, blue 

indicates NN, FLC and Neuro-fuzzy controller) 

 
 

 

 

Fig 13 (b) (Red indicates PI controller, blue 

indicates NN , FLC and Neuro-fuzzy controller) 

 

 
 

 

 

Fig. 14. Impact of real power coordination 

controller (Red indicates PI controller, blue 

indicates NN controller, green Neuro-fuzzy 

controller) 
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Fig. 15. Response of the power system to three-

phase fault without UPFC 

 

 
 

 

 

 

 
 

 

 

 

 
 

 

 

 
 

 

 

Fig. 16. Response of the power system to three-

phase fault with UPFC. 

 

Results and Discussions: The total load in the power 

system is 700 MW. The load has been modeled as a 

synchronous motor. Generator G2 supplies 500 MW 

of power and the rest of the power is generated by G1. 

Generator G1 also supplies the system losses. The 

steady-state power flow in the 345 kV transmission 

line is 400 MW. The 230 kV transmission line carries 

100 MW of power. The UPFC is located at the center 

of a 160-km 345-kV line. 

 

 
 

 

 

Fig. 17. Generator G2 electrical power without (Blue) 

UPFC, with UPFC (green) and Neuro-fuzzy controller 

(Red) 

 

Results and Discussions: A three-phase fault is 

applied at the high voltage bus of generator G1 (bus-
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C) at 12 s for 110 ms and removed without any 

change in the network configuration. 
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VI.  CONCLUSIONS 
This paper has presented a new real and reactive 

power coordination controller for a UPFC. The basic 

control strategy is such that the shunt converter of the 

UPFC controls the UPFC bus voltage/shunt reactive 

power and the dc link capacitor voltage. The series 

converter controls the transmission line real and 

reactive power flow. The contributions of this work 

can be summarized as follows. Two important 

coordination problems have been addressed in this 

paper related to UPFC control with Fuzzy logic 

controller. One, the problem of real power 

coordination between the series and the shunt 

converter control system. Second, the problem of 

excessive UPFC bus voltage excursions during 

reactive power transfers requiring reactive power 

coordination. Inclusion of the real power coordination 

controller in the UPFC control system avoids 

excessive dc link capacitor voltage excursions and 

improves its recovery during transient conditions. 

MATLAB simulations have been conducted to verify 

the improvement in dc link voltage excursions during 

transient conditions. 
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ABSTRACT 

Brushless DC (BLDC) motor drives are becoming more popular in industrial and traction application. This 

proposed approach makes the control of BLDC motor with sensor less motion control of BLDC motor, high 

frequency Buck-Boost inverter based power factor correction and regeneration of electric power from the motor 

at time of running condition as well as in braking condition. The overall performance of the drive is simulated in 

the MATLAB / Simulink environment and the results are analyzed. 

1. INTRODUCTION 

Now a days BLDC engine drives turns out to be more famous in businesses, footing, and electrical vehicles. 

Typically BLDC engine has a rotor with perpetual magnet and stator with windings. Brushless engines are not 

self-commutating, and thus are more confounded to control. BLDC engine control obliges information of the 

rotor position and component to commutate the engine. For shut circle pace control it obliges two extra 

prerequisites, estimation of the engine velocity and/or engine current and PWM sign to control the engine speed 

and force. BLDC engines can utilize edge-adjusted or focus adjusted PWM signs relying upon the application 

prerequisites. Most applications, that just oblige variable pace operation, will utilize six autonomous edge-

adjusted PWM signals. This gives the most elevated determination. On the off chance that the application 

obliges servo-situating, element braking, or element inversion, it is suggested that correlative focus adjusted 

PWM signs be utilized. To sense the rotor position BLDC engines use Hall Effect sensors to give total position 

detecting, which brings about more wires and higher expense.  

Sensor less BLDC control wipes out the requirement for Hall Effect sensors, utilizing the back-EMF 

(electromotive power) of the engine rather to gauge the rotor position. Sensor less control is fundamental for 

minimal effort variable rate applications, for example, fans and pumps Refrigerator and aerating and cooling 

compressors additionally oblige sensor less control when utilizing BLDC engines.  

This undertaking can be used in drives applications i.e., to run unique engines like BLDC engines. The high 

recurrence 3-Ph AC yield acquired from this inverter circuit is given to the stator windings of a BLDC engine 

and its speed can be shifted by changing the beat generator design at the yield inverter side.  

 

Fig. 1: Proposed system Block Diagram 
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This venture can be used in drives applications i.e., to run extraordinary engines like BLDC engines. The high 

recurrence 3-Ph AC yield got from this inverter circuit is given to the stator windings of a BLDC engine and its 

speed can be changed by shifting the beat generator design at the yield inverter side. 

2. BRUSHLESS DC (BLDC) MOTOR 

The brushless DC (BLDC) engine can be imagined as a brush DC engine turned back to front, where the 

changeless magnets are on the rotor, and the windings are on the stator. Therefore, there are no brushes and 

commutators in this engine, and the greater part of the impediments connected with the starting of brush DC 

engines are wiped out.  

 

Fig. 2: BLDC motor operation 

This engine is alluded to as a "DC" engine on the grounds that its loops are driven by a DC force source which 

is connected to the different stator curls in a foreordained consecutive example. This procedure is known as 

compensation. Be that as it may, "BLDC" is truly a misnomer, since the engine is adequately an AC engine. The 

present in every curl interchanges from positive to negative amid each electrical cycle. The stator is regularly a 

notable shaft structure which is intended to deliver a trapezoidal back-EMF wave shape which coordinates the 

connected commutated voltage waveform as nearly as could be allowed. Nonetheless, this is difficult to do 

practically speaking, and the subsequent back-EMF waveform frequently looks more sinusoidal than 

trapezoidal. Hence, huge numbers of the control methods utilized with a PMSM engine, (for example, Field 

Oriented Control) can just as be connected to a BLDC engine.  

 

Fig. 3: BLDC Motor 

Another misinterpretation about the BLDC engine is identified with how it is driven. Not at all like an open-

circle stepper application where the rotor position is controlled by which stator curl is driven, in a BLDC engine, 

which stator loop is driven is dictated by the rotor position. The stator flux vector position must be synchronized 
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to the rotor flux vector position (not the other path around) keeping in mind the end goal to get smooth operation 

of the engine. So as to perform this, learning of the rotor position is needed keeping in mind the end goal to 

figure out which stator loops to stimulate. A few systems exist to do this, yet the most prevalent system is to 

screen the rotor position utilizing corridor impact sensors. Shockingly, these sensors and their related connectors 

and outfits bring about expanded framework cost, and diminished unwavering quality.  

With an end goal to relieve these issues, a few methods have been created to kill these sensors, bringing about 

sensor less operation. The vast majority of these procedures are based after separating position data from the 

back-EMF waveforms of the stator windings while the engine is turning. Notwithstanding, systems in light of 

back-EMF detecting break apart when the engine is turning gradually or at a stop, following the back-EMF 

waveforms are faint or non-existent. Thus, new systems are continually being created which acquire rotor 

position data from different signs at low or zero velocity. BLDC engines rule preeminent in productivity 

evaluations, where values in the mid-nineties percent reach are routinely gotten. Flow research into new 

undefined center materials is pushing this number considerably higher. Ninety six percent productivity in the 

100W territory has been accounted for. They additionally go after the title of quickest engine on the planet, with 

velocities on a few engines accomplishing a few hundred thousand RPM (400K RPM reported in one 

application).  

The most widely recognized BLDC engine topology uses a stator structure comprising of three stages. 

Subsequently, a standard 6-transistor inverter is the most regularly utilized force stage, as demonstrated in the 

graph. Contingent upon the operational necessities (sensored versus sensor less, commutated versus sinusoidal, 

PWM versus SVM, and so forth.) there are various approaches to drive the transistors to accomplish the craved 

objective, which are excessively various, making it impossible to cover here. This places a critical necessity on 

the adaptability of the PWM generator, which is commonly situated in the microcontroller. The uplifting news is 

that these prerequisites are effectively accomplished in TI's engine control processors.  

3. PROPOSED CONVERTER 

The essential working methods of the meager air conditioning connection buck–boost inverter and the pertinent 

waveforms are spoken to in Figs. 4 and 5, individually. Every connection cycle is separated into 12 modes, with 

6 force exchange modes and 6 fractional resounding modes occurring then again. The connection is stimulated 

through the data stage sets amid modes 1 and 7 and is de-invigorated to the yield stage sets amid modes 3, 5, 9, 

and 11. Modes 2, 4, 6, 8, 10, and 12 are resounding modes amid which no force is exchanged and the connection 

resounds.  

Modes 1–6 in the modified configuration are similar to those of the original converter, except other than turning 

on the proper switches on the output switch bridges; So7 and So8, on the output intermediate cross-over 

switching circuit, should be turned ON during modes 3–5. Although the output switch bridge contains 

unidirectional switches, So7–So10 (referenced above as intermediate cross-over switching circuit) enables the 

link to conduct both positive and negative currents. Therefore, during modes 7–12, the same output switches as 

modes 1–6 will be conducting; however, instead of So7 and So8, switches So9 and So10 conduct during modes 

9–12. 

Before the start of mode 1, the incoming switches, which are supposed to conduct during mode 1, are turned ON 

(S3 and S8 in Figs. 6 and 7); however they do not conduct immediately, because they are reverse-biased. Once 

the link voltage, which is resonating before mode 1, becomes equal to the voltage across the dc side, proper 

switches (S3 and S8) are forward biased initiating mode 1. This implies that the turn ON of the switches occurs 

at zero voltage as the switches transition from reverse to forward bias. Therefore, the link is connected to the dc 

source via switches which charge it in the positive direction. The link charges until the dc-side current averaged 

over a cycle time, meets its reference value. Input-side switches are then turned OFF. Fig.5. Behavior of the ac-

link buck–boost inverter in different modes of operation: (a) Mode 1. (b) Mode 2, 4, and 6. (c) Mode 3. (d) 

Mode 5.  

During mode 2 none of the switches conduct. The link resonates and the link voltage decreases until it reaches 

zero. At this point, the incoming switches that are supposed to conduct during modes 5 and 7 are turned ON 
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(S13, S14, and S18 in Figs 6 and 7); however being reverse-biased they do not conduct immediately. Once the 

link voltage reaches VACO (assuming |VACO | is lower than |VABO |) switches S14 and S18 become forward 

biased and they start to conduct initiating mode 3.  

During mode 3, the link is discharged into the chosen phase pair until the current of phase C at the output-side 

averaged over a cycle meets its reference. At this point S14 will be turned OFF initiating another resonating 

mode.  

During mode 4, the link is allowed to swing to the voltage of the other output phase pair chosen during Mode 2. 

For the case shown in Figs. 6 and 7, it swings from VCAO to VBAO. Once the link voltage becomes equal to 

the voltage across the output phase pair AB, switches S13 and S18 become forward-biased, initiating mode 5.  

During mode 5, the link discharges to the selected output phase pair until there is just sufficient energy remained 

in the link to swing to a predetermined voltage (Vmax ), which is slightly higher than the maximum input and 

output line-to-line voltages. At the end of mode 5, all the switches are turned OFF allowing the link to resonate 

during mode 6.  

During mode 6, the link voltage swings to −Vmax , and then its absolute value starts to decrease. 

    

(a)                                                                            (b) 

   

(c)                                                                          (d) 

 

(e) 

Fig. 4: Behavior of the sparse ac-link buck–boost inverter during different modes of operation: (a) 

Mode1. (b) Mode 2, Mode 4, and Mode 6. (c) Mode 3. (d) Mode 5. (e) Mode 11 
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By adding a single-phase, high-frequency transformer to the link, the sparse ac-link buck–boost inverter can 

provide galvanic isolation, as shown in Fig.5. In practice, due to leakage inductance of the transformer, the link 

capacitor needs to be split into two capacitors placed at the primary and the secondary of the transformer. 

Otherwise at the end of the charging or discharging mode, depending on which side the capacitor is located at, 

the current of the leakage inductance will have an instantaneous change, which results in voltage spike. 

 

Fig. 5: Sparse ac-link buck–boost inverter with galvanic isolation 

4. SIMULATION RESULTS 

Simulation is performed using MATLAB/SIMULINK software. Simulink library files include inbuilt models of 

many electrical and electronics components and devices such as diodes, MOSFETS, capacitors, inductors, 

motors, power supplies and so on. The circuit components are connected as per design without error, parameters 

of all components are configured as per requirement and simulation is performed 

Motor parameters 

Permanent magnet synchronous motor 

Load Torque=10Nm 

Stator phase resistance, Rs=2.8Ohm 

Inductances, 

Ld=8.5mH 

Lq=8.5mH 

Flux established =0.175Vs 

Voltage constant=146.6V_peak L-L/Krpm  

Torque constant=1.4 Nm/Peak  

 No.of poles=4 

Inertia =0.0008Kgm^2 

Friction factor=0.001Nms  

Waveforms 

a) Hf Link Voltage  
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b) Ac Link Current  

 

c) Stotor Voltages  

 

d) Speed of Motor 

 

e) Motor Torque  

 
 Load Torque=10Nm 

5. CONCLUSION 

The performance of BLDC motor with high frequency ac link inverter is validated from simulation study in 

MATLAB/SIMULINK. AC  link resonating at high frequency, provides stator supply for the drive. Motor 

thereby takes up speed reaching its rated value of around 1500rpm and meeting rated load torque 10 N-m with 

less time. 
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    Abstract— Electrical distribution system 

suffers from various problems like reactive 
power burden, unbalanced loading, voltage 
regulation and harmonic distortion. 
Though DSTATCOMS are ideal solutions 
for such systems, they are not popular 
because of the cost and complexity of 
control involved.StaticVar Compensators 
(SVCs) remain ideal choice for such loads 
in practice due to low cost and simple 
control strategy. These SVCs, while 
correcting power factor, inject harmonics 
into the lines causing serious concerns 
about quality of the distribution line 
supplies at PCC. This paper proposes to 
minimize the harmonics injected into the 
distribution systems by the operation of 
TSC-TCR type SVC used in conjunction 
with fast changing loads at LV distribution 
level. PI controller, Fuzzy logic system is 
used to solve this nonlinear problem, giving 
optimum triggering delay angles used to 
trigger switches in TCR. Using PI 
controller it is very complex to solve this 
nonlinear problem. The scheme with o 
fuzzy logic system can be used at 
distribution level where load harmonics 
are within limit. 

 
 
     Index Terms—SVC, fuzzy logic, TSC, 

TCR  PI Controller. 
 

1. INTRODUCTION 
    The Indian power distribution systems are 

facing a variety of problems due to 
proliferation of nonlinear loads in the last 
decade. In addition to poor voltage profile, the 
power factor and harmonics of the system are 
the major concerns of the utility. A variety of 
power factor improvement & harmonic 
minimization techniques are available ranging 
from various power factor-correcting devices 

to passive & active harmonic filters. Thyristor 
controlled Static Var Compensators (SVCs)  

 
   are popularly used in modern power supply 

systems for compensating loads. A Static Var 
Compensator generally consists of a Thyristor 
Controlled Reactor (TCR) & a Thyristor 
Switched Capacitor (TSC) and compensates 
loads through generation or absorption of 
reactive power. The operation of Thyristor 
Controlled Reactors at appropriate conduction 
angles can be used advantageously to meet 
the phase-wise unbalanced and varying load 
reactive power demand in a system. However, 
such an operation pollutes the power supply 
in another form by introducing harmonic 
currents into the power supply system. In 
such cases, it becomes necessary either to 
minimize harmonic generation internally or 
provide external harmonics filters. It is 
obvious that the latter approach is associated 
with additional investment. This paper deals 
with minimizing harmonic generation 
internally by using optimized switching 
determined by using Fuzzy logic in 
MATLAB. 

 
2. SVC OPERATION 

 
     A 0T 0Tthyristor switched capacitor0T 0T(TSC) is a 

type of  equipment used for 
compensating 0T 0T31Treactive power0T31T 0Tin electrical 
power systems[1]. It consists of a 
power0T 0T31Tcapacitor0T31T 0Tconnected in series with a 
bidirectional0T 0T31Tthyristor0T31T 0Tvalve and, usually, a 
current limiting 0T 0T31Tinductor0T31T 0T(reactor). The 
thyristor switched capacitor is an important 
component of a0T 0T31TStatic VAR Compensator31T 
(SVC) 0T 0Twhere it is often used in conjunction 
with a0T 0T31Tthyristor controlled reactor0T31T 0T(TCR). 
Static VAR compensators are a member of 
the0T  0TFACTS family. This compensator 
overcomes two major shortcomings of the 
earlier compensators by reducing losses under 

Implementation of Fuzzy Logic Approach on TSC-TCR SVC 
Switching At Distribution Level for Minimal Injected 

Harmonics 

http://en.wikipedia.org/wiki/Reactive_power
http://en.wikipedia.org/wiki/Capacitor
http://en.wikipedia.org/wiki/Thyristor
http://en.wikipedia.org/wiki/Inductor
http://en.wikipedia.org/wiki/Static_VAR_compensator
http://en.wikipedia.org/wiki/Thyristor_controlled_reactor
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operating conditions and better performance 
under large system disturbances. In view of 
the smaller rating of each capacitor bank, the 
rating of the reactor bank will be 1/n times the 
maximum output of the svc, thus reducing the 
harmonics generated by the reactor. In those 
situations where harmonics have to be 
reduced further, a small amount of FCS tuned 
as filters may be connected in parallel with 
the TCR. When large disturbances occur in a 
power system due to load rejection, there is a 
possibility for large voltage transients because 
of oscillatory interaction between system and 
the svc capacitor bank or the parallel. The LC 
circuit of the svc in the fc-compensator. In the 
TSC-TCR scheme, due banks to the 
flexibility[2] of rapid switching of capacitor 
Without appreciable disturbance to the power 
system, oscillations can be avoided, and 
hence the transients in the system can also be 
avoided. The capital cost of this svc is higher 
than that of the earlier one due to the 
increased number of capacitor switches and 
increased control complexity. 

 

 
Fig.1: TCR-TSC SVC Diagram 

 
2.1 SYSTEM MODELLING 

  The single line diagram of the distribution 
substation under consideration is shown in 
Fig.2. The compensator essentially 
functions[11] as a Thyristor Switched 
Capacitor &Thyristor Controlled Reactor 
(TSC-TCR). In the scheme, TSC is connected 
in star whereas TCR in delta .A series of 
steady state loads at discrete time instants are 

recorded which represent time varying loads. 
The compensator requirement is to 
generate/absorb unbalanced reactive power 
which when combined with the load demand, 
will represent balanced load to the supply 
system. The phase wise load demands are 
PRLaR+jQRLaR , PRLbR+jQRLbR, PRLcR+jQRLc Rand the phase 
wise load seen by the source after 
compensation are  

         PRSaR+jQRSaR , PRSbR+jQRSbR, PRScR+jQRSc 
    Phase wise complex voltages at the load bus 

are given by  
        [VRLR ]= [VRSR]-I[ZRSR]                              (1) 

Where  [VL]=[VLa VLb  VLc]P

I
P     

   
    The complex voltage vector at the load bus. 
     [VRSR]=[VRSaR VRSbR  VRScR]P

I
P  is the complex 

voltages vector at the source bus and Z = 
diagonally[Za Zb Zc] is the line impedance 
matrix. The vector of currents in the lines 
between the source bus and the load bus, 
[IRSR]=[IRSaR IRSbR IRScR]P

I  
Pis obtained from. 

 
    IRSa =R (PRLa- RjQRSa) / Va 
R     RIRSb=R (PRLb-RjQRSb) Vb                                                               R(2) 
    IRSa =R (PRLc- RjQRSc) / Vc 
 

 
           Fig.2:  Single line diagram of the system 
 
   

The non-linear complex set of equations 
given   by equations (1) and (2) can be solved 
for load bus voltages[11]. The reactive power 
balance equations at the load bus are 
    [QRSR] +[QRCR] =[QRRR]+ [QRLR]                           
(3) 
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For a given reactive power demand QRLR=[QRLaR, 
QRLbR, QRLcR]P

I 
Psetting balanced values for 

QRCR=[QRCaR, QRCbR, QRCcR] of the TSC and  QRSR=[QRSaR  
QRSbR  QRScR]P

I
P  of the source, the unbalanced 

reactive power absorbed by the TCR, 
QRRR=[QRRaR  QRRbR  QRRcR]P

I
Pcan be obtained from (3). 

Once the voltage vector at the load bus is 
determined, the values of delta connected 
compensator reactance’s, XRabR  XRbcR  XRcaR, 
required to absorb the computed reactive 
power can be determined. The variable 
reactances of the compensators are realized 
by delaying the closure of the appropriate 
thyistor switch by varying its firing delay 
angle α [0 - 2T/2]. The unsymmetrical firing 
of thyistor can be advantageously used to 
obtain the unsymmetrical delta connected 
reactance’s [8]. Considering only the 
fundamental component, the unsymmetrical 
firing delay angle a, corresponding to the 
delta reactance 𝑥𝑎𝑏 can be obtained by 
solving the following equation. 
 
XRab = R x°ab 

1−2𝛼1𝜋 −  𝑠𝑖𝑛2𝛼1/𝜋
                (4) 

 
   Where𝑥𝑎𝑏 is the reactance for full conduction 

of thyistor (corresponding to zero firing 
angles). Similar equations can be written for 
𝑋𝑏𝑐&𝑋𝑐𝑎 to obtain the values of α2 & α3. 
 
2.2 HARMONICS DUE TO SVC   
OPERATION 

   The power quality at the point of common 
coupling (PCC) is expressed in terms of 
various parameters. Total Harmonic 
Distortion (THD) at PCC is one of these 
parameters, which is commonly used in 
practice. The performance index THD is 
given by 

        THD = 1
𝐼𝑓
√∑ 𝐼 ℎ²𝑚

𝑛=2                             (5) 
 
    Where 𝐼𝑓the fundamental is current, 𝐼ℎ is the 

harmonic line current for ℎ𝑡ℎ harmonic and m 
is the maximum order of harmonics 
considered. Assuming balanced three-phase 
voltage at the load bus. The fundamental and 
harmonic components of the line currents can 
be obtained by using the following equations 
[5] 

 

IRƒ R= 𝑉𝑚
2𝜋𝜔𝐿

�𝐺𝑓² + 𝐻𝑓² sin(𝜔𝑡 − ɸ- θRƒ R)         (6) 

IhR R= 𝑉𝑚
2𝜋𝜔𝐿

�𝐺ℎ² + 𝐻𝑓² sinh((𝜔𝑡 − ɸ)- θRh R)       
 
Where 𝐼𝑓RMS value of fundamental line current 
𝐼ℎ= RMS value of harmonic line current ofℎ𝑡ℎ 

order 
α =Fundamental frequency 
L= Inductance of each delta connected 

inductance 
GRf R=(3Π-4γ-2sin2γ-2β-2sin2 β) 
HRf R=√3(Π-2β-2sin2β) 
GRh =�

sin (ℎ+1)𝛾
(ℎ+1)

 −  sin(ℎ−1)𝛾
(ℎ−1) − 2𝑠𝑖𝑛𝛾 𝑐𝑜𝑠ℎ𝛾

ℎ
� + 

R½ �
sin (ℎ−1)𝛽

(ℎ+1)
−  sin(ℎ−1)𝛽

(ℎ−1) −  2𝑠𝑖𝑛𝛽 𝑐𝑜𝑠ℎ𝛽
ℎ

�      (7) 

 

HRh=± �3/2 �sin(ℎ + 1)𝛽   sin(ℎ − 1)𝛽 2𝑠𝑖𝑛𝛽𝑐𝑜𝑠ℎ𝛽
ℎ + 1             (ℎ − 1)                     ℎ � 

 
& θRf R=tan−1 �𝐻𝑓

𝐺𝑓
� & θRh R=tan−1 �𝐻ℎ

𝐺ℎ
�     (8) 

ɸ=0, γ= 𝛼1,β= 𝛼3; ɸ=2Π/3, γ= 𝛼2,  𝛽 =  𝛼1 
ɸ=4Π/3,   γ= 𝛼3,  β= 𝛼2 
 

    For line currents an, lRbR& IRCR respectively, 
H=harmonic order, (6k ± 1) , k=1, 2, 3 .... + Sign 
for harmonics of order (6k+1) - Sign for 
harmonics of order (6k-1). For tripled harmonics 
(3rd, 9th,), 
GRh =�

sin (ℎ+1)𝛾
(ℎ+1)

 −  sin(ℎ−1)𝛾
(ℎ−1) − 2𝑠𝑖𝑛𝛾 𝑐𝑜𝑠ℎ𝛾

ℎ
� + 

R        �
sin (ℎ−1)𝛽

(ℎ+1)
−  sin(ℎ−1)𝛽

(ℎ−1) −  2𝑠𝑖𝑛𝛽 𝑐𝑜𝑠ℎ𝛽
ℎ

�    

 
   HRhR=0                                                 (9) 
 
   A program in MATLAB is written to get the 

above values and is used in the fuzzy logic 
toolbox. 

 
3.MINIMIZATION OF HARMONICS 
 

3.1 SVC Control using PI Controller 
     PI Controller (proportional-integral 

controller) is a feedback controller which 
drives the plant to be controlled with a 
weighted sum of the error (difference between 
the output and desired set point) and the 
integral of that value. It is a special case of the 
common PID controller in which the 
derivative (D) of the error is not used. 
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 Using PI controller it is more complex to 
control the SVC. For the non-linear problems 
it is not much suitable. This traditional 
controller requires more complex design to 
solve this type of problems. 

 
3.2 SVC Control using Fuzzy control system 

    For a given load reactive power demand, QL, 
it is required to minimize the reactive power 
drawn from the source, Qs. By setting 
balanced values for Qc and Qs, the 
unbalanced reactive power absorptions of 
TCR, Q, can be obtained using the procedure 
described in [3]. Then the unsymmetrical 
reactance’s required absorbing QR, and the 
corresponding unsymmetrical firing angles 
can be computed from (4). Knowing the 
voltages at the compensator node and the 
firing angles of the TCR, harmonic analysis 
can be carried out and the performance index, 
THD, can be evaluated. The  different 
combinations of firing angles lead to various 
harmonic levels, as indicated by the value of 
performance index. In order to minimize the 
harmonics generated due to SVC operation, 
the TCR should be operated at a combination 
of firing angles which results in low harmonic 
level. It has been further shown that there are 
several combinations of firing angles which 
leads to lower level of harmonic generation. 
The combination of firing angles that 
corresponds to the minimum THD value 
usually conflicts with the objective of 
minimizing the reactive power drawn from 
the source. Therefore it is necessary to find a 
combination of firing angles, which can 
simultaneously keep both Qs and THD 
satisfactorily low. However, the task of 
selecting the particular combination firing 
angles from a set of all (or many) plausible 
combinations of firing angles to achieve 
optimum values of Qs and TDD is not straight 
forward. For a given load reactive power 
demand, QL, the best combination of firing 
angles are intuitively selected and the method 
can be adopted for controlling SVC used for 
compensating a constant or cyclic load with 
several known load steps. However if the load 
is continuously varying, the SVC controller 
needs to be capable of selecting the 
appropriate set of firing angles without human 
intervention. 

     In this paper fuzzy logic controller is 
used to get the triggering delay angles al, a2 
and a3 for the TCR. These triggering delay 
angles correspond to minimum THD values 
and an acceptable compromised reactive 
power Qs. SVC control with Fuzzy Ranking 
System. A Mamdani type fuzzy logic system 
was designed for ranking the combinations of 
TSC step size and three firing angles. 

 
Fig.3. Flowchart of the fuzzy controller 

   The schematic diagram of the SVC control 
algorithm shown in Fig. 3, takes phase wise 
active and reactive power demands of the load 
as inputs and determine the step size of TSC 
and the unsymmetrical firing angles of the 
TCR as outputs. The first block computes a 
set of feasible combinations (say N different 
combinations), firing angles a1, a2, a3 and the 
corresponding Qs and THD values. The 
second block is the ranking of each feasible 
TSC step size-firing angles combination using 
the fuzzy logic ranking system. The fuzzy 
logic ranking system assigns a ranking score, 
R (k) for the kth combination depending on 
the corresponding Qs (k) and THD (k) values. 
In the case of three phase unbalanced loads, 
three different THD values 1resulting for the 
three phases exist. After various 
considerations, both the highest THD value 
amongst the three phases, THDmax (k) and 
the average THD of the three phases, THD 
avg (k), are used for ranking a particular 
firing angle combination. In the last step, the 
TCR step size firing angles combination that 
has the highest-ranking score is selected as 
the desired TSC and TCR operating points. 
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Fig.4:Block diagram of fuzzy controller 
 

4 SIMULATION RESULTS 
     An 11 kV/400V, 100kVA distribution 

substation feeding a fluctuating load is taken 
for simulation as shown in Fig. 2. The load 
consists of single phase & three phase motors, 
laboratory equipments and SMPSs. The static 
VAR compensator was considered consisting 
of a TSC that can vary through four steps; 0, 
10, 20 & 30 kVAR per phase and a Thyristor 
Controlled Reactor (TCR) of capacity of 30 
kVAR per phase under full conduction. The 
parameters of the line between the source bus 
and load bus are taken as R=0.02 ohms per 
phase, X= 0.07 ohms per phase. The simulated 
results using Fuzzy logic in the MATLAB 
environment.  

 
 
 

4.1 Matlab Design Of Svc Based On Fuzzy 
logic 

 
    The diagram shown below indicates a 11 

kV/400V, 100kVA distribution substation 
feeding a fluctuating load. The load consists 
of single phase & three phase motors, 
laboratory equipments and SMPSs. The 
below Fig.6, Fig.7, Fig.8 shows the    
simulated results of Total harmonic distortion 
for three phases individually for reactive 
power not optimized condition. In this case 
we observed more distortions than the 
optimized case. 

 

 
 
Fig.5: Matlab Simulink diagram for SVC Based 

Fuzzy Q Not Optimised 
 

 

 
Fig.6: Total Harmonic Distortion In Phase A Of 

SVC Based Fuzzy Q  Unoptimized (Q ≠0) 

 
Fig.7: Total Harmonic Distortion In Phase B Of 

SVC Based Fuzzy  Q Unoptimized 
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     Fig.8: Total Harmonic Distortion In Phase C   

Of SVC Based Fuzzy  Q  Unoptimized 
 
 
 
 

 
Fig.9: 3-phase instantaneous active and reactive 

power 
 

4.2  SVC Based On Fuzzy Q Optimized 
 

    The diagram shown below indicates a 11 
kV/400V, 100kVA distribution substation 
feeding a fluctuating load. The load consists 
of single phase & three phase motors, 
laboratory equipment and SMPSs. The 
simulation diagram is Q under optimized 
condition. 

 

 
 

Fig.10:Matlab Simulink diagram for   SVC          
Based Fuzzy Q  Optimised 

 
 

 
           Fig.11: Total harmonic distortion in 

phase A of svc based on fuzzy Q 
Optimized 

 
 

 
       Fig.12: Total Harmonic Distortion In 

Phase B Of SVC Based Fuzzy  Q  Optimized 
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Fig.13: Total Harmonic Distortion In Phase C 

Of SVC Based Fuzzy  Q  Optimized 
 

 

 
Fig.14: 3-phase instantaneous active and 

reactive power 
 

    In this case the distortions are reduced in all 
phases when compared to Unoptimized 
condition. The fuzzy logic approach 
minimizes the distortion created by the SVC.  
The proposed Fuzzy logic based approach can 
be effectively used to reduce and balance the 
reactive power drawn from the source under 
unbalanced loadings. 

5 CONCLUSION 
    Static Var Compensators (SVCs) remain 

ideal choice for fast changing loads due to 
low cost and simple control strategy. 
DSTATCOM being ideal solution suffers 
from serious limitation of high cost and 
complex control strategy. The SVCs, while 
correcting power factor, inject harmonics in 
distribution lines. The operation of thyristor- 
controlled compensators at various 
conduction angles can be used 

advantageously to meet the unbalanced 
reactive power demands in a fluctuating load 
environment. The proposed Fuzzy logic based 
approach can be effectively used to reduce 
and balance the reactive power drawn from 
the source under unbalanced loadings while 
keeping the harmonic injection into the power 
system low. It proves that the THD under 
optimized condition is much less than the 
THD under unity power factor condition. The 
computational time required was found to be 
satisfactory for the system considered. The 
scheme can be effectively used at distribution 
level where the load harmonics is not a major 
problem. This approach effectively reduces 
the harmonics. 
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ABSTRACT 

In this paper, a simple three-phase grid-connected photovoltaic (PV) inverter topology consisting of a boost 

section, a low-voltage three-phase inverter with an inductive filter, and a step-up transformer interfacing the grid 

is considered. Ideally, this topology will not inject any lower order harmonics into the grid due to high-

frequency pulse width modulation operation. However, the non-ideal factors in the system such as core 

saturation-induced distorted magnetizing current of the transformer and the dead time of the inverter, etc., 

contribute to a significant amount of lower order harmonics in the grid current. A novel design of inverter 

current control that mitigates lower order harmonics is presented in this paper. An adaptive harmonic 

compensation technique and its design are proposed for the lower order harmonic compensation. In addition, a 

proportional-resonant-integral (PRI) controller and its design are also proposed. This controller eliminates the dc 

component in the control system, which introduces even harmonics in the grid current in the topology 

considered. The dynamics of the system due to the interaction between the PRI controller and the adaptive 

compensation scheme is also analyzed. The complete design has been validated with experimental results and 

good agreement with theoretical analysis of the overall system is observed. 

Keywords: Adaptive filters, harmonic distortion, inverters, solar energy, PRI, THD. 

1. INTRODUCTION 

In order to improve the overall efficiency of Grid connected PV system, a three phase inverter is used. This 

converts the developed DC of PV system into 3-Ph AC output power using a VSI. This output power from 

inverter is synchronized with 3-Ph transmission network, instead of low power, low efficient distribution 

system. This three phase system offers increased system reliability.  

The interest for renewable vitality has been expanding altogether in the course of recent decades on account of 

lack of fossil energizes and nursery impact. Among different sorts of renewable vitality sources, sun based 

vitality and wind vitality have turn out to be exceptionally mainstream and requesting because of progression in 

force electronic strategies. Today, Photovoltaic (PV) sources are utilizing as a part of numerous applications at 

this very moment the upsides of being upkeep and contamination liberates [1]. Sun oriented electric-vitality 

interest has been becoming reliably by 20%–25% for each annum in the course of recent years, which is chiefly 

because of the diminishing expenses and costs. This decrease has been driven by the accompanying 

components: 1) an expanding effectiveness of sun oriented cells; 2) assembling innovation upgrades; and 3) 

economies of scale [2]. PV inverter, which is the heart of a PV framework, is utilized to change over dc force 

got from PV modules into air conditioning energy to be encouraged into the network. Enhancing the yield 

waveform of the inverter decreases its individual symphonious substance and, henceforth, the span of the 

channel utilized and the level of electromagnetic impedance (EMI) produced by exchanging operation of the 

inverter [3]. The point of this work is subsequently to grow new ideas which would be financially modest for 

changing over electrical vitality, from the PV module to the network. The work has hence been done in the field 

of inverter advances, which is utilized to interface a variety of PV module to the lattice. The inverter is produced 

with spotlight on ease, high dependability and large scale manufacturing. There is no transformer at the yield of 

the inverter which makes the inverter monetarily shabby. 
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Fig. 1: Proposed system block diagram 

2. PHOTOVOLTAIC ARRAY MODELLING 

It was commented previously that the proposed MPPT is based on the behavior of the photovoltaic array by 

means of temperature and irradiation variations. Thus, the mathematical model of the PV cells is implemented 

in the form of a current source controlled by voltage, sensible to two input parameters, that is, temperature (°C) 

and solar irradiation power (W/m
2
). 

An equivalent simplified electric circuit of a photovoltaic cell is presented in Figure 2. 

 

Fig. 2: Equivalent electric circuit of a simplified three-diode model (SSDM) of a PV solar cell 

Although it is a simplified version, this equivalent circuit is enough to represent different types of photovoltaic 

cells when the temperature effects are considered. It is verified that the cells of polycrystalline material are 

contemplated. This material is distinguished because information gotten of datasheet of a polycrystalline module 

is used in the simulation studies; however, the relevant aspects for the control, shown from the modeling, are not 

only applied to this type of material. 

In a more complete version, the equivalent circuit of Figure 10 has two electrical resistors, Rs and Rp. Both 

resistors can be neglected. However, it is demonstrated that the series resistor, , has a great impact on the 

inclination of the I–V characteristic curve, becoming it more accurate between the maximum power operating 

point and the open circuit voltage.  

Expression (1) can be obtained from Figure 2: 

(1) 

where  V and I : voltage and current across the cell; Iph: photocurrent;Ir : cell reverse saturation current; q: 

charge of an electron; Rs : intrinsic series resistance of the cell; npn : ideality factor of the p-n junction ;K : 

Boltzmann’s constant; T : temperature. 

The photocurrent depends on the solar irradiation and the temperature, given by (2): 

(2) 
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Where Isc: short-circuit current; α: temperature coefficient of the short-circuit current; Tr: reference 

temperature, for standard condition; Psun : irradiance level. The standard power is 1000 W/m
2
. 

The reverse saturation current varies according to the temperature, as shown in (3): 

(3) 

Where Irr: cell reference reverse saturation current; EG: band-gap energy of the semiconductor used in the cell. 

These equations can be found in [66, 69]. The solution of (1) takes the characteristic curve for only one 

photovoltaic cell. However, the model is such that, if connected in a PV array form, it can be treated as only one 

cell with multiple associations in series and parallel [68]. Thus, the photovoltaic array, corresponding to two 

parallel-connected strings, is simulated. Each string contains ten modules, which approximately produce the 

operation voltage of 263 V. Therefore, it is found that a 4 kWp array formed by KC200GT modules from 

Kyocera. Figures 11 and 12 reflect the behavior obtained with the PV array modeling which is connected to DC-

DC converter. 

 

Fig. 3: Current-voltage characteristics of photovoltaic array at various irradiance levels 

 

Fig. 4: Current-voltage characteristics of photovoltaic array at various temperatures 

3. ORIGIN OF LOWER ORDER HARMONICS AND FUNDAMENTAL CURRENT 

CONTROL 

This segment talks about the inception of the lower request sounds in the framework under thought. The 

wellsprings of these music are not displayed right now proposed to weaken those works free of the consonant 

source.  
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3.1 Origin of Lower Order Harmonics 

1) Odd Harmonics: The prevailing foundations for the lower request odd sounds are the mutilated polarizing 

current drawn by the transformer, the inverter dead time, and the semiconductor gadget voltage drops. Different 

components are the mutilation in the lattice voltage itself and the voltage swell in the dc transport. The 

polarizing current drawn by the transformer contains lower request sounds because of the nonlinear qualities of 

the B–H bend of the center.  

 

2) Even Harmonics: The topology under thought is extremely delicate to the vicinity of dc balance in the 

inverter terminal voltage. The dc balance can enter from various components, for example, changing force 

reference given by a quick MPPT square.  

 

Fig. 5: dboost is the duty ratio command given to the boost converter switch 

In Fig. 5, dboost is the duty ratio command given to the boost converter switch, Vpv and iPV are the panel voltage 

and current respectively. 

3.2 Fundamental Current Control 

1) Introduction to the PRI Controller: Conventional stationary reference edge control comprises of a PR 

controller to produce the inverter voltage reference. an alteration to the PR controller is proposed, by including a 

necessary piece, GI presently Fig. 2. The changed control structure is termed right now controller.  

 

Fig. 6: Block diagram of the fundamental current control with the PRI controller 

Here 

               (4) 

              (5) 

The plant transfer function is modeled as 

                        (6) 
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This is on the grounds that the inverter will have an addition of to the voltage reference created by the controller 

and the impedance offered is given by ( ) in s-space. Rs and Ls are the net resistance and inductance alluded to 

the essential side of the transformer individually.  

2) Design of PRI Controller Parameters: The crucial current compares to the force infused into the matrix. The 

control goal is to accomplish UPF operation of the inverter.  

Initial, a PR controller is intended for the framework accepting that the essential piece is missing, i.e., KI = 0. 

Configuration of a PR controller is finished by considering a PI controller set up of the PR controller.  

Let  

(7) 

With the PI controller at this very moment square and without necessary piece, the forward exchange capacity 

will be  

(8) 

In the event that wbw is the obliged transmission capacity, then Kp1 can be decided to be  

 

(9) 

Now, if the PI controller in (5) is written as 

(10) 

The closed-loop transfer function is given as 

(11) 

Without the integral block, the closed-loop transfer function would be 

(12) 

(13) 

Where M=Vdc/Rs. The numerators in both (11) and (12) are the same. Consequently, the distinction in their 

reaction is just because of the denominator terms in both. The denominator in (11) can be gotten presently  

(14) 

Similarly, the denominator in (12) is given by 
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(15) 

4. ADAPTIVE HARMONIC COMPENSATION 

In this segment, the idea of lower request consonant pay and the outline of the versatile symphonious 

remuneration piece utilizing this versatile channel are clarified.  

4.1 Review of the LMS Adaptive Filter 

The versatile consonant pay strategy is in light of the use of a LMS versatile channel to gauge a specific 

symphonious in the yield current. This is then used to create a counter voltage reference utilizing a relative 

controller to constrict that specific consonant.  

4.2 Adaptive Harmonic Compensation 

The LMS versatile channel talked about beforehand can be utilized for specific consonant remuneration of any 

amount, say lattice current. To diminish a specific lower request symphonious (say ik) of network current:  

1) ik is assessed from the examples of framework current and stage bolted circle (PLL) unit vectors at that 

recurrence;  

2) A voltage reference is produced from the assessed estimation of ik ;  

3) Generated voltage reference is subtracted from the fundamental controller voltage reference.  

The Fig.3 demonstrates the force circuit topology considered. This topology has been picked because of the 

accompanying points of interest:  

The switches are all appraised for low voltage which diminishes the expense and lesser segment check in the 

framework enhances the general dependability.  

This topology will be a decent decision for low-evaluated PV inverters of rating not as much as a kilowatt. The 

hindrance would be the moderately bigger size of the interface transformer contrasted with topologies with a 

high-recurrence join transformer. 

5. SIMULATION 

Simulation is performed using MATLAB/SIMULINK software. Simulink liabrary files include inbuilt models 

of many electrical and electronics components and devices such as diodes, MOSFETS, capacitors, inductors, 

motors, power supplies and so on. The circuit components are connected as per design without error, parameters 

of all components are configured as per requirement and simulation is performed. 

 

Fig. 7: Proposed system simulation Circuit 
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Grid Specifications 

3-Ph 11KV, 50Hz Network 

Grid integrating transformer 

415/11KV 

250KVA 

50Hz  

 

Fig.8: PV input voltage 

 

Fig. 9: PV developed Power 

Power developed= V*I 

                         =100*10 

                         =1KW  

 

Fig. 10: DC link voltage 

 

Fig. 11: 3-Ph inverter output currents 
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Fig. 12: Injected power by PV + VSI 

Power injected, Pout=700W  

Calculations 

So, power delivered to 1-Ph grid  from this solar panel is  

P_out=700W. 

Input power/ developed power by the PV system= 1000W 

Therefore, 

Overall Efficiency of this 1-Ph grid connected PV system is  

E= Pout/Pin 

=700/1000 

=0.70 

Or   % efficiency= 70% 

6. CONCLUSION 

A simple three-phase grid-connected photovoltaic (PV) inverter topology consisting of a boost section, a low-

voltage three-phase inverter with an inductive filter, and a step-up transformer interfacing the grid is presented 

here. This controller eliminates the dc component in the control system, which introduces even harmonics in the 

grid current. Simulation study is carried out using MATLAB/SIMULINK to show its validity. 
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Abstract - The paper presents common mode voltage analysis of single phase grid connected photovoltaic inverter. Many 

researchers proposed different grid tie inverters for applications like domestic powering, street lighting, water pumping, cooling and 

heating applications. Traditional grid tie PV inverter uses either a line frequency or a high frequency transformer between the 

inverter and grid. The transformer provides galvanic isolation between the grid and the PV system but it also offers large inductive 

reactance to the grid which intern results in increased impedance of line. In order to increase the efficiency, to reduce the size and 

cost of the system, the effective solution is to remove the isolation transformer but it leads to appearance of common mode (CM) 

ground leakage current due to parasitic capacitance between the PV panels and the ground. The common mode current reduces the 

efficiency of power conversion stage, affects the quality of grid current, deteriorate the electric magnetic compatibility and give rise 

to the safety threats. In order to eliminate the common mode leakage current in Transformerless PV system, the proposed converter 

utilizes two split ac-coupled inductors that operate separately for positive and negative half grid cycles. This eliminates the shoot-

through issue that is encountered by traditional voltage source inverters, leading to enhanced system reliability. SPWM technique 

and Phase disposition (PD )PWMs are implemented for common mode voltage and THD comparisons, it is observed that PD is 

efficient in eliminating common mode voltage and reduced THD output. The proposed system is analyzed using 

MATLAB/SIMULINK software.  

 

Keywords: Common Mode Leakage Current, Transformerless grid connected PV Inverter, unipolar SPWM. 

 

1. Introduction 

Grid tie photovoltaic (PV) systems, particularly low-power single-phase systems up to 5 kW, are becoming more important 

worldwide. They are usually private systems where the owner tries to get the maximum system profitability. Issues such as 

reliability, high efficiency, small size and weight, and low price are of great importance to the conversion stage of the PV system 

[1]–[3]. Quite often, these grid-connected PV systems include a line transformer in the power-conversion stage, which guarantees 

galvanic isolation between the grid and the PV system, thus providing personal protection. Furthermore, it strongly reduces the 

leakage currents between the PV system and the ground, ensures that no continuous current is injected into the grid, and can be used 

to increase the inverter output voltage level [1], [2], [4]. The line transformer makes possible the use of a full-bridge inverter with 

unipolar pulse width modulation (PWM). The inverter is simple. It requires only four insulated gate bipolar transistors (IGBTs) and 

has a good trade-off between efficiency, complexity and price [5]. 

Due to its low frequency, the line transformer is large, heavy and expensive. Technological evolution has made possible the 

implementation, within the inverters, of both ground-fault detection systems and solutions to avoid injecting dc current into the grid. 

The transformer can then be eliminated without impacting system characteristics related to personal safety and grid integration [1], 

[4], [6]–[8]. In addition, the use of a string of PV modules allows maximum power point (MPP) voltages large enough to avoid 

boosting voltages in the conversion stage. This conversion stage can then consist of a simple buck inverter, with no need of a 

transformer or boost dc–dc converter, and it is simpler and more efficient. But if no boost dc–dc converter is used, the power 

fluctuation causes a voltage ripple in the PV side at double the line frequency. This in turn causes a small reduction in the average 

power generated by the PV arrays due to the variations around the MPP. In order to limit the reduction, a larger input capacitor must 

be used. Typical values of 2 mF for this capacitor limit the reduction in the MPPT efficiency to 1% in a 5-KW PV system [8]. 

However, when no transformer is used, a galvanic connection between the grid and the PV array exists. Dangerous leakage currents 

(common-mode currents) can flow through the large stray capacitance between the PV array and the ground if the inverter generates 

a varying common-mode voltage [1], [4] 

Recently, several transformerless inverter topologies have been presented that use super junction MOSFETs devices as main 

switches to avoid the fixed voltage-drop and the tail-current induced turn-off losses of IGBTs to achieve ultra high efficiency (over 

98% weighted efficiency One commercialized unipolar inverter topology, H5, as shown in Fig.1, solves the ground leakage current 

issue and uses hybrid MOSFET and IGBT devices to achieve high efficiency. The reported system peak and CEC efficiencies with 

an 8- kW converter system from the product datasheet is 98.3% and 98%, respectively, with 345-V dc input voltage and a 16-kHz 

switching frequency.[9-11] 
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fig 1. Single-phase transformerless PV inverters using super junction MOSFETs H5 circuit 

 

However, this topology has high conduction losses due to the fact that the current must conduct through three switches in series 

during the active phase. Another disadvantage of the H5 is that the line-frequency switches S1 and S2 cannot utilize MOSFET 

devices because of the MOSFET body diode’s slow reverse recovery. The slow reverse recovery of the MOSFET body diode can 

induce large turn-on losses, has a higher possibility of damage to the devices and leads to EMI problems. Shoot-through issues 

associated with traditional full bridge PWM inverters remain in the H5 topology due to the fact that the three active switches are 

series-connected to the dc bus Replacing the switch S5 of the H5 inverter with two split switches S5 and S6 into two phase legs and 

adding two freewheeling diodes D5 and D6 for freewheeling current flows, the H6 topology was proposed is shown in fig.2[11-12] 

 
fig.2 Single-phase transformerless PV H6 inverters 

The H6 inverter can be implemented using MOSFETs for the line frequency switching devices, eliminating the use of less efficient 

IGBTs. The reported peak efficiency and EU efficiency of a 300 W prototype circuit were 98.3% and 98.1%, respectively, with 180 

V dc input voltage and 30 kHz switching frequency. The fixed voltage conduction losses of the IGBTs used in the H5 inverter are 

avoided in the H6 inverter topology improving efficiency; however, there are higher conduction losses due to the three series-

connected switches in the current path during active phases. The shoot-through issues due to three active switches series connected 

to the dc-bus still remain in the H6 topology. Another disadvantage to the H6 inverter is that when the inverter output voltage and 

current has a phase shift the MOSFET body diodes may be activated. This can cause body diode reverse-recovery issues and 

decrease the reliability of the system. 

Another high efficiency transformerless inverter topology is the dual paralleled-buck converter, as shown in Fig. 3. The dual-

parallel-buck converter was inversely derived from the dual-boost bridgeless power-factor correction (PFC) circuit.[14-17] 

 

 
fig.3 Single phase transformerless PV dual-paralleled buck inverters. 

 

The dual-paralleled buck inverter eliminates the problem of high conduction losses in the H5 and H6 inverter topologies because 

there are only two active switches in series with the current path during active phases. The main issue of this topology is that the 

grid is directly connected by two active switches S3 and S4, which may cause a grid short-circuit problem, reducing the reliability 

of the topology. A dead time of 500 μs between the line-frequency switches S3 and S4 at the zero-crossing instants needed to be 

added to avoid grid shoot-through. This adjustment to improve the system reliability comes at the cost of high zero-crossing 

distortion for the output grid current one key issue for a high efficiency and reliability transformerless PV inverter is that in order to 

achieve high efficiency over a wide load range it is necessary to utilize MOSFETs for all switching devices. Another key issue is 

that the inverter should not have any shoot-through issues for higher reliability. [18-22] 

http://www.ijergs.org/
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Fig.4Common-mode currents in a transformerless conversion stage 

 

In order to address these two key issues, a new inverter topology is proposed for single-phase transformerless PV grid-connected 

systems in this paper. The proposed converter utilizes two split ac-coupled inductors that operate separately for positive and 

negative half grid cycles. This eliminates the shoot-through issue that is encountered by traditional voltage source inverters, leading 

to enhanced system reliability. Dead time is not required at both the high-frequency pulse width modulation switching commutation 

and the grid zero crossing instants, improving the quality of the output ac-current and increasing the converter efficiency.  

 

This paper is organized as section I is about the literature survey on transformerless PV inverter, sections II is presented about 

proposed topology with Sine PWM its principle of operation, section III is about common voltage analysis of proposed system, 

section IV matlab implementation of the proposed system with sine PWM and Phase Disposition technique. Comparison of two 

techniques for THD of output voltages with reduced leakage current is shown. 

 

 

2. The Proposed Topology and Operational Analysis. 

 

The proposed topology is shown in fig.5. Circuit diagram of the proposed transformerless PV inverter, which is composed of six 

MOSFETs switches (S1–S6), six diodes (D1–D6), and two split ac-coupled inductors L1 and L2. The diodesD1–D4 performs 

voltage clamping functions for active switches S1–S4. The ac-side switch pairs are composed of S5, D5 and S6, D6, respectively, 

which provide unidirectional current flow branches during the freewheeling phases decoupling the grid from the PV array and 

minimizing the CM leakage current. 

 

 
Fig.5 proposed high efficiency and reliability PV transform less inverter topology. 

 

Compared to the HERIC topology the proposed inverter topology divides the ac side into two independent units for positive and 

negative half cycle. In addition to the high efficiency and low leakage current features, the proposed transformerless inverter avoids 

shoot-through enhancing the reliability of the inverter. The inherent structure of the proposed inverter does not lead itself to the 

reverse recovery issues for the main power switches and as such super junction MOSFETs can be utilized without any reliability or 

efficiency Penalties. 

 

Fig.6 illustrates the PWM scheme for the proposed inverter. When the reference signal Vcontrol is higher than zero, MOSFETs S1 

and S3 are switched simultaneously in the PWM mode and S5 is kept on as a polarity selection switch in the half grid cycle; the 

gating signals G2, G4, and G6 are low and S2, S4, and S6 are inactive. Similarly, if the reference signal –Vcontrol is higher than 

zero, MOSFETs S2 and S4 are switched simultaneously in the PWM mode and S6 is on as a polarity selection switch in the grid 

cycle; the gating signals G1, G3, and G5 are low and S1, S3, and S5 are inactive. 
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fig. 6 Phase disposition PWM signal used to control the system 

 

Table 1 switching states and respective common mode voltages 

S1 S2 S3 S4 S5 S6 Vcm Sequence 

pwm off off pwm on off Udc/2 
positive 

off off off off off off Udc/2 

off pwm pwm off of on Udc/2 
negative 

off off off off off off Udc/2 

 

 

Fig.7 shows the four operation stages of the proposed inverter within one grid cycle. In the positive half-line grid cycle, the high-

frequency switches S1 and S3 are modulated by the sinusoidal reference signal Vcontrol while S5 remains turned ON. 

 
fig. 7 active stage of positive half-line cycle 

 

When S1 and S3 are ON, diode D5 is reverse-biased, the inductor currents of iLo1 and iLo3 are equally charged, and energy is 

transferred from the dc source to the grid. 

 
fig. 8 freewheeling stage of positive half-line cycle 

When S1 and S3 are deactivated, the switch S5 and diode D5 provide the inductor current iL1 and iL3 a freewheeling path 

decoupling the PV panel from the grid to avoid the CM leakage current. Coupled-inductor L2 is inactive in the positive half-line 

grid cycle. 
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fig. 9 Active stage of negative half-line cycle 

 

Similarly, in the negative half cycle, S2 and S4 are switched at high frequency and S6 remains ON. Freewheeling occurs through S6 

and D6. When S2 and S4 are ON, diode D6 is reverse-biased, the inductor currents of iLo2 and iLo4 are equally charged, and 

energy is transferred from the dc source to the grid; when S2 and S4 are deactivated, the switch S6 and diode D6 provide the 

inductor current iL2 and iL4 a freewheeling path decoupling the PV panel from the grid to avoid the CM leakage current. 

 
fig. 10 freewheeling stage of negative half-line cycle. 

 

 

 

3. Ground Loop Leakage Current Analysis for the Proposed Transformerless Inverter 

A galvanic connection between the ground of the grid and the PV array exists in transformerless grid-connected PV systems. Large 

ground leakage currents may appear due to the high stray capacitance between the PV array and the ground. In order to analyze the 

ground loop leakage current, Fig. 11 shows a model with the phase output points 1, 2, 3, and 4 modeled as controlled voltage 

sources connected to the negative terminal of the dc bus (N point). 

 
fig. 11 Simplified CM leakage current analysis model for positive half-line cycle 

The value of the stray capacitances Cg1, Cg2, Cg3, and Cg4 of MOSFETs is very low compared with that of CPVg , therefore the 

influence of these capacitors on the leakage current can be neglected. It is also noticed that the DM capacitor Cx does not affect the 

CM leakage current. Moreover, during the positive half-line cycle, switches S2, S4 , and S6 are kept deactivated; hence the controlled 

voltage sources V2N and V4N are equal to zero and can be removed. Consequently, a simplified CM leakage current model for the 

positive half-line cycle is derived as shown in Fig. 11 

 

4. Matlab Verification of The Proposed Circuit 

The figure 12 is the Matlab design of proposed system with unipolar pwm with the switching frequency of 20KHz. Sine PWM is 

used to generate the control signals to convert DC of supply into AC supply. The subsystem of Solar PV system is shown in figure 

13. 

http://www.ijergs.org/


International Journal of Engineering Research and General Science Volume 3, Issue 4,  July-August, 2015                                                                                   
ISSN 2091-2730 

577                                                                                                   www.ijergs.org  

 
fig. 12 proposed circuit in Matlab 

 
fig. 13 solar pv system design in Matlab 

 

 
fig. 14 grid voltage and current 

The inverter output voltage and current waveform is shown in figure 14 with output voltage of 230V , 50Hz  and 4 amps of current 

is obtained as AC grid tie output.  The green waveform is shown in figure represents the leakage currents due to common mode 

voltages. 
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fig. 15 grid voltage, inductor currents of iLo1 and iLo2 

As shown in the proposed circuit the output of inverter is not directly connected to grid, two inductive filters are employed for 

positive half and negative half cycle of the output independently. The waveforms in figure 15 represent the currents through the 

inductors for positive and negative half of full cycle. 

Figure 16 shows the closer image of the leakage current due to the common mode voltage. The figure 17 shows the individual 

currents that flow through the filter inductor during both half cycles. 

 
fig. 16 Common mode leakage current 

 

 
Fig. 17 inductor currents of iLo1, iLo2, iLo3 and iLo4 

The figure 18 shows the total Harmonic distortion of output voltage tied to grid while using sine PWM as the pulse generator, it is 

found that the THD is about 14.60%. 
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Fig. 18 THD of output voltage using SPWM technique 

Phase opposition is the one of the efficient technique among the PD, POD, APOD, figure 19 shows the PD technique implemented by 

using Matlab for generating gate signals it is evident from figure 20 that the leakage current due to common mode voltage is became 

nearly to zero and the total harmonic distortion is reduced to 9.86% 

 
Fig .19 Phase Disposition modulation applied to proposed system 

 
fig.20 Reduced Leakage currents when applying PD technique 
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fig. 21 FFT analysis using PD technique 

The figure 6 is the gate pulse generation for the proposed converter for 20KHZ operating frequency of converter. The figure 14 is 

the grid voltages and current at pcc. The Figure 17 gives grid voltage, inductor currents of iLo1 and iLo2. The main of this project is 

reducing common mode currents is presented in figure 20. The figure 21 shows the THD of output voltage is about 9% shows that 

power quality is up to the mark. According to IEEE standard 5% of THD is acceptable limit. 

 

 

5. Conclusion 

A high reliability and efficiency inverter for transformerless solar PV grid-connected systems is presented in this paper using 

Matlab/Simulink model design. It is found that the leakage current present due to the effect of common mode voltage while using 

SPWM is reduced by using Phase Disposition technique. The main characteristics of the proposed transformerless inverter are 

observed are reduced shoot-through issue leads to greatly enhanced reliability, low ac output current distortion is achieved because 

dead time is not needed at PWM switching commutation instants in PD techniques and grid-cycle zero-crossing instants, low-

ground loop CM leakage current are minimized to the standard, as a result of two additional unidirectional-current switches 

decoupling the PV array from the grid during the zero stages and higher switching frequency operation is allowed to reduce the 

output current ripple and the size of passive components while the inverter still maintains high efficiency. It is shown that the 

proposed transformerless PV grid tie inverter is efficient when using PD as PWM for controlling the switching operation with 

overall improved efficiency. 

 

 

6. Future Scope  

The asymmetry of the switch arrangements in less usage of the number of high frequency switches in order to reduce the losses and 

increase the efficiency of proposed system will be a good option. 

 

Appendix 

Parameters Specifications 

Input voltage 440V DC 

Grid voltage/ Frequency 230V/50Hz 

Rated Power 1000W 

Switching Frequency 20KHz 

Dc bus capacitor 470µF 

Filter capacitor 4.7µF 

Filter Inductors 2mH 

Parasitic capacitors 750nF 
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ABSTRACT 

This paper shows an effect issue upgraded by misuse buck-support convertor for BLDC engine drive as a 

quality convincing reaction for low power applications. A procedure of speed organization of BLDC engine by 

prevalent the DC join voltage of Z-source inverter is used. This empowers the operation of Z-source inverter at 

vital change by abuse the electronic reward of BLDC engine that offers lessened change hardships. A buck-

support convertor is proposed to work in DICM (Discontinuous electrical contraption Current Mode) to supply 

A solidarity Power issue at AC mains. The execution of the expected drive is surveyed more than an 

extraordinary movement of rate organization and running offer voltages with improved power quality at AC 

mains. The execution of foreseen drive is reproduced in MATLAB/Simulink environment.  

Keywords: Bridgeless (BL) buck–boost converter, brushless direct current (BLDC) motor, discontinuous 

inductor current mode (DICM), power factor corrected (PFC), Z-source inverter. 

1. INTRODUCTION 

This venture can be upgraded by actualizing Z-source inverter rather than ordinary Voltage source inverter at 

the stator side of BLDC drive. This enhances the SC ride through ability in the circuit. 

The shoot-through issue in Voltage source inverter and open circuit issue in current source inverter by 

electromagnetic impedance (EMI) clamors decrease the inverter's dependability. This is not present in Z-source 

inverter. Since 1980's another arrangement thought of invariable magnet brushless engine has been made. The 

Changeless magnet brushless engines are requested into two sorts based upon the back EMF waveform, 

brushless Air molding (BLAC) and brushless DC (BLDC) engine [1]. 

BLDC engine has trapezoidal back EMF and semi rectangular current waveform. BLDC engine are rapidly 

getting the chance to be no doubt understood in organizations, for instance, Appliances, HVAC industry, 

helpful, electric balance, auto, planes, military apparatus, hard plate drive, mechanical computerization rigging 

and instrumentation because of their high viability, high power component, silent operation, minimized, 

steadfastness and low backing [2]. To supplant the limit of commutator and brushes, the BLDC engine requires 

an inverter and a position sensor that recognizes rotor position for real substitution of current. The upset of the 

BLDC engine is in light of the feedback of rotor position which is gotten from the hallway sensors.  

BLDC engine customarily businesses three anteroom sensors for choosing the reward gathering. In BLDC 

engine the power hardships are in the stator where warmth can be successfully traded through the edge or 

cooling systems are used as a piece of sweeping machines. BLDC engine have various central focuses over DC 

engine and provoking engine. A rate of the good circumstances are better speed versus torque qualities, high 

component response, high capability, long meeting expectations life, calm operation; higher pace ranges [3].  

This paper exhibits a BL buck–boost converter-sustained BLDC engine drive with variable dc join. 
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Fig. 1: Proposed System Block Diagram 

 

Fig. 2: Proposed BLDC engine drive with front-end BL buck–boost converter with Z-Source 

2. PROPOSED PFC BL BUCK–BOOST CONVERTER-FED BLDC MOTOR DRIVE WITH 

Z-SOURCE INVERTER 

Fig. 2 demonstrates the proposed BL buck–boost converter-based VSI-sustained BLDC motor drive. The 

variable of the BL buck–boost converter are composed such that it works in discontinuous inductor current 

mode (DICM) to accomplish a natural force element rectification at ac mains. The speed control of BLDC 

motor is accomplished by the dc join voltage control of ZSI utilizing a BL buck–boost converter. This decreases 

the exchanging misfortunes in VSI because of the low recurrence operation of VSI for the electronic 

replacement of the BLDC motor.  

The execution of the proposed commute is assessed for an extensive variety of pace control with enhanced force 

quality at ac mains. Moreover, the impact of supply voltage variety at general ac mains is likewise concentrated 

on to exhibit the execution of the drive in reasonable supply conditions. Voltage and current weights on the PFC 

converter switch are additionally assessed for deciding the switch rating and warmth sink outline. At long last, 

an equipment execution of the proposed BLDC motor drive is done to show the achievability of the proposed 

commute more than an extensive variety of rate control with enhanced force quality at ac mains.  

Z-Source Inverter  

A Z-source inverter is a sort of power inverter, a circuit that converts direct current to alternating current. It 

works as a buck-boost inverter without making utilization of DC-DC Converter Bridge because of its 

exceptional circuit topology.  

Ordinarily, three stage inverters have 8 vector expresses (6 dynamic states and 2 zero states). But ZSI along with 

these 8 normal vectors has an extra state known as the shoot through state, amid which the switches of one leg 

are short circuited. In this state, vitality is put away in the impedance system and when the inverter is in its 

dynamic express, the put away vitality is exchanged to the heap, consequently giving support operation. 

Though, this shoot through state is denied in VSI.  
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To accomplish the buck-boost office in ZSI, obliged Pulse-width adjustment is as demonstrated in figure. The 

ordinary Sinusoidal PWM (SPWM) is produced by contrasting transporter triangular wave and reference sine 

wave. For shoot through heartbeats, the bearer wave is contrasted and two correlative DC reference levels. 

These heartbeats are included the SPWM, highlighted in figure. ZSI has two control flexibilities: tweak of the 

reference wave which is the proportion of plenty fullness of reference wave to sufficiency of bearer wave and 

shoot through obligation proportion which can be controlled by DC level.  

 

Fig. 3: Z-source inverter 

The benefits of Z-source inverter are recorded as takes after,  

� The source can be either a voltage source or a present source. The DC wellspring of a ZSI can either be a 

battery, a diode rectifier or a thyristor converter, an energy component stack or a blend of these.  

� The primary circuit of a ZSI can either be the customary VSI or the conventional CSI.  

� Works as a buck-boost inverter.  

The heap of a ZSC can either be inductive or capacitive or another Z-Source system.  

3. OPERATING PRINCIPLE 

The operation of the PFC BL buck–boost converter is classified into two parts which include the operation 

during the positive and negative half cycles of supply voltage and during the complete switching cycle. 

3.1 Operation during Positive and Negative Half Cycles of Supply Voltage 

In the proposed scheme of the BL buck–boost converter, switches Sw1 and Sw2 operate for the positive and 

negative half cycles of the supply voltage, respectively. During the positive half cycle of the supply voltage, 

switch Sw1, inductor Li1, and diodes D1 and Dp are operated to transfer energy to dc link capacitor Cd as 

shown in Fig. 4(a)–(c). Similarly, for the negative half cycle of the supply voltage, switch Sw2, inductor Li2, 

and diodes D2 and Dn conduct as shown in Fig. 4(a)–(c). 

In the DICM operation of the BL buck–boost converter, the current in inductor Li becomes discontinuous for 

certain duration in a switching period. Fig. 4(d) shows the waveforms of different parameters during the positive 

and negative half cycles of supply voltage. 

3.2 Operation During Complete Switching Cycle 

Three modes of operation during a complete switching cycle are discussed for the positive half cycle of supply 

voltage as shown hereinafter. 

Mode I: In this mode, switch Sw1 conducts to charge the inductor Li1; hence, an inductor current iLi1 increases 

in this mode as shown in Fig. 2(a). Diode Dp completes the input side circuitry, whereas the dc link capacitor 

Cd is discharged by the VSI-fed BLDC motor as shown in Fig. 4(d). 

Mode II: As shown in Fig. 4(b), in this mode of operation, switch Sw1 is turned off, and the stored energy in 

inductor Li1 is transferred to dc link capacitor Cd until the inductor is completely discharged. The current in 

inductor Li1 reduces and reaches zero as shown in Fig. 4(d). 

Mode III: In this mode, inductor Li1 enters discontinuous conduction, i.e., no energy is left in the inductor; 

hence, current iLi1 becomes zero for the rest of the switching period. As shown in Fig. 2(c), none of the switch 
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or diode is conducting in this mode, and dc link capacitor Cd supplies energy to the load; hence, voltage Vdc 

across dc link capacitor Cd starts decreasing. 

The operation is repeated when switch Sw1 is turned on again after a complete switching cycle. 

4. SIMULATION RESULTS 

Simulation is performed using MATLAB/SIMULINK software. Simulink liabrary files include inbuilt models 

of many electrical and electronics components and devices such as diodes, MOSFETS, capacitors, inductors, 

motors, power supplies and so on. The circuit components are connected as per design without error, parameters 

of all components are configured as per requirement and simulation is performed. 

Simulation parameters 

Input supply= 1-ph, 230V, 50Hz 

Lf=1.6mH 

Cf=330nF 

L1=42.6uH 

L2=42.6uH 

Cd=2200mF 

 

Fig. 4: Operation of the proposed converter in different modes (a)–(c) for a positive half cycles of supply 

voltage and (d) the associated waveforms. (a) Mode I. (b) Mode II. (c) Mode III. (d) Waveforms for 

positive and negative half cycles of supply voltage 

Similarly, for the negative half cycle of the supply voltage, switch Sw2, inductor Li2, and diodes Dn and D2 

operate for voltage control and PFC operation. 
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Fig. 5: Operation of the proposed converter in different modes (a)–(c) for a negative half cycles of supply 

voltage and (d) the associated waveforms. (a)Mode I. (b)Mode II. (c)Mode III. (d) Waveforms during 

complete switching cycle 

Z-source impedance network parameters: 

L=4uH 

C=1000uF 

BLDC motor used in the project : 

Three phase-415 Volt,0.5HP 

Stator ph resistance RS= 2.8Ohm 

Inductances, Ld=8.5mH, Lq= 8.5mH 

Flux linkage=0.175Vs 

Voltage constant=126.966 V_peak L-L/Krpm  
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Torque constant=1.05 Nm/A_peak  

Poles= 4 

Friction factor=0.001Nms 

Inertia=0.0008 J(kg m^2) 

Waveforms 

1. Input supply voltage 

 

 

2.  Current through Switches 
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3. Inductor Currents 

 

4. DC link voltage 

 

 
5. Motor Speed 

 

6. Motor Torque 

 

Speed calculation 

Motor speed is given by 

N=120*f/P rpm 

Frequency f=50Hz 

No. of poles P=4 

Therefore, 
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N  = 120*50/4 

     = 1500  

This speed is achieved for DC link voltage of 10V 

 Comparison b/w extension & present systems  

 

5. CONCLUSION 

Performance of given BLDC motor system is validated through simulation study using MATLAB/SIMULINK 

software. Motor here is driven by ZSI which has capability of both voltage boost and buck. Because of inherent 

boost capability of Z-source inverter, BLDC motor runs at given rated speed even with less dc link  voltage of 

10V. Comparison between convectional VSI drive and ZSI drive is mentioned in the table. 

REFERENCES 

[1] Sakthival G, Anandhi TS, Natarjan SP. Real time implementation of DSP based Fuzzy logic controller for 

Speed control of BLDC motor. International Journal of Computer Applications 2010; 10(8). 

[2] Naga Sujatha K, Vaisakh K, Anand G. Artificial Intelligence based speed control of brushless DC motor. 

IEEE 2010. 

[3] AN885 - Brushless DC (BLDC) Motor Fundamentals. Microchip Technology Inc. 2003. 

[4] Huber L, Jang Y, Jovanovic MM. Performance evaluation of bridgeless PFC boost rectifiers. IEEE Trans. 

Power Electron 2008; 23(3): 1381-1390. 

[5] Fardoun AA, Ismail EH, Al-Saffar MA, Sabzali AJ. New ‘real’ bridgeless high efficiency ac-dc converter. 

Proc. 27
th
 Annu. IEEE APEC Expo, Feb. 5–9, 2012; 317–323. 

[6] Wei W, Hongpeng L, Shigong J, Dianguo X. A novel bridgeless buck-boost PFC converter. IEEE 

PESC/IEEE Power Electron. Spec. Conf., Jun. 15–19, 2008; 1304–1308. 

[7] Fardoun AA, Ismail EH, Sabzali AJ, Al-Saffar MA. New efficient bridgeless Cuk rectifiers for PFC 

applications. IEEE Trans. Power Electron 2012; 27(7): 3292–3301. 

[8] Fardoun AA, Ismail EH, Sabzali AJ, Al-Saffar MA. A comparison between three proposed bridgeless Cuk 

rectifiers and conventional topology for power factor correction. Proc. IEEE ICSET, Dec. 6–9, 2010; 1–6. 

[9] Mahdavi M, Farzaneh-Fard H. Bridgeless CUK power factor correction rectifier with reduced conduction 

losses. IET Power Electron 2012; 5(9): 1733–1740. 

[10] Sabzali AJ, Ismail EH, Al-Saffar MA, Fardoun AA. New bridgeless DCM Sepic and Cuk PFC rectifiers 

with low conduction and switching losses. IEEE Trans. Ind. Appl. 2011; 47(2): 873–881. 

[11] Mahdavi M, Farzanehfard H. Bridgeless SEPIC PFC rectifier with reduced components and conduction 

losses. IEEE Trans. Ind. Electron 2011; 58(9): 4153–4160. 

[12] Mohan N, Undeland TM, Robbins WP. Power Electronics: Converters, Applications and Design. Hoboken, 

NJ, USA: Wiley, 2003. 



  
www.ijsetr.com 

 
 

  
 

ISSN 2319-8885 

Vol.04,Issue.40, 

October-2015,  

Pages:8665-8671 

  

 Copyright @ 2015 IJSETR. All rights reserved. 

A Novel Fuzzy Based Quasi-Z-Source Inverter for Renewable Energy Sources  
G. MAHESH

1
, Y. SUDHA REDDY

2 

1
PG Scholar, Dept of EEE, MallaReddy Engineering College (Autonomous), Mysammaguda, RR (Dt), Telangana, India,  

E-mail: mahesh.mmu@gmail.com. 
2
Assistant Professor, Dept of EEE, MallaReddy Engineering College (Autonomous), Mysammaguda, RR (Dt), Telangana, India, 

E-mail: yelmareddy.sudha@gmail.com.  

 

Abstract: In this paper, the photovoltaic system is used to extract the maximum power from sun to get the dc voltage. The output 

dc voltage is boost up into maximum voltage level by using the boost converter. This converter voltage is fed to Quasi Z source 

inverter to get the AC voltage. The Quasi Z source inverter system can boost the given input voltage by controlling the boost 

factor, to obtain the maximum voltage. PWM technique which is used as to given the gating pulse to the inverter switches. 

Modified system is very promising for residential solar energy system. In stand-alone systems the solar energy yield is matched to 

the energy demand. Wherever it was not possible to install an electricity supply from the mains utility grid, or desirable, stand-

alone photovoltaic systems could be installed. This proposed system is cost effective for photovoltaic stand-alone applications. 

This paper describes the design of a rule based Fuzzy Logic Controller (FLC) for Z Source inverter. 

Keywords: DC–AC Converter, Distributed Generation (DG), Quasi-Z-Source Inverter (q-ZSI), Renewable Energy Source (RES). 

I. INTRODUCTION 

      Photovoltaic (PV) power generation is becoming more 

promising since the introduction of the thin film PV 

technology due to its lower cost, excellent high temperature 

performance, low weight, flexibility, and glass-free easy 

installation [1]. However, there are still two primary factors 

limiting the widespread application of PV power systems. 

The first is the cost of the solar cell/module and the interface 

converter system; the second is the variability of the output 

of the PV cells. A PV cell‟s voltage varies widely with 

temperature and irradiation, but the traditional voltage source 

inverter (VSI) cannot deal with this wide range without over 

rating of the inverter, because the VSI is a buck converter 

whose input dc voltage must be greater than the peak ac 

output voltage [2]-[3]. A transformer and a dc/dc converter is 

usually used in PV applications, in order to cope with the 

range of the PV voltage , reduce inverter ratings, and produce 

a desired voltage for the load or connection to the utility. 

Distributed generation represents a small-scale electric power 

source connected directly to the utility‟s distribution network 

and provides electric power at a site closer to the customer, 

rather than through lengthy transmission lines spanning from 

central power stations. When it is fully implemented, can 

provide reliable, high quality and low cost electric power. 

The different schemes that are available for distributed 

generation are solar energy, wind energy, micro-turbines and 

fuel cells [1]. 

      Among these, fuel cells are the modern approach to 

distributed power generation due to low emission, simplicity, 

flexibility and silence advantages [2]. Z-Source inverters are 

new single-stage electronic power converters with both 

voltage buck and boost capabilities that have been proposed 

for use in photovoltaic energy conversion systems and motor 

drives with a front-end diode rectifier[2]- [3]. Compared with 

traditional voltage-source (VS) and current-source (CS) 

inverters, the sole difference of a Z-source inverter is its X-

shaped impedance network implemented using a split-

inductor and capacitors, connected between the input power 

source and inverter circuit, as shown in Fig. 1 for a VStype 

qZ-source inverter. This unique impedance network allows 

both switches within the same phase-leg to be turned ON 

simultaneously to introduce a shootthrough (dc bus short-

circuiting) state for boosting the inverter output voltage. 

Multiple shoot-through states can conveniently be introduced 

to traditional continuous and discontinuous pulse-width 

modulation (PWM) strategies for controlling a Z-source 

inverter with all steady-state performance merits of these 

PWM strategies retained. 

 
Fig.1.Voltage-fed qZSI with continuous input current for 

PV application. 

 

With a set of new topologies of the impedance networks, a 

class of quasi-Z-source inverter (q-ZSI) has been derived 
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from the original ZSI and applied to DG applications [4]. A 

voltage-fed q-ZSI was proposed for PV applications because 

of continuous input current and reduced passive component 

(capacitor) rating capacitor voltage on C2 is much less than 

that on C1 during operating and this feature leads to lower 

manufacture cost. This paper further investigates the detailed 

modeling and control issues of the q-ZSI to be applied in DG 

applications. The dynamic model of the asymmetric quasi-Z-

source network is constructed by small-signal analysis [5]-

[7]. 

II. DYNAMICMODELING OF THE QUASI-Z-

SOURCENETWORK 

A. Small-Signal Model of the Quasi-Z-Source Network 

       By applying a two-stage control strategy to be presented 

later on, the control of dc side and that of ac side are 

decoupled. With an intention to provide a comprehensive 

mathematical guide in terms of the q-ZSI dc-side modeling, 

small-signal analysis is used for the studies, along with 

detailed derivations. For general analysis purposes, input 

voltage vin is chosen as system input, to which input current 

Iin is related. This is because RES does not have as stiff 

output characteristics as an ideal voltage source or current 

source. The relationship of vin and iin will be determined by 

specified energy source nature. For dc-side modeling, the 

three-phase inverter bridge and external ac load are 

represented by a single switch and a current source connected 

in parallel. As previously mentioned, when operating at 

shoot-through states, the ac load terminals are shorted 

through both upper and lower devices of any phase leg(s); 

therefore, the single switch is ON, and the equivalent circuit 

of the q-ZSI.  

    When operating at non-shoot-through states (i.e., six active 

states and two conventional zero states where either all the 

upper devices or all the lower devices are gated on), the 

single switch is OFF, and the equivalent circuit of the q-ZSI. 

Considering the asymmetric quasi-Z-source network, there 

are four state variables: the currents through two inductors iL1 

and iL2 and the voltages across the capacitors vC1andvC2. 

Independent load current iload serves as another input 

(disturbance) of the quasi-Z-source network. Choose vC1 and 

iL1(=iin)as the output of the studied system. For 

simplification, assume that C=C1=C2,L=L1=L2, the stray 

resistances of inductors r=r1=r2, and the equivalent series 

resistances of capacitors R=R1=R2. Define shoot-through 

interval T0, non-shoot through interval T1, and switching 

period Ts=T0+T1; thus, the shoot-through duty ratio 

isd0=T0/Ts. At the shoot-through state ,the capacitors transfer 

their electrostatic energy to magnetic energy stored in the 

inductors. The dynamic state equations of the quasi-Z-source 

network are given as 

                                                        (1) 

Where 

 

      At the non-shoot-through states, the dc power source, as 

well as the inductors, charges the capacitors and powers the 

external ac load, boosting the dc voltage across the inverter 

bridge. The dynamic state equations are shown as 

                                             (2) 

 

Using state-space averaging, the dc-side model of q-ZSI can 

be obtained as shown in 

                              (3) 

 

      To obtain the small-signal model, perturbations ,  , 

and  are introduced with d0,vin , and iload , respectively, 

which, in turn, cause variations , , , and  in the 

dynamic state variables of iL1, iL2, vC1, and vC2. Substituting 

x=X+  (where X and are the dc terms and perturbations of 

the variables x=d0, vin, iload, iL1, iL2, vC1, and vC2) into (3), 

considering the principles of inductor volt–second and 

capacitor charge balance in steady state and ignoring the 

second-order elements, the Laplace-transformed transfer 

functions of the multi-input multi output quasi-Z-source 

network can be derived. 

          (4) 

 
Fig. 2. Small-signal model of the quasi-Z-source network. 

     The small-signal model of the quasi-Z-source network is 

shown in Fig. 2. Assuming any two of the system inputs to be 

zero, one can get small-signal transfer functions from the 

remaining to the state variables. 
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B. Dynamic Characteristics of the Quasi-Z-Source 

Network 

   According to the small-signal model, the transfer functions 

from d0 to capacitor voltages vC1 and vC2 are identical, 

denoted as (s) in (4), shown at the bottom of the page. 

Other transfer functions are given in the Appendix. Based on 

these equations, the characteristic equation of the quasi-Z-

source network can be obtained as 

                        (5) 

      Equation (5) can be written as the following normalized 

form: 

                                                  (6) 

Where 

 
is the natural frequency and 

 
is the damping ratio. Among these equations, D0, Iload, VC1, 

VC2,IL1, and IL2represent a given equilibrium point nearby 

where the system can be linearized. Equation (5) indicates 

that, aside from the parameters of the quasi-Z-source network 

(i.e., L, C, r, and R),D0 is also one factor to determine the 

system dynamic characteristics. To make a clear map of the 

dynamic characteristics of the quasi-Z-source network, 

various root loci of the transfer function (s) are studied by 

parameter sweep of L, C, and D0. The system specifications 

are as follows: L= 500μH,C= 400μF,R=0.03 Ω, r=0.47 Ω, 

D0=0.25, Iload =9.9A, and Vin = 130V. Fig. 3.shows the pole 

and zero trajectories of (s) with L, C, and D0 variations, 

respectively. The quasi-Z-source network exhibits similar 

characteristics as the Z-source network. There is a right-half 

plane (RHP) zero in (s) which is learned to imply high 

gain instability and impose control limitations.  

 

      A feedback should be carefully designed with an 

adequate phase margin. It can be observed from Fig. 3.(a) 

that, along with increasing L, zeros are pushed from the right 

half-plane toward the origin along the real axis, indicating an 

increasing degree of non minimum-phase undershoot (e.g., 

capacitor voltage dips before it rises in response to d0 rising). 

Similar conclusion can be reached with an increase in D0 

from Fig. 3(c). However, the variation of C has very little 

influences on the RHP zeros seen from Fig. 3(b). 

Additionally, the conjugated pole pairs are observed to move 

toward the origin along with the increase in L, as shown in 

Fig. 3(a). The feedback control performance is predicted 

deteriorated with the increase in L. Moreover, increasing in L 

causes smaller damping ratio and decreasing natural 

frequency, which is consistent with (6). On the other side, the 

conjugated pole pairs can be seen shifting toward the real 

axis with the increase in D0orC, implying increasing system 

settling time and decreasing natural frequency, which is 

consistent with (6) too. The placement of poles and zeros 

gives an important guideline for passive component selection 

of q-ZSI design: Although large L and C are preferred for 

low steady-state current and voltage ripples, tradeoffs need to 

be made for proper transient responses. 

III. TWO-STAGECONTROLMETHODOLOGY FOR 

QZSI-BASEDDG 

      Fig. 4 shows the overall system configuration of the 

proposed q-ZSI, where Lf, Rf, and Cf are the inductance, 

capacitance, and stray resistance of the filter, respectively, 

and voj,iCj,vij,iLj,ioj, and igj are the load voltage, capacitor 

current of the filter, output voltage of the inverter, inductor 

current of the filter, load current, and grid current, 

respectively, all in three phases(j=a, b, c). CB stands for 

circuit breaker. CB1 is ON and CB2 is OFF when the q-ZSI 

works under voltage control mode, and CB1 is OFF and CB2 is 

ON when the q-ZSI is under current control mode. It should 

be pointed out that, although one q-ZSI with variable 

resistive load is used to demonstrate the voltage control 

strategy, the controller design principle is still applicable to 

q-ZSIs that are connected in parallel. 

A. Controller Design for Output Voltage Control 

      Through the decoupling capacitor, control of dc side and 

that of ac side are executed separately, as shown in Fig. 4. 

Pulses generated by the dc-side controller (for voltage boost) 

and the ac-side controller (for dc–ac conversion) are 

combined together by logical OR to fire six insulated-gate 

bipolar transistors, assuming “1” is ON and “0” is OFF. The 

overlap of d0 and M can be avoided by setting the reference 

of the capacitor voltage v∗C1based on , depending on the 

different boost control methods involved. For the dc-side 

control, capacitor voltage vC1 is measured and fed back. The 

dynamics of vC1 caused by d0 can be obtained via transfer 

function (s),as shown in (4). Linear approximation of the 

RES output characteristics can be accomplished by the small-

signal modeling. Taking PV application as an example, a 

normal operation for voltage control generally starts from the 

open-circuit voltage of PV panels Voc and stays at operating 

points where VPV>VMPP, where VMPP is the voltage at the 

maximum power point (MPP).  

 
Fig.3.Two-stage control method of the q-ZSI for output 

voltage control. 

     Based on the Linear approximation, a proportional–

integral (PI) controller assisted with a feed forward d0 is used 

as the shoot-through compensator. The feed forward d0 is 

determined according to the inherent relationship of vC1 and 

v‟in in steady state 
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                            (7) 

Where v‟in is the input voltage vin after a low-pass filter. 

Based on the small-signal modeling, PI parameters for the 

vC1control loop can be decided. In order to prevent the 

clashes between the dynamics of ac and dc sides, the dc-side 

dynamics should be made considerably slower. This could be 

supported by having a relatively lower bandwidth in the dc-

side voltage loop. According to the q-ZSI network 

specification in Section II (L=500μH, C= 400μF, R=0.03 Ω, 

r=0.47 Ω, D0=0.25, Iload =9.9A, and Vin = 130V), the 

crossover frequencies of the PI controller and low-pass filter 

are both set to 25 Hz, where KP_C1=1×10−4 and 

KI_C1=0.8. For the ac-side control, traditional methods 

explored for voltage regulation are applicable to the q-ZSI.  

 
Fig.4.Control block diagram of the voltage regulator for 

q-ZSI. 

 
Fig.5. Two-stage control method for grid-connected-q-

ZSI-based PV powerConditioning system. 

     In a three-phase system, fundamental frequency 

components are commonly transformed to dc components via 

d−q transformation, where a simple PI compensator can be 

applied with good performance. Another choice is to design 

the controller in stationary frame. Without d−q 

transformation, the designed controller is applicable to 

single-phase system too. This paper employs a typical multi 

loop controller in stationary frame as the voltage regulator, as 

shown in Fig. 5. From Mason‟s gain rule, the closed-loop 

transfer functions can be obtained based on which the ac-side 

controller can be designed properly. In this implementation, 

Kp2 was selected based on the principle of keeping the closed 

loop gain 0 dB from system output frequency (60 Hz) to half 

of the switching frequency (5 kHz in this implementation), 

where Kp2=30. Considering the time delay e−sT s caused by 

the digital implementation, Kp2 would be less in practice to 

maintain a sufficient phase margin for stable performance. 

The outer voltage loop control parameters Kp1 and Ki1 are 

selected with the compromise that the crossover frequency is 

low enough to remove the switching harmonics but a 

sufficiently high bandwidth is retained to have fast response 

and perfect reference tracking. In this implementation,Kp1is 

0.05 and Ki1 is 300, where the crossover frequency is 200 Hz 

and the phase margin is 70◦. 

 

B. Controller Design for Output Current Control 

    Fig.6. shows the overall diagram of the two-stage control 

method in grid-connected q-ZSI, where pulses from control 

of dc side and that of ac side are combined in the same 

manner as in the output voltage control mode. For the ac-side 

control, capacitor voltage vC1 is measured and fed back. The 

magnitude of the grid current reference I∗g is generated 

through a PI compensator according to the error signal of vC1. 

In the case that v∗
C1−vC1 is positive, power injected into the 

grid should be reduced to maintain a constant vC1, so negative 

PI parameters are used here. Along with the phase angle of 

the grid voltage given by phase-locked loop, the reference of 

ac current injected into the grid i∗gj can be obtained. Since 

grid current magnitude is proportional to the equivalent load 

current iload in small-signal mode, a coefficient G is used to 

transfer Ig to iload, which relates to inverter operating 

condition (e.g., modulation index, shoot-through duty ratio, 

and the power factor). Consequently, the dynamics of 

vC1caused by load change can be obtained via transfer 

function (s),as shown in the Appendix. 

 
Fig .6.Control block diagram for output current of q-ZSI. 

       Similar to voltage control mode,v∗
C1should be selected 

according depending on the specific boost control method 

engaged. Various control methods for the grid-connected 

inverter can be applied as the current regulator. This project 

employs a conventional method in stationary frame, which is 

applicable to single-phase system too. It needs to be noticed 

that, for the proposed three-phase three-wire system, only 

two controllers are necessary since the third current is given 

by the Kirchhoff current law. Fig. 6. shows the block diagram 

of the current regulator, where a current feedback loop, along 

with grid voltage feed forward, is used. The grid voltage feed 

forward part guarantees a good disturbance rejection effect. 

Based on Mason‟s gain rule, transfer functions of control to 

output can be derived, according to which Kp_g can be 

decided. In this implementation, Kp_gis set to 0.06, the 

crossover frequency is 1 kHz, and the phase margin is 89◦. 

As long as vC1 is kept constant by the ac-side controller, 

reference tracking of input voltage can be achieved at the dc 

side by adjusting d0, referring to the steady-state derivation 

(11).  

   The reference of the input voltage v∗
in of the qZSI is given 

by output power command, which, in most cases, could be 
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the MPP tracking (MPPT). The PI controller is used to 

regulate the shoot-through duty ratio d0. Through (s), the 

variation of d0 gives a change on input current iL1, which can 

be further transferred to input voltage by the impedance of 

the RESrRES. Based on the small-signal modeling, PI 

parameters for the vin control loop can be decided. In order to 

ensure valid operation, PI parameters of the dc side are 

selected with relatively slower response compared to the 

control loop for vC1. To an end, parameters of PI 

compensators for the vC1control loop and vin control loop are 

chosen based on the following principles: The bandwidth of 

the vin control loop is lower than that of thevC1control loop, 

and both of them are lower than that of the current control 

loop, where K‟P_C1=−0.1, K‟I_C1= −20,KP_in =−0.002, and 

KI_in=−0.04 practically. It should be pointed out that, unlike 

the output voltage control, a valid operating point in output 

current control can be located on both sides of VMPP. This is 

becaused0is adjusted to track vin in the output current control 

case, instead of regulating vC1for output voltage control. 

Therefore, MPPT algorithm that sets operating points 

backward and forward around the MPP can be applied 

effectively. 

IV. FUZZY CONTROLLER 

     Fig.7 shows the internal structure of the control circuit. 

The control scheme consists of Fuzzy controller, limiter, and 

three phase sine wave generator for reference current 

generation and generation of switching signals. The peak 

value of reference currents is estimated by regulating the DC 

link voltage. The actual capacitor voltage is compared with a 

set reference value. The error signal is then processed 

through a Fuzzy controller, which contributes to zero steady 

error in tracking the reference current signal. A fuzzy 

controller converts a linguistic control strategy into an 

automatic control strategy, and fuzzy rules are constructed by 

expert experience or knowledge database. Firstly, input 

voltage Vdcand the input reference voltage Vdc-ref have 

been placed of the angular velocity to be the input variables 

of the fuzzy logic controller. Then the output variable of the 

fuzzy logic controller is presented by the control Current 

Imax. To convert these numerical variables into linguistic 

variables, the following seven fuzzy levels or sets are chosen 

as: NB (negative big), NM (negative medium), NS (negative 

small), ZE (zero), PS (positive small), PM (positive 

medium), and PB (positive big) as shown in Fig.8. The fuzzy 

controller is characterized as follows:  

 Seven fuzzy sets for each input and output;  

 Fuzzification using continuous universe of dis-course;  

 Implication using Mamdani's „min‟ operator;  

 De-fuzzification using the „centroid‟ method. 

 
Fig.7.Conventional fuzzy controller. 

 

 

 
Fig.8. (a) Input Vdcnormalized membership function; (b) 

Input Vdc-ref Normalized Membership Function; (c) 

Output Imax Normalized Membership Function. 

Fuzzification: the process of converting a numerical variable 

(real number) convert to a linguistic variable (fuzzy number) 

is called fuzzification. 

De-fuzzification: the rules of FLC generate required output 

in a linguistic variable (Fuzzy Number), according to real 

world requirements, linguistic variables have to be 

transformed to crisp output (Real number).  

Database: the Database stores the definition of the 

membership Function required by fuzzifier and defuzzifier.  

Rule Base: the elements of this rule base table are 

determined based on the theory that in the transient state, 

large errors need coarse control, which requires coarse in-

put/output variables; in the steady state, small errors need 

fine control, which requires fine input/output variables. 

Based on this the elements of the rule table are obtained as 

shown in Table 1, with„Vdc‟ and „Vdc-ref‟ as inputs. 
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TABLE I: Rule Base 

 
 

V. MATLAB/SIMULINK RESULTS 

  Simulation results if this paper is as shown in bellow Figs.9 

to 12. 

Case i: With PI Controller 

 
Fig.9. Simulink circuit for quasi z source inverter with 

grid. 

 
Fig. 10.simulated waveforms of the grid-connected qZSI 

in MPPT. 

 
Fig. 11.simulated waveforms of the grid-connected qZSI 

in steady state. 

Case ii: With Fuzzy Controller 

 
Fig. 12 .simulated waveforms of the grid-connected qZSI 

in steady state. 

VI. CONCLUSION 

     This paper has emphasized a two-stage control method for 

the q-ZSI-based DG. The dynamical characteristics of the q-

ZSI network have been investigated through small-signal 

analysis. Based on the dynamical model, the two-stage 

control method for q-ZSI operating in both output voltage 

control and current control modes has been presented. MPPT 

in grid-connected q-ZSI-based DG is implemented by the 

proposed controller. Compared to the conventional control of 

dc-link voltage, control of the capacitor voltage in Z-

source/quasi-Z-source network for voltage boost is preferred. 

This is mainly because the capacitor voltage reference can be 

set to a certain value at the same time as the minimized 

voltage stress on switching devices can be achieved.  
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Abstract— In this project, the control signal of the 

series-resonant converter is considered as a slope of 

a switching surface. The output characteristic of the 

converter, for an ideal case and above the resonant 

frequency, is achieved based on the slope of the 

switching surface. This output characteristic leads us 

to find the related slope for a specific converter gain. 

Nonlinear state equations of the series-resonant 

converter with new control input are represented in 

widely used class of hybrid systems that have been 

called piecewise affine systems. Considering the 

effects of the slope variations in the switching 

surface, a simple and efficient control law is 

achieved. 

      The main advantage of the proposed 

method is that, it is more beneficial in high-

frequency applications. Simulation results confirm 

our theoretical investigations.  

Keywords—Series resonant converter, MATLAB, 

diode bridge, affine parameterization, regulation. 

 

I.  INTRODUCTION 

The series-resonant converter is assumed to be in 

continuous conduction mode (CCM) and is 

operating above resonance. Moreover, it is assumed 

that all components are ideal and the output filter 

capacitor is large enough to keep the output voltage 

constant through a switching period. 

Pulse width modulation (PWM) converters, some 

state variables of the resonant converters are quasi-

sinusoidal with zero mean value signals in steady 

state. These properties enable us to simplify the 

nonlinear model of the resonant converters in two 

steps: harmonic approximation and averaging over a 

switching period. The small-signal model of the 

converter could be achieved with linearization of the 

simplified model around the operational point. 

Because of the first harmonic approximation, the 

simplified model does not possess enough accuracy 

to model all behavior of the nonlinear system. 

The first harmonic approximation can be 

just used for the resonant converter with large 

quality factor the slope of the switching surface is 

considered as an unknown parameter that can be 

found by solving the system stability problem with 

different results for different convergence 

conditions on the Lyapunov function, which do not 

reflect the exact specific gain. 

 

II. CONTROLLER SYNTHESIS 

 

The series-resonant converter nonlinear model 

above resonance operation has been transformed 

into a PWA model. In the PWA model, the control 

input is the switching boundary slope. Before 

proposing the control law, it is appropriate to 

consider the effect of switching boundary slope 

variations on the output voltage. Because of the 

symmetrical operation of the system, half of the 

switching period is taken into consideration. 

The closed-loop system behavior in the presence of 

a step change in reference voltage from 14 to 16 V. 

To be analyzed is the closed-loop behavior when the 

load resistance abruptly changes from 12 to 8 Ω. 

Concerns a 16.67% decrement in the input-source 

voltage in the steady-state operation. 

 

Figure1 : Series resonant converter circuit 

 

 

The phase plane of the series-resonant converter 

is analyzed. Based on the phase-plane analysis, the 

definitions of the switching surface parameters and 

the effect of switching surface parameter variations 

on the converter gain are also studied.  

 

The main contribution of this paper is looking at 

output characteristic of the series-resonant   

converter based on the switching surface slope. A 

model of the series-resonant converter with 

switching surface is represented in the PWA class of 

the hybrid d systems. Furthermore, this paper 
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proposes a simple and effective control law, based 

on the performed analysis from switching surface 

rotation effect on the converter behavior, for output 

voltage regulation against load changes, input 

voltage variations, and reference voltage tracking. 

The simplicity of the control law causes the closed-

loop system to be applicable in high switching 

frequencies 

 

 
 

 

Figure2: Block diagram of the open-loop system 

with slope of the switching surface parameters of the 

prototype series-resonant converter 

 
 

III. CIRCUIT DESCRIPTION 

The MOSFET is used in a Zero-Current-Quasi-

Resonant Switch converter topology. In this 

topology, the device current flows through the 

resonant tank (Lr, Cr), thus causing zero current 

turn-off. The load is modeled as an ideal current 

source (Io=5A). The MOSFET is driven by a 2 MHz 

pulse train with 20 % duty cycle. 

Note: In order to avoid cascading a current source 

(MOSFET) and an inductance (Lr), a high resistive 

snubber is connected across the MOSFET. 

IV.SIMULATION MODEL AND RESULTS 

 

Figure3: Series resonant converter  

 

 
 

Figure4: State plane trajectory 
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Figure5: Voltage waveform 

 

 
 

Figure6: Current waveform 

 

 

 
 

Figure7: Series resonant converter with PID 

control 

 

 

 
 

Figure8: State plane trajectory 
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Figure9: Voltage waveform 

 

 

 

 
 

Figure10: Current waveform 

 
 

 

Figure11: Series resonant converter with 

MRAC 

 

 

 

 
 

Figure12: State plane trajectory 

 

 

 



Megha.R.et. al. International Journal of Technology and Engineering Science [IJTES]TM  
Volume 3[12], pp: 5161-5165, December 2015 

ISSN: 2320-8007   5165 

 

  
 

Figure13: Voltage waveform 

 

 

 
 

Figure14: Current waveform 

 

 

 

 

 

 

 

CONCLUSION 

 

  

New modeling and control approach for the series-

resonant converter has been presented using 

switched systems methodology. Control 

characteristic of the series resonant converter based 

on the switching surface slope has been obtained 

for different quality factors. 

 

The proposed controller has some desirable 

properties such as robustness under load and input 

voltage variations and easy implementation. Online 

computation of the control signal does not need a 

heavy computation and makes the proposed 

approach applicable for real-time and high-

frequency applications. 
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ABSTRACT 

Until now, a few explores have been advanced on the PI system which diminishes the size and expense of 

general structure. In any case, each one of them have been associated with the flyback converter, and it is hard 

to apply them to the half-connect (HB) LLC converter because of the extensive voltage over the auxiliary 

spillage inductor of the transformer. In this letter, another PI system for the HB LLC converter is proposed to 

control dc yield voltage. In the proposed technique, the DC yield voltage is controlled. 

Keywords: Half-bridge (HB) LLC converter, high-power adaptor applications, primary side control (PSC).  

1. INTRODUCTION 

 

Fig. 1: Block diagram of HB LLC converter with PI method 

As of late, as the versatile information preparing gear, for example, the cellular telephones, tablet PCs, and PCs 

become dangerously and their vitality utilization has additionally been expanded, the vitality sparing has been a 

key issue. Then, since the shoppers have a tendency to lean toward a reduced gadget, the producers have a push 

to minimize its size. Hence, the force frameworks for those gadgets have been obliged to be little and 

accomplish a high effectiveness.  

Among the force frameworks, the connectors for the PCs emphatically needed to have a powerful thickness in 

abundance of 5W/in3 and normal productivity over 85% as a result of the vitality effectiveness measures like 

the vitality star project.  

At a powerful level over 70W for the smart phones, traditional connectors have been created in light of two-

stage structure to agree to the IEC 1000-3-2 symphonious measures and acquire a high productivity [1, 2]. This 

two-stage arrangement comprises of the force element revision (PFC) stage and dc/dc stage. Since the support 

converter has numerous favorable circumstances, for example, an immediate control of the line present and low 

data current swell, it has been broadly used in the PFC stage [3, 4]. For the dc/dc stage, the ordinary half 

extension (HB) LLC converter is the most alluring competitor in view of low voltage weights on the essential 

switches and no transformer dc-balance current [5-7]. Moreover, since it is for the most part composed in 

thunderous or beneath area to accomplish an entire zero-voltage-exchanging (ZVS) of the essential switches and 
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minimize the switch turn-off misfortunes, it can work at a high exchanging recurrence, which empowers the 

measure of responsive segments to be diminished [8]. Because of these numerous preferences, for example, a 

powerful thickness and proficiency, the HB LLC converter has been generally utilized as a part of the dc/dc 

stage for high-control connector applications.  

The HB LLC converter is by and large executed by the optional side control (SSC), utilizing a HB LLC 

controller as a part of the essential side, operational speaker in the auxiliary side, and photocoupler in the middle 

of the essential and optional side to get a consistent yield voltage as demonstrated in Fig. 1. In any case, 

subsequent to the SSC strategy obliges three ICs with distinctive grounds, it is hard to coordinate them into a 

solitary chip, which expands the size and expense of the general framework. Additionally, the present exchange 

proportion (CTR) of the photocoupler frequently changes with the temperature, which debases the dependability 

on the control [9,10].  

To beat the issues of the SSC technique, a few examines on the essential side control (PSC) system have been 

continued [9-14]. By disposing of the photograph coupler and optional criticism hardware, PSC routines can 

diminish the size and expense of the general framework contrasted and the SSC strategy. Notwithstanding, 

every one of them have been connected just to the flyback converter, and it is hard to apply them to the HB LLC 

converter.  

A d.c. power supply which keeps up the yield voltage steady regardless of a.c. mains vacillations or burden 

varieties is known as managed d.c. power supply. A directed power supply comprises of a customary power 

supply and voltage directing gadget. The yield of customary power supply is encouraged to the voltage 

controller which delivers the last yield. The yield voltage stays steady whether the heap current changes or there 

are variances in the data a.c. voltage.  

In a conventional power supply, the voltage regulation is poor i.e. d.c. yield voltage changes considerably with 

burden current.  

In addition, yield voltage additionally changes because of varieties in the info a.c. voltage. This is because of the 

accompanying reasons :  

(i) In hone, there are significant varieties in a.c. line voltage created by outside variables outside our ability to 

control. This progressions the d.c. yield voltage. A large portion of the electronic circuits will decline to work 

acceptably on such yield voltage vacillations. This requires to utilize directed d.c. power supply.  

(ii) The interior resistance of common power supply is generally expansive (> 30 Ω). Hence, yield voltage is 

notably influenced by the measure of burden current drawn from the supply. These varieties in d.c. voltage may 

bring about inconsistent operation of electronic circuits. Accordingly, controlled d.c. power supply is the main 

arrangement in such circumstances 

 

Fig. 2: HB LLC converter 

In this letter, another PSC technique for the HB LLC converter is proposed to enhance the regulation precision 

of the customary PI controller connected to the flyback converter, keeping up straightforward control arrange as 

demonstrated in Fig. 4. In the proposed PSC technique, the yield voltage is managed by getting vsen(t) when the 
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outside thunderous inductor voltage vLr (t) turns into 0 V. As of now, since the voltage over the transformer 

auxiliary spillage inductor is little, the proposed technique can precisely direct the yield voltage.  

2. PROPOSED METHOD 

Principle of the Proposed PI Controller 

PI controller will dispense with constrained motions and unfaltering state blunder bringing about operation of 

on-off controller and P controller individually.  

Not withstanding, presenting basic mode has a negative impact on velocity of the reaction and general security 

of the framework.  

Along these lines, PI controller won't build the pace of reaction. It can be normal since PI controller does not 

have intends to foresee what will happen with the slip in not so distant future. This issue can be comprehended 

by presenting subsidiary mode which has capacity to foresee what will happen with the blunder in not so distant 

future and therefore to abatement a response time of the controller.  

PI controllers are all the time utilized as a part of industry, particularly when velocity of the reaction is not an 

issue. A control without D mode is utilized when:  

a) Fast reaction of the framework is not needed  

b) Large aggravations and clamor are available amid operation of the procedure  

c) There is stand out vitality stockpiling in procedure (capacitive or inductive)  

d) There are extensive transport defers in the framework  

With P-I controller the piece chart of the shut circle framework with the same procedure is given in Fig. 5.  

 

Fig. 3: PI-control action 

It is apparent from the above examinations that the P-I activity gives the double favorable circumstances of 

quick reaction because of P-activity and the zero consistent state lapse because of I-activity. The slip exchange 

capacity of the above framework can be communicated as:  

 

In the same path as in fundamental control, we can presume that the enduring state blunder would be zero for P-

I activity. Plus, the shut circle qualities mathematical statement for P-I activity is:  

 

from which we can obtain, the damping steady as: 

 

though, for basic indispensable control the damping consistent is:  
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Looking at these two, one can undoubtedly watch that, by shifting the term Kp, the damping consistent can be 

expanded. So we can reason that by utilizing P-I control, the relentless state slip can be cut down to zero, and all 

the while, the transient reaction can be made strides. The yield reactions because of (i) P, (ii) I and (iii) P-I 

control for the same plant can be analyzed from the portrayal demonstrated in Fig. 4. General structure  

 

Fig. 4: Comparison of P, I and P-I control 

3. SIMULATION RESULTS 

Simulation is performed using MATLAB/SIMULINK software. Simulink liabrary files include inbuilt models 

of many electrical and electronics components and devices such as diodes, MOSFETS, capacitors, inductors, 

motors, power supplies and so on. The circuit components are connected as per design without error, parameters 

of all components are configured as per requirement and simulation is performed. 

Simulation parameters  

Input DC voltage=400V 

MOSFET ratings: 

R_ON=0.1 Ohm 

Vfd=0V 

Snubber : 

Rs=0.1MOhm 

Cs=inf  

Resonant circuit  

Resonant circuit parameters are: 

C=9000uF 

L=30uH 

Transformer: 

Three winding  

5KVA, 50Hz 

Winding-1:400V; 

R1=4.321;    L1=0.00000045H 

Winding-2:40V;  

R2=0.7938; L2=0.00000045H 

Winding-3:40V; R3=0.7938;L2=0.00000045H 

Magnetizing parameters 
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Rm=1Mohm 

Lm=0.002866H 

Waveforms 

a) Input DC Voltage  

Vin=400V  

 

Simulation Circuit 

 

b) Transformer primary & sec voltage 

Vprim/Vsec=400/40V  
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c) Output vs Reference voltage 

 

d) Output DC voltage  

Constant DC output voltage Vo 

 

Performance parameters of obtained vo waveform  

RiseTime: 2.8501e+003 

SettlingTime: 2.9615e+004 SettlingMin: 14.0908 

SettlingMax: 19.8339 

Overshoot: 26.6891 

Undershoot: 0 

Peak: 19.8339 

PeakTime: 6654  

e) Voltages and currents across mosfet switches 

 

f) PWM pulses to MOSFET switches  
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4. CONCLUSION 

Compared to unregulated  DC supply  this proposed system here with PI controller  produces a dc with 

minimum  response time which is much better than unregulated power  supply. Transient state behaviour is 

indicated by settling time, rise time etc which is good by employing PI controller. 
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Abstract:

This paper aims at the design and simulation of hybrid PI-
fuzzy control system for the speed control of a brushless 
dc motor. The performance of the fuzzy logic controller 
(FLC) is better under transient conditions, while that of 
the proportional plus integral (PI) controller is superior 
near the steady-state condition. The combined advantages 
of these two controllers can be obtained with hybrid PI 
-fuzzy speed controller. Both the design of the fuzzy con-
troller and its integration with the proportional-integral 
(PI) controller is to be done. In this paper, design and im-
plementation of hybrid fuzzy controller is presented and 
its performance is compared with pi and fuzzy controller 
to show its capability to track the error and usefulness of 
hybrid fuzzy controller in control applications.

Index Terms:

Brushless dc (BLDC) servomotor drive, fuzzy controller, 
modeling, PID controller, transient and steady-state per-
formance.

I. INTRODUCTION:

In recent years, brushless dc (BLDC) machines have 
gained widespread use in electric drives. These machines 
are ideal for use in clean, explosive environments such as 
aeronautics, robotics, electric vehicles, food and chemical 
industries and dynamic actuation. Using these machines 
in high-performance drives requires advance and robust 
control methods. Conventional control techniques require 
accurate mathematical models describing the dynamics of 
the system under study. These techniques result in track-
ing error when the load varies fast and overshoot during 
transients. In lieu of provisions for robust control design, 
they also lack consistent performance when changes oc-
cur in the system.
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If advance control strategies are used instead, the system 
will perform more accurately or robustly. It is therefore, 
desired to develop a controller that has the ability to ad-
just its own parameters and even structure online, accord-
ing to the environment in which it works to yield satis-
factory control performance. An interesting alternative 
that could be investigated is the use of fuzzy logic control 
(FLC) methods. In the last decade, FLC has attracted con-
siderable attention as a tool for a novel control approach 
because of the variety of advantages that it offers over 
the classical control techniques.They are electronically 
commutated [3]. For the variable speed applications of 
BLDC motor, Proportional, Integral and Derivative (PID) 
motor control is commonly used control [4].Because; it 
has simple design and ease of control. However, its per-
formance depends on proportional, integral and deriva-
tive gains [5- 6]. When the operating condition changes, 
the re-tuning process of control gains is necessary for dy-
namically minimize the total controller error. 

The various algorithms are used to find optimal PID 
controller parameters such as Genetic Algorithm (GA) 
and Particle Swarm Optimization (PSO) [7-10].Particle 
Swarm Optimization (PSO) and genetic algorithm (GA) 
is given based on population size, generation number, se-
lection method, and crossover and mutation probabilities. 
There is no guarantee for finding optimal solutions for 
controllers within a finite amount of time. To overcome 
the problems in PID controller, fuzzy logic controller 
and hybrid fuzzy PID controllers can be designed for the 
speed control of BLDC motor. In this proposed research 
work, the speed control of BLDC motor was analyzed and 
its performance has been observed by using fuzzy logic 
controller and hybrid fuzzy PID [11- 13].The simulation 
results of two methods are studied and compared with 
conventional PI controller by using MATLAB/SIMU-
LINK computational software. The simulation results of 
proposed controllers are used to show the abilities and 
shortcomings of conventional PI controller.
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II. MODELING OF BLDC SERVO MOTOR 
DRIVE SYSTEM:

The BLDC servomotor drive system consisting of BLDC 
servomotor and IGBT inverter is modeled [1]–[4], [15] 
based on the assumptions that all the stator phase windings 
have equal resistance per phase; constant self and mutual 
inductances; power semiconductor devices are ideal; iron 
losses are negligible; and the motor is unsaturated.The 
equivalent circuit of the BLDC servomotor drive system 
is shown in Fig.1. The line to line voltage equations are 
expressed in matrix form as

 
Fig.1. Equivalent circuit of the BLDC servomotor 

drive system

Where Land Mare self-inductance and mutual inductance 
per phase; R is the stator winding resistance per phase; 
ea, eb ,and ec are the back EMFs of phases a, b, and c, 
respectively; ia,ib, And ic are the phase currents of phases 
a, b, and c, respectively. The electromagnetic torque de-
veloped by the motor can be expressed as

In this paper, PID and Fuzzy controller-based BLDC ser-
vomotor drive is developed and their performance is in-
vestigated during different operating conditions such as 
step change in reference speed, different system param-
eters, and sudden load disturbance.

 
Fig.2. Block diagram of the experimental setup.

III. DESIGN AND IMPLEMENTATION OF 
PID CONTROLLER:

Proportional-Integral-Derivative controllers [7]–[9] are 
widely used in industrial control systems as they require 
only few parameters to be tuned. The PID controllers 
have the capability of eliminating steady-state error due 
to integral action and can anticipate output changes due 
to derivative action when the system is subjected to a step 
reference input. The most popular PID tuning method is 
the Ziegler–Nichols method, which relies solely on pa-
rameters obtained from the system step response. The 
block diagram of the experimental set-up used for imple-
menting PID and fuzzy controller is shown in Fig. 2. The 
specifications of the BLDC servomotor are given in Ap-
pendix.The continuous control signal u(t)of the PID con-
troller [19] is given by

Where Kb is back EMF constant, E is back EMF per phase, 
and ω is the angular velocity in radians per second.The 
parameters of motor are phase resistance, phase induc-
tance, and inertia and friction of BLDC servomotor and 
load. It is necessary to determine the parameters of both 
BLDC servomotor and load so as to design conventional 
controllers like P, PI, and PID controllers.The parameters 
that are likely to vary during the working conditions are 
R, JM,JL, BM, and BL. These parameters can influence 
the speed response of the BLDC servomotor drive sys-
tem. Increase in the value of energy storage inertia ele-
ments JM and JL will increase the settling time of the 
speed response or vice versa. The decrease in the values 
of power consuming friction components BM and BL will 
increase the deceleration time of the speed response or 
vice versa. Another parameter, which is likely to vary dur-
ing working conditions is phase resistance of the BLDC 
servomotor due to addition of terminal resistance, change 
in resistance of phase winding, and change in on-state re-
sistance of IGBT switches due to change in temperature. 
The change in phase resistance can also affect the speed 
response of the BLDC servomotor drive system. Mixed 
combination of inertia, friction, and phase resistance of 
the BLDC servomotor may lead to large overshoots that 
are undesirable in most of the control applications. There-
fore, the BLDC servomotor drive system needs suitable 
controllers such as PID or Fuzzy controllers to speed up 
the response, reduce overshoot, and steady-state error to 
meet up the applications requirements.

Where f is the sampling frequency and T is the sampling 
rate. In this paper, a simple PID tuning method [8] that is 
based on system step response is used to determine the 
controller gains. This method provides a systematic ap-
proach to adjust the proportional gain in order to mini-
mize the overshoot.

Fig.3. Block diagram of a fuzzy inference system.

It is well known that the conventional PID controllers 
will yield better transient and steady-state responses, if 
the system parameters remain unchanged during the oper-
ating conditions. But the parameters of the practical sys-
tems change during operating conditions. As a result, the 
PID controllers failed to yield desired performance under 
nonlinearity, load disturbances, and parameter variations 
of motor and load. This has resulted in an increase in de-
mand for nonlinear controllers, intelligent and adaptive 
controllers.

IV. DESIGN AND IMPLEMENTATION OF 
FUZZY CONTROLLER:

There has been a significant and growing interest in the 
application of artificial intelligence type control tech-
niques such as neural network and fuzzy logic to control 
the complex, nonlinear systems. Fuzzy logic is applied 
in applications like washing machines, subway systems, 
video cameras, sewing machines, biomedical, and finance. 
Having understood the general behavior of the system, 
fuzzy logic enables the designer to describe the general 
behavior of the system in a linguistic manner by form-
ing IF–THEN rules that are in the form of statements. 
The great challenge is to design and implement the FLC 
quickly by framing minimum number of rules based on 
the knowledge of the system. The general FLC [4], [10]–
[12] consists of four parts as illustrated in Fig.3. They are 
fuzzification, fuzzy rule base, fuzzy inference engine, and 
defuzzification. The design steps are as follows. Step 1 
(Define inputs, outputs, and universe of discourse): The 
inputs are error E and change in error CE and the output 
is change in duty cycle ΔDC. The error is defined as the 
difference between the reference speed 
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II. MODELING OF BLDC SERVO MOTOR 
DRIVE SYSTEM:

The BLDC servomotor drive system consisting of BLDC 
servomotor and IGBT inverter is modeled [1]–[4], [15] 
based on the assumptions that all the stator phase windings 
have equal resistance per phase; constant self and mutual 
inductances; power semiconductor devices are ideal; iron 
losses are negligible; and the motor is unsaturated.The 
equivalent circuit of the BLDC servomotor drive system 
is shown in Fig.1. The line to line voltage equations are 
expressed in matrix form as

 
Fig.1. Equivalent circuit of the BLDC servomotor 

drive system

Where Land Mare self-inductance and mutual inductance 
per phase; R is the stator winding resistance per phase; 
ea, eb ,and ec are the back EMFs of phases a, b, and c, 
respectively; ia,ib, And ic are the phase currents of phases 
a, b, and c, respectively. The electromagnetic torque de-
veloped by the motor can be expressed as

In this paper, PID and Fuzzy controller-based BLDC ser-
vomotor drive is developed and their performance is in-
vestigated during different operating conditions such as 
step change in reference speed, different system param-
eters, and sudden load disturbance.

 
Fig.2. Block diagram of the experimental setup.

III. DESIGN AND IMPLEMENTATION OF 
PID CONTROLLER:
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to integral action and can anticipate output changes due 
to derivative action when the system is subjected to a step 
reference input. The most popular PID tuning method is 
the Ziegler–Nichols method, which relies solely on pa-
rameters obtained from the system step response. The 
block diagram of the experimental set-up used for imple-
menting PID and fuzzy controller is shown in Fig. 2. The 
specifications of the BLDC servomotor are given in Ap-
pendix.The continuous control signal u(t)of the PID con-
troller [19] is given by

Where Kb is back EMF constant, E is back EMF per phase, 
and ω is the angular velocity in radians per second.The 
parameters of motor are phase resistance, phase induc-
tance, and inertia and friction of BLDC servomotor and 
load. It is necessary to determine the parameters of both 
BLDC servomotor and load so as to design conventional 
controllers like P, PI, and PID controllers.The parameters 
that are likely to vary during the working conditions are 
R, JM,JL, BM, and BL. These parameters can influence 
the speed response of the BLDC servomotor drive sys-
tem. Increase in the value of energy storage inertia ele-
ments JM and JL will increase the settling time of the 
speed response or vice versa. The decrease in the values 
of power consuming friction components BM and BL will 
increase the deceleration time of the speed response or 
vice versa. Another parameter, which is likely to vary dur-
ing working conditions is phase resistance of the BLDC 
servomotor due to addition of terminal resistance, change 
in resistance of phase winding, and change in on-state re-
sistance of IGBT switches due to change in temperature. 
The change in phase resistance can also affect the speed 
response of the BLDC servomotor drive system. Mixed 
combination of inertia, friction, and phase resistance of 
the BLDC servomotor may lead to large overshoots that 
are undesirable in most of the control applications. There-
fore, the BLDC servomotor drive system needs suitable 
controllers such as PID or Fuzzy controllers to speed up 
the response, reduce overshoot, and steady-state error to 
meet up the applications requirements.

Where f is the sampling frequency and T is the sampling 
rate. In this paper, a simple PID tuning method [8] that is 
based on system step response is used to determine the 
controller gains. This method provides a systematic ap-
proach to adjust the proportional gain in order to mini-
mize the overshoot.

Fig.3. Block diagram of a fuzzy inference system.

It is well known that the conventional PID controllers 
will yield better transient and steady-state responses, if 
the system parameters remain unchanged during the oper-
ating conditions. But the parameters of the practical sys-
tems change during operating conditions. As a result, the 
PID controllers failed to yield desired performance under 
nonlinearity, load disturbances, and parameter variations 
of motor and load. This has resulted in an increase in de-
mand for nonlinear controllers, intelligent and adaptive 
controllers.

IV. DESIGN AND IMPLEMENTATION OF 
FUZZY CONTROLLER:

There has been a significant and growing interest in the 
application of artificial intelligence type control tech-
niques such as neural network and fuzzy logic to control 
the complex, nonlinear systems. Fuzzy logic is applied 
in applications like washing machines, subway systems, 
video cameras, sewing machines, biomedical, and finance. 
Having understood the general behavior of the system, 
fuzzy logic enables the designer to describe the general 
behavior of the system in a linguistic manner by form-
ing IF–THEN rules that are in the form of statements. 
The great challenge is to design and implement the FLC 
quickly by framing minimum number of rules based on 
the knowledge of the system. The general FLC [4], [10]–
[12] consists of four parts as illustrated in Fig.3. They are 
fuzzification, fuzzy rule base, fuzzy inference engine, and 
defuzzification. The design steps are as follows. Step 1 
(Define inputs, outputs, and universe of discourse): The 
inputs are error E and change in error CE and the output 
is change in duty cycle ΔDC. The error is defined as the 
difference between the reference speed 
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Nref and actual speed Nact and the change in error is de-
fined as the difference between the present Error e(k)and 
previous error e(k−1). The output, change in duty cycle 
ΔDC is the new duty cycle DC new that is used to control 
the voltage applied across the phase windings. The inputs 
and new duty cycle are described by

The speed range of the motor is taken as 0–4000 r/min 
based on the specifications of BLDC servomotor. The pos-
sible range of error is from−4000 to+4000 r/min. There-
fore, the universe of discourse for error can be defined to 
span between−4000 and+4000 r/min. Based on the study 
of PID controller-based BLDC servomotor drive system, 
the universe of discourse for change in error is chosen 
as+/−500 r/min.

Fig.4. Membership functions for Error E, Change in 
Error CE, and Change in Duty Cycle ΔDC.

The maximum and minimum value for the change in duty 
cycle are defined as −100% and+100%, respectively. To 
easily handle the large values of error and change in error 
and reduce the computation time so as to achieve faster 
control action, the inputs and output are normalized.

Step 2 (Defining fuzzy membership functions and rules):
To perform fuzzy computation, the inputs must be con-
verted from numerical or crisp value into fuzzy values and 
the output should be converted from fuzzy value to crisp 
value. The fuzzy input variables “error” and “change in 
error” are quantized using the following linguistic terms 
Negative N, Zero Z, and Positive P.

A fuzzy associative memory (FAM) expresses fuzzy logic 
rules in tabular form. A FAM matrix maps antecedents to 
consequents and is a collection of IF–THEN rules. Each 
composition involves three fuzzy variables and each fuzzy 
variable is further quantized into three. This has resulted 
in nine possible two inputs and single output FAM rules 
as illustrated in the Table I. The nine rules formulated for 
the proposed fuzzy logic control system are listed below.
R1. IF Error E is Negative NE and Change in Error CE is 
Negative NCE THEN Change in duty-cycle ΔDC is De-
crease D.This rule implies that when the system output is 
at R1, then the actual speed is greater than the reference 
speed (or set speed) and the motor is accelerating, so the 
duty cycle of the IGBTs of the Inverter module should 
be decreased so as to reduce the average voltage applied 
across the phase windings and bring the actual speed of 
the system close to the reference speed. 

R2. IF E is Negative NE and CE is Zero ZCE THEN ΔDC 
is Decrease D. R3. IF E is Negative NE and CE is Positive 
PCE THENΔDC is Decrease D. R4. IF E is Zero ZE and 
CE is Negative NCE THENΔDC is Decrease D. R5. IF E 
is Zero ZE and CE is Zero ZCE THENΔDC is No-Change 
NC. This rule implies that when the system output is at 
R5, then there should be a no change in the duty cycle as 
the actual speed has already reached steady state.R6. IF E 
is Zero ZE and CE is Positive PCE THENΔDC is Increase 
I. R7. IF E is Positive (PE) and CE is Negative (NCE) 
THEN ΔDC is Increase (I).This rule implies that when 
the system output is at R7, then the actual speed is lesser 
than the reference speed and the motor is decelerating, so 
the duty cycle of the IGBTs of the Inverter module should 
be increased so as to increase the average voltage applied 
across the phase windings and bring the actual speed of 
the system close to the reference speed.

R8. IF E is Positive PE and CE is Zero ZCE THENΔDC 
is Increase I.R9. IF E is Positive PE and CE is Positive 
PCE THENΔDC is Increase I.Finally, the fuzzy output 
is converted into real value output, i.e., crisp output by 
the process called defuzzification. Even though many de-
fuzzification methods are available, the most preferred 
one is centroid method because this method can easily 
be implemented and requires less computation time when 
implemented in digital control systems using microcon-
trollers or DSPs. The formula for the centroid defuzzifica-
tion method is given by

The fuzzy output variable “change in duty cycle” is quan-
tized using the following linguistic terms Decrease D, 
No-change NC, and Increase I. Fuzzy membership func-
tions are used as tools to convert crisp values to linguistic 
terms. A fuzzy variable can contain several fuzzy subsets 
within, depending on how many linguistic terms are used. 
Each fuzzy subset represents one linguistic term. Each 
fuzzy subset allows its members to have different grade 
of membership; usually the membership value lies in the 
interval [0, 1]. In order to define fuzzy membership func-
tion, the designer can choose many different shapes based 
on their preference and experience. The popular shapes 
are triangular and trapezoidal because these shapes are 
easy to represent designer’s ideas and they require less 
computation time. Therefore, triangular membership 
functions are used for inputs and output and are shown 
in Fig.4. In order to fine tune the controller for improv-
ing the performance, the adjacent fuzzy subsets are over-
lapped by about 25% or less. Instead of using mathemati-
cal formula, FLC uses fuzzy rules to make a decision and 
generate the control action. The rules are in the form of 
IF–THEN statements. There are nine rules framed for this 
system and they are illustrated in Fig. 5.

Fig.5. Illustration for the formation of rules for a typi-
cal under damped BLDC servomotor drive system.

TABLE I

The number of rules to be used to describe the system be-
havior is entirely based on the designer’s experience and 
the previous knowledge of the system. The performance 
of the controller can be improved by adjusting the mem-
bership function and rules.

Where z is the defuzzified value and μ(x)is the member-
ship value of memberx. This crisp value is used to control 
the duty cycle of the switching devices in the power in-
verter module so as to control the average voltage applied 
across the phase windings, hence the speed of the motor.

Fig. 6. Flowchart of a fuzzy controller program.

PWM1-PWM6 pins of Event Manager-A (EVA) module 
are used to generate gating signals. The program is writ-
ten for DSP using Code Composer Studio 3.0 software 
and the output file generated is downloaded from personal 
computer to the DSP.The PWM control technique is used 
to control the voltage applied across the windings in order 
to control the speed of the motor. The choice of 20-kHz 
PWM signal is made because of the absence of acous-
tic noise during the motor operation. The duty cycle of 
the 20-kHz signal generated by the DSP is varied to con-
trol the average current and average voltage of the phase 
windings, and hence the torque produced by the motor.
The duty cycle of the devices is controlled based on the 
fuzzy controller output. The expression for the average 
voltage applied across the winding is given by (20). The 
dc signal output of F/V converter is given as one of the 
input to analog-to-digital converter (ADC) of the DSP 
processor to determine the actual speed of the motor. The 
reference speed is set through a potentiometer and volt-
age follower and it is given as another input to the ADC 
converter to determine the reference speed. The other 
provisions to set the reference speed are by changing the 
value of the reference speed in the program or from watch 
window of code composer studio software. The function 
of the DSP processor is to compute the error and change 
in error, store these values, compute the fuzzy controller 
output, determine the new duty cycle for the switching 
devices, and perform electronic commutation. The PWM 
signals are generated for the IGBT switching devices us-
ing EVA module components such as timers, PWM chan-
nels, etc.
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Nref and actual speed Nact and the change in error is de-
fined as the difference between the present Error e(k)and 
previous error e(k−1). The output, change in duty cycle 
ΔDC is the new duty cycle DC new that is used to control 
the voltage applied across the phase windings. The inputs 
and new duty cycle are described by

The speed range of the motor is taken as 0–4000 r/min 
based on the specifications of BLDC servomotor. The pos-
sible range of error is from−4000 to+4000 r/min. There-
fore, the universe of discourse for error can be defined to 
span between−4000 and+4000 r/min. Based on the study 
of PID controller-based BLDC servomotor drive system, 
the universe of discourse for change in error is chosen 
as+/−500 r/min.

Fig.4. Membership functions for Error E, Change in 
Error CE, and Change in Duty Cycle ΔDC.

The maximum and minimum value for the change in duty 
cycle are defined as −100% and+100%, respectively. To 
easily handle the large values of error and change in error 
and reduce the computation time so as to achieve faster 
control action, the inputs and output are normalized.

Step 2 (Defining fuzzy membership functions and rules):
To perform fuzzy computation, the inputs must be con-
verted from numerical or crisp value into fuzzy values and 
the output should be converted from fuzzy value to crisp 
value. The fuzzy input variables “error” and “change in 
error” are quantized using the following linguistic terms 
Negative N, Zero Z, and Positive P.

A fuzzy associative memory (FAM) expresses fuzzy logic 
rules in tabular form. A FAM matrix maps antecedents to 
consequents and is a collection of IF–THEN rules. Each 
composition involves three fuzzy variables and each fuzzy 
variable is further quantized into three. This has resulted 
in nine possible two inputs and single output FAM rules 
as illustrated in the Table I. The nine rules formulated for 
the proposed fuzzy logic control system are listed below.
R1. IF Error E is Negative NE and Change in Error CE is 
Negative NCE THEN Change in duty-cycle ΔDC is De-
crease D.This rule implies that when the system output is 
at R1, then the actual speed is greater than the reference 
speed (or set speed) and the motor is accelerating, so the 
duty cycle of the IGBTs of the Inverter module should 
be decreased so as to reduce the average voltage applied 
across the phase windings and bring the actual speed of 
the system close to the reference speed. 

R2. IF E is Negative NE and CE is Zero ZCE THEN ΔDC 
is Decrease D. R3. IF E is Negative NE and CE is Positive 
PCE THENΔDC is Decrease D. R4. IF E is Zero ZE and 
CE is Negative NCE THENΔDC is Decrease D. R5. IF E 
is Zero ZE and CE is Zero ZCE THENΔDC is No-Change 
NC. This rule implies that when the system output is at 
R5, then there should be a no change in the duty cycle as 
the actual speed has already reached steady state.R6. IF E 
is Zero ZE and CE is Positive PCE THENΔDC is Increase 
I. R7. IF E is Positive (PE) and CE is Negative (NCE) 
THEN ΔDC is Increase (I).This rule implies that when 
the system output is at R7, then the actual speed is lesser 
than the reference speed and the motor is decelerating, so 
the duty cycle of the IGBTs of the Inverter module should 
be increased so as to increase the average voltage applied 
across the phase windings and bring the actual speed of 
the system close to the reference speed.

R8. IF E is Positive PE and CE is Zero ZCE THENΔDC 
is Increase I.R9. IF E is Positive PE and CE is Positive 
PCE THENΔDC is Increase I.Finally, the fuzzy output 
is converted into real value output, i.e., crisp output by 
the process called defuzzification. Even though many de-
fuzzification methods are available, the most preferred 
one is centroid method because this method can easily 
be implemented and requires less computation time when 
implemented in digital control systems using microcon-
trollers or DSPs. The formula for the centroid defuzzifica-
tion method is given by

The fuzzy output variable “change in duty cycle” is quan-
tized using the following linguistic terms Decrease D, 
No-change NC, and Increase I. Fuzzy membership func-
tions are used as tools to convert crisp values to linguistic 
terms. A fuzzy variable can contain several fuzzy subsets 
within, depending on how many linguistic terms are used. 
Each fuzzy subset represents one linguistic term. Each 
fuzzy subset allows its members to have different grade 
of membership; usually the membership value lies in the 
interval [0, 1]. In order to define fuzzy membership func-
tion, the designer can choose many different shapes based 
on their preference and experience. The popular shapes 
are triangular and trapezoidal because these shapes are 
easy to represent designer’s ideas and they require less 
computation time. Therefore, triangular membership 
functions are used for inputs and output and are shown 
in Fig.4. In order to fine tune the controller for improv-
ing the performance, the adjacent fuzzy subsets are over-
lapped by about 25% or less. Instead of using mathemati-
cal formula, FLC uses fuzzy rules to make a decision and 
generate the control action. The rules are in the form of 
IF–THEN statements. There are nine rules framed for this 
system and they are illustrated in Fig. 5.

Fig.5. Illustration for the formation of rules for a typi-
cal under damped BLDC servomotor drive system.

TABLE I

The number of rules to be used to describe the system be-
havior is entirely based on the designer’s experience and 
the previous knowledge of the system. The performance 
of the controller can be improved by adjusting the mem-
bership function and rules.

Where z is the defuzzified value and μ(x)is the member-
ship value of memberx. This crisp value is used to control 
the duty cycle of the switching devices in the power in-
verter module so as to control the average voltage applied 
across the phase windings, hence the speed of the motor.

Fig. 6. Flowchart of a fuzzy controller program.

PWM1-PWM6 pins of Event Manager-A (EVA) module 
are used to generate gating signals. The program is writ-
ten for DSP using Code Composer Studio 3.0 software 
and the output file generated is downloaded from personal 
computer to the DSP.The PWM control technique is used 
to control the voltage applied across the windings in order 
to control the speed of the motor. The choice of 20-kHz 
PWM signal is made because of the absence of acous-
tic noise during the motor operation. The duty cycle of 
the 20-kHz signal generated by the DSP is varied to con-
trol the average current and average voltage of the phase 
windings, and hence the torque produced by the motor.
The duty cycle of the devices is controlled based on the 
fuzzy controller output. The expression for the average 
voltage applied across the winding is given by (20). The 
dc signal output of F/V converter is given as one of the 
input to analog-to-digital converter (ADC) of the DSP 
processor to determine the actual speed of the motor. The 
reference speed is set through a potentiometer and volt-
age follower and it is given as another input to the ADC 
converter to determine the reference speed. The other 
provisions to set the reference speed are by changing the 
value of the reference speed in the program or from watch 
window of code composer studio software. The function 
of the DSP processor is to compute the error and change 
in error, store these values, compute the fuzzy controller 
output, determine the new duty cycle for the switching 
devices, and perform electronic commutation. The PWM 
signals are generated for the IGBT switching devices us-
ing EVA module components such as timers, PWM chan-
nels, etc.
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The flowchart for the fuzzy controller program is shown 
in Fig. 6. The steps involved are: Initialize, ADC to read 
actual and reference speeds, I/O ports to read hall se-
nor signals and generate commutation signals for IGBT 
switches, Timer1 to generate control action time and sam-
pling time to measure speed, Timer 2 to generate 20-kHz 
PWM signal, measure the reference and actual speeds, 
compute controller output, and initiate control action by 
changing the duty cycle of the IGBT switches. The con-
trol signals for the IGBTs are generated by AND ing com-
mutation signals with PWM signal. The driver circuits are 
designed to operate at high frequencies. The duty cycle 
of the IGBTs is varied so as to vary the average voltage 
applied across the winding, and hence the speed of the 
motor. The duty cycle is initially set more than 50% so 
as to allow sufficient current through the motor windings 
to start and run the motor with load. The time period of 
the PWM signal is chosen such that it is greater than the 
time constant of the motor so as to allow sufficient current 
through the windings and to produce the required torque 
during the normal operation [3], [4], [17], [18]. The PWM 
control signal of 20 kHz is generated at PWM1–PWM6 
pins of EVA module of DSP processor. The control action 
is initiated at every 1.5 ms using Timer1

Where ton is turn-on time, T is total time period of PWM 
signal, Vdc is the dc input voltage applied to the inverter, 
and Vo (avg) is the average dc voltage applied across the 
phase windings.

V. Hybrid PI-Fuzzy Controller:

The objective of the hybrid controller is to utilize the best 
attributes of the PI and fuzzy logic controllers to provide a 
controller which will produce better response than either 
the PI or the fuzzy controller. There are two major dif-
ferences between the tracking ability of the conventional 
PI controller and the fuzzy logic controller. Both the PI 
and fuzzy controller produce reasonably good tracking 
for steady-state or slowly varying operating conditions. 
However, when there is a step change in any of the op-
erating conditions, such as may occur in the set point or 
load, the PI controller tends to exhibit some overshoot or 
oscillations. The fuzzy controller reduces both the over-
shoot and extent of oscillations under the same operating 
conditions.

Fig.7 Structure of switching strategy results in a null 
fuzzy action.

V.MATLAB/SIMULINK RESULTS 
Case i: By using PID controllers

 
Fig.8. Simulink circuit for bldc drive for step change 

load by using pid controller

 

Fig. 9. Simulation results for Speed response of the 
PID controller-based BLDC servomotor drive for step 
change in reference speed with system parameters J1, 
R1 and 100%Load. (a) Reference speed; (b) Actual 

speed; (c) Error

Fig. 5. Speed response of the PID controller-based 
BLDC servomotor drive for step change in reference 
speed with system parameters J1, R1 and 20% Load. 
(a) Reference speed; (b) Actual speed; (c) Error; (d) 

%Duty cycle.

Although the fuzzy controller has a slower response by 
itself, it reduces both the overshoot and extent of oscil-
lations under the same operating conditions. The desire 
is that, by combining the two controllers, one can get the 
quick response of the PI controller while eliminating the 
overshoot possibly associated with it. Switching Control 
Strategy the switching between the two controllers needs 
a reliable basis for determining which controller would be 
more effective. The answer could be derived by looking at 
the advantages of each controller.

 Both controllers yield good responses to steady-state 
or slowly changing conditions. To take advantage of the 
rapid response of the PI controller, one needs to keep the 
system responding under the PI controller for a major-
ity of the time, and use the fuzzy controller only when 
the system behavior is oscillatory or tends to overshoot. 
Thus, after designing the best stand-alone PI and fuzzy 
controllers, one needs to develop a mechanism for switch-
ing from the PI to the fuzzy controllers, based on the fol-
lowing two conditions: 

1) Switch when oscillations are detected; 
2) Switch when overshoot is detected. 

The switching strategy is then simply based on the follow-
ing conditions: IF the system has an oscillatory behavior 
THEN fuzzy controller is activated, Otherwise PI con-
troller is operated. IF the system has an overshoot THEN 
fuzzy controller is activated, Otherwise PI controller is 
operated. The system under study is considered as having 
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The flowchart for the fuzzy controller program is shown 
in Fig. 6. The steps involved are: Initialize, ADC to read 
actual and reference speeds, I/O ports to read hall se-
nor signals and generate commutation signals for IGBT 
switches, Timer1 to generate control action time and sam-
pling time to measure speed, Timer 2 to generate 20-kHz 
PWM signal, measure the reference and actual speeds, 
compute controller output, and initiate control action by 
changing the duty cycle of the IGBT switches. The con-
trol signals for the IGBTs are generated by AND ing com-
mutation signals with PWM signal. The driver circuits are 
designed to operate at high frequencies. The duty cycle 
of the IGBTs is varied so as to vary the average voltage 
applied across the winding, and hence the speed of the 
motor. The duty cycle is initially set more than 50% so 
as to allow sufficient current through the motor windings 
to start and run the motor with load. The time period of 
the PWM signal is chosen such that it is greater than the 
time constant of the motor so as to allow sufficient current 
through the windings and to produce the required torque 
during the normal operation [3], [4], [17], [18]. The PWM 
control signal of 20 kHz is generated at PWM1–PWM6 
pins of EVA module of DSP processor. The control action 
is initiated at every 1.5 ms using Timer1

Where ton is turn-on time, T is total time period of PWM 
signal, Vdc is the dc input voltage applied to the inverter, 
and Vo (avg) is the average dc voltage applied across the 
phase windings.

V. Hybrid PI-Fuzzy Controller:

The objective of the hybrid controller is to utilize the best 
attributes of the PI and fuzzy logic controllers to provide a 
controller which will produce better response than either 
the PI or the fuzzy controller. There are two major dif-
ferences between the tracking ability of the conventional 
PI controller and the fuzzy logic controller. Both the PI 
and fuzzy controller produce reasonably good tracking 
for steady-state or slowly varying operating conditions. 
However, when there is a step change in any of the op-
erating conditions, such as may occur in the set point or 
load, the PI controller tends to exhibit some overshoot or 
oscillations. The fuzzy controller reduces both the over-
shoot and extent of oscillations under the same operating 
conditions.

Fig.7 Structure of switching strategy results in a null 
fuzzy action.
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VI.CONCLUSION:

This paper presented the design of a hybrid PI-fuzzy con-
trol system for the speed control of a brushless dc motor 
The performance of the fuzzy logic controller is better 
under transient conditions, while that of the proportional 
plus integral controller is superior near the steady state 
condition. The combined advantages of these two control-
lers can be obtained with hybrid PI-fuzzy speed control-
ler. Mathematical model of the BLDC motor is studied. 
Based on this, the modeling and simulation of the pro-
posed control system is done.

IEEE Trans. Edu., vol. 45, no. 4, pp. 364–370, Nov. 
2002.

[9] Q. Wang, T. Lee, H. Fung, Q. Bi, and Y. Zhang, “PID 
tuning for improved performance,”IEEE Trans. Contr. 
Syst. Technol., vol. 7, no. 4, pp. 457– 465, Jul. 1999.

[10] A. Rubaai, D. Ricketts, and M. D. Kankam, “Labo-
ratory implementation of a microprocessor-based fuzzy 
logic tracking controller for motion controls and drives,” 
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[12] M. A. Akcayol, A. Cetin, and C. Elmas, “An edu-
cational tool for fuzzy logic-controlled BDCM,” IEEE 
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The performance of the system using PI controller, fuzzy 
logic controller and hybrid PI- fuzzy controller are com-
pared. It is shown through extensive simulation that the 
performance of the Hybrid PI- Fuzzy controller is better 
than using PI controller and fuzzy controller alone for the 
speed control of BLDC motor.
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Abstract: Micro grids are normally operated in the grid-connected mode; however, it is also expected to provide sufficient 

generation capacity, controls, and operational strategies to supply at least a part of the load after being disconnected from the 

distribution system and to remain operational as a stand- alone (islanded) system. Traditionally, the inverters used in micro grids 

behave as current sources when they are connected to the grid and as voltage sources when they work autonomously. In this 

paper, a cascaded current–voltage control strategy is proposed for inverters to simultaneously improve the power quality of the 

inverter local load voltage and the current exchanged with the grid. It also enables seamless transfer of the operation mode from 

stand-alone to grid-connected or vice versa. The control scheme includes an inner voltage loop and an outer current loop, with 

both controllers designed using the H
∞
 repetitive control strategy. This leads to a very low total harmonic distortion in both the 

inverter local load voltage and the current exchanged with the grid at the same time. The proposed control strategy can be used to 

single-phase inverters and three-phase four-wire inverters. It enables grid-connected inverters to inject balanced clean currents to 

the grid even when the local loads (if any) are unbalanced and/or nonlinear. The simulation results shows the comparisons made 

to the current repetitive controller replaced with a current proportional–resonant controller are presented to demonstrate the 

excellent performance of the proposed strategy. 

Keywords: H∞ Control, Micro Grids, Power Quality, Repetitive Control, Seamless Transfer, Total Harmonic Distortion (THD). 

I. INTRODUCTION 

      In the last years, the use of electronic equipment drawing 

highly distorted currents has increased considerably. As a 

consequence different problems have appeared, among these, 

low power factor, low efficiency, interference by the EMI, 

overheat of passive elements. These issues have received 

special attention in the power electronics and power systems 

applications where the disturbances to cancel are composed 

of specific higher harmonics of the fundamental frequency of 

the power supply. An interesting solution to alleviate such 

problems, caused by a distorted load current, is the use of 

active filters based on voltage-sourced inverters (VSI). Micro 

grids are normally operated in the grid-connected mode; 

however, it is also expected to provide sufficient generation 

capacity, controls, and operational strategies to supply at 

least a part of the load after being disconnected from the 

distribution system and to remain operational as a standalone 

(islanded) system [1]–[6]. Traditionally, the inverters used in 

micro grids behave as current sources when they are 

connected to the grid and as voltage sources when they work 

autonomously [7]. This involves the change of the controller 

when the operational mode is changed from stand-alone to 

grid-connected or vice versa [8]. It is advantageous to operate 

inverters as voltage sources because there is no need to 

change the controller when the operation mode is changed. A 

parallel control structure consisting of an output voltage 

controller and a grid current controller was proposed in [8] to 

achieve seamless transfer via changing the references to the 

controller without changing the controller.  

     Another important aspect for grid connected inverters or 

micro grids is the active and reactive power control; see, e.g., 

[9] and [10] for more details. As nonlinear and/or unbalanced 

loads can represent a high proportion of the total load in 

small-scale systems, the problem with power quality is a 

particular concern in micro grids [11]. Another power quality 

problem in micro grids is the total harmonic distortion (THD) 

of the inverter local load voltage and the current exchanged 

with the grid (referred to as the grid current in this paper), 

which needs to be maintained low according to industrial 

regulations. It has been known that it is not a problem to 

obtain low THD either for the inverter local load voltage [15] 

or for the grid current .However, no strategy has been 

reported in the literature to obtain low THD for both the 

inverter local load voltage and the grid current 

simultaneously. This may even have been believed 

impossible because there may be nonlinear local loads. In 

this paper, a cascaded control structure consisting of an 

inner-loop voltage controller and an outer-loop current 

controller is proposed to achieve this, after spotting that the 
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inverter LCL filter can be split into two separate parts (which 

is, of course, obvious but nobody has taken advantage of it). 

The LC part can be used to design the voltage controller, and 

the grid interface inductor can be used to design the current 

controller. This paper has demonstrated that excellent 

performance can be achieved with an inner-loop repetitive 

controller. 

II. PROPOSED CONTROL SCHEME 

     It is worth noting that the local loads are connected in 

parallel with the filter capacitor. The current i1 flowing 

through the filter inductor is called the filter inductor current 

in this paper, and the current i2 flowing through the grid 

interface inductor is called the grid current in this paper. The 

control objective is to maintain low THD for the inverter 

local load voltage uo and, simultaneously, for the grid current 

i2.As a matter of fact, the system can be regarded as two 

parts, cascaded Together. Hence, a cascaded controller can be 

adopted and designed. The proposed controller, as shown in 

Fig. 1, consists of two loops: an inner voltage loop to regulate 

the inverter local load voltage uo and an outer current loop to 

regulate the grid current i2. According to the basic principles 

of control theory about cascaded control, if the dynamics of 

the outer loop is designed to be slower than that of the inner 

loop, then the two loops can be designed separately. As a 

result, the outer-loop controller can be designed under the 

assumption that the inner loop is already in the steady state, 

i.e., uo=uref. It is also worth stressing that the current 

controller is in the outer loop and the voltage controller is in 

the inner loop. This is contrary to what is normally done. 

 
Fig.1. Proposed cascaded current–voltage controller for 

inverters, where both controllers adopt the H∞ repetitive 

strategy. 

      In this paper, both controllers are designed using the H
∞
 

repetitive control strategy because of its excellent 

performance in reducing THD. The main functions of the 

voltage controller are the following: to deal with power 

quality issues of the inverter local load voltage even under 

unbalanced and/or nonlinear local loads, to generate and 

dispatch power to the local load, and to synchronize the 

inverter with the grid. When the inverter is synchronized and 

connected with the grid, the voltage and the frequency are 

determined by the grid. The main function of the outer-loop 

current controller is to exchange a clean current with the grid 

even in the presence of grid voltage distortion and/or 

nonlinear (and/or unbalanced for three-phase applications) 

local loads connected to the inverter. The current controller 

can be used for over current protection, but normally, it is 

included in the drive circuits of the inverter bridge. A phase-

locked loop (PLL) can be used to provide the phase 

information of the grid voltage, which is needed to generate 

the current reference iref. As the control structure described 

here uses just one inverter connected to the system and the 

inverter is assumed to be powered by a constant dc voltage 

source, no controller is needed to regulate the dc-link voltage 

(otherwise, a controller can be introduced to regulate the dc-

link voltage). Another important feature is that the grid 

voltage ug is fed forward and added to the output of the 

current controller. This is used as synchronization 

Mechanism and it does not affect the design of the controller, 

as will be seen later. 

III. DESIGN OF THE VOLTAGE CONTROLLER 

      The design of the voltage controller will be outlined 

hereinafter, following the detailed procedures proposed in 

[15]. A prominent feature different from what is known is 

that the control plant of the voltage controller is no longer the 

whole LCL filter but just the LC filter. 

A. State-Space Model of the Plant Pu 

     The corresponding control plant for the voltage controller 

consists of the inverter bridge and the LC filter (Lf and Cf). 

The filter inductor is modeled with a series winding 

resistance. The PWM block, together with the inverter, is 

modeled by using an average voltage approach with the 

limits of the available dc-link voltage [15] so that the average 

value of uf over a sampling period is equal to uu. As a result, 

the PWM block and the inverter bridge can be ignored when 

designing the controller. The filter inductor currenti1 and the 

capacitor voltage uc are chosen as state variable sxu=[i1uc] T. 

The external input wu=[i2 uref] T consists of the grid current i2 

and the reference voltage ref. The control input is uu. The 

output signal from the plant Pu is the tracking error eu=uref 

−uo, where uo= uc+Rd (i1−i2) is the inverter local load voltage. 

The plant Pu can be described by the state equation 

             (1) 

And the output equation 

         (2) 

With 

 

 

 
The corresponding plant transfer function is then 

                 (3) 

B. Formulation of the Standard H∞ Problem 

      In order to guarantee the stability of the inner voltage 

loop, an H
∞
 control problem, as shown in Fig. 2, is 

formulated to minimize the H
∞
 norm of the transfer function 
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= Fl ( ,Cu) from =[vu wu]
T
 to =[Zu1 Zu2]

T
, after 

opening the local positive feedback loop of the internal 

model and introducing weighting parameters ξu and μu. The 

closed loop system can be represented as 

                                   (4) 

Where is the generalized plant and Cu is the voltage 

controller to be designed. The generalized plant  consists of 

 
Fig.2. Formulation of the H

∞
 control problem for the 

voltage controller. 

      The original plant Pu, together with the low-pass filter 

Wu= which is the internal model for repetitive 

control. The details of how to select Wu can be found in 

weighting parameter ξu is added to adjust the relative 

importance of Vu with respect to Wu, and another weighting 

parameter μu is added to adjust the relative importance of uu 

with respect to bu. The parameters ξu and μu also play a role 

in guaranteeing the stability of the system; see more details in 

[12] and [14]. It can be found out that the generalized plant 

 is realized as 

               (5) 

     The controller Cu can then be found according to the 

generalized plant  using the H∞ control theory, e.g., by 

using the function hin fsyn provided in MATLAB. 

IV. DESIGN OF THE CURRENT CONTROLLER 

     As explained before, when designing the outer-loop 

current controller, it can be assumed that the inner voltage 

loop tracks the reference voltage perfectly, i.e., uo=uref. 

Hence, the control plant for the current loop is simply the 

grid inductor. The formulation of the H∞ control problem to 

design the H
∞
 Compensator Ci is similar to that in the case of 

the voltage control loop shown in Fig.2 but with a different 

plant Pi and the sub scripture placed with i. 

A. State-Space Model of the Plant Pi 

      Since it can be assumed that uo=uref, there is uo=ug+ ui or 

ui =uo−ug from i.e., ui is actually the voltage dropped on the 

grid inductor. The feed forwarded grid voltage ug provides a 

base local load voltage for the inverter. The same voltage ug 

appears on both sides of the grid interface inductor Lg, and it 

does not affect the controller design. Hence, the feed 

forwarded voltage path can be ignored during the design 

process. 

TABLE I: Parameters Of The Inverter 

 
       This is a very important feature. The only contribution 

that needs to be considered during the design process is the 

output ui of the repetitive current controller. The grid current 

i2 flowing through the grid interface inductor Lg is chosen as 

the state variable xi =i2. The external input is wi =iref, and the 

control input is ui . The output signal from the plant Pi is the 

tracking error ei =iref −i2, i.e., the difference between the 

current reference and the grid current. The plant Pi can then 

be described by the state equation 

                       (6) 

and the output equation 

        (7) 

Where 

 
 

The corresponding transfer function of Pi is 

                            (8) 

B. Formulation of the Standard H
∞
 Problem 

       Similarly, a standard H
∞
 problem can be formulated as in 

the case of the voltage controller shown in Fig.2, replacing 

the subscript u with i. The resulting generalized plant can be 

obtained as 

 (9) 

With weighting parameters ξi and μi and low-pass filter Wi = 

, which can be selected similarly as the 

corresponding ones for the voltage controller. The controller 

Ci can then be found according to the generalized 

plant using the H
∞
 control theory, e.g., by using the 

function h in fsyn provided in MATLAB. 

V. MATLAB/SIMULINK RESULTS 

     Simulation results of this paper is as shown in bellow 

Figs.3 to 12. 
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Case i: Linear Load 

 
Fig.3.simulink circuit for linear load h inf control 

 
Fig.4. Simulation Results for uact and uref for h inf 

controller. 

 
Fig.5. THD for uact. 

 
Fig.6. THD for uref. 

 

Fig.7. simulation results for uact and uref for PR controller. 

Case ii: Non Linear Load 

 
Fig.8.simulink circuit for non linear load. 

 
Fig.9.Simulation results for non linear load. 
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Fig.10. THD analysis for actual voltage. 

 
Fig.11. Simulation results for actual and reference values 

for fuzzy control technique. 

 
Fig.12. THD analysis for ref voltage by using fuzzy 

controller. 
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Abstract: Design of a fuzzy logic controller by using voltage as feedback for significantly improving the dynamic performance 

of proposed APF module. Utility distribution networks, sensitive industrial loads and critical commercial operations suffer from 

various types of outages and service interruptions which can cost significant financial losses. An active power filter implemented 

with a four-leg voltage-source inverter using a predictive control scheme is presented. The use of a four-leg voltage-source 

inverter allows the compensation of current harmonic components, as well as unbalanced current generated by single-phase 

nonlinear loads. A detailed yet simple mathematical model of the active power filter, including the effect of the equivalent power 

system impedance, is derived and used to design the predictive control algorithm. The compensation performance of the proposed 

active power filter and the associated intelligence control scheme under steady state and transient operating conditions is 

demonstrated to improve the power quality is simulated using MATLAB/SIMULINK. 

Keywords: Fuzzy Logic Controller, Active Power Filter, Current Control, Four-Leg Converters, Predictive Controlharmonics,  

Power Quality. 

I. INTRODUCTION 
     Increasing global energy consumption and noticeable 

environmental pollution are making renewable energy more 

important. Today, a small percentage of total global energy 

comes from renewable sources, mainly hydro and wind 

power. As more countries try to reduce greenhouse gas 

(GHG) emissions, new power generation capacity can no 

longer be met by traditional methods such as burning coal, 

oil, natural gas, etc. However, these DG units produce a wide 

range of voltages [1] due to the fluctuation of energy 

resources and impose stringent requirements for the inverter 

topologies and controls. To have sustainable growth and 

social progress, it is necessary to meet the energy need by 

utilizing the renewable energy resources like wind, biomass, 

hydro, co-generation, etc. In sustainable energy system, 

energy conservation and the use of renewable source are the 

key paradigm. The need to integrate the renewable energy 

like wind energy/PV into power system is to make it possible 

to minimize the environmental impact on conventional plant 

[1]. The integration of wind energy into existing power 

system presents technical challenges and that requires 

consideration of voltage regulation, stability, power quality 

problems.  

  The power quality is an essential customer-focused measure 

and is greatly affected by the operation of a distribution and 

transmission network. The issue of power quality is of great 

importance to the wind turbine [2]. There has been an 

extensive growth and quick development in the exploitation 

of wind energy in recent years. Although active power filters 

implemented with three-phase four-leg voltage-source 

inverters (4L-VSI) have already been presented in the 

technical literature [2]–[6], the primary contribution of this 

paper is a predictive control algorithm designed and 

implemented specifically for this application. Traditionally, 

active power filters have been controlled using pre-tuned 

controllers, such as PI-type or adaptive, for the current as 

well as for the dc-voltage loops [7], [8]. PI controllers must 

be designed based on the equivalent linear model, while 

predictive controllers use the nonlinear model, which is 

closer to real operating conditions. An accurate model 

obtained using predictive controllers improves the 

performance of the active power filter, especially during 

transient operating conditions, because it can quickly follow 

the current-reference signal while maintaining a constant dc-

voltage. So far, implementations of predictive control in 

power converters have been used mainly in induction motor 

drives [9]–[16].  

  Conventionally, PI, PD and PID controller are most popular 

controllers and widely used in most power electronic 

appliances however recently there are many researchers 

reported successfully adopted Fuzzy Logic Controller (FLC) 

to become one of intelligent controllers to their appliances 

[3]. With respect to their successful methodology 

implementation, this kind of methodology implemented in 

this paper is using fuzzy logic controller with feed back by 

introduction of voltage respectively. The introduction of 

change in voltage in the circuit will be fed to fuzzy controller 

to give appropriate measure on steady state signal. The fuzzy 
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logic controller serves as intelligent controller for this 

propose. This paper presents the mathematical model of the 

4L-VSI and the principles of operation of the proposed 

predictive control scheme, including the design procedure. 

The complete description of the selected current reference 

generator implemented in the active power filter is also 

presented. Finally, the proposed active power filter and the 

effectiveness of the associated control scheme compensation, 

power quality improvement is simulated using Matlab/ 

Simulink. 

II. FOUR-LEG CONVERTER MODEL 

      It consists of various types of power generation units and 

different types of loads. Renewable sources, such as wind 

and sunlight, are typically used to generate electricity for 

residential users and small industries. Both types of power 

generation use ac/ac and dc/ac static PWM converters for 

voltage conversion and battery banks for long term energy 

storage. These converters perform maximum power point 

tracking to extract the maximum energy possible from wind 

and sun. The electrical energy consumption behavior is 

random and unpredictable, and therefore, it may be single- or 

three-phase, balanced or unbalanced, and linear or nonlinear. 

An active power filter is connected in parallel at the point of 

common coupling to compensate current harmonics, current 

unbalance, and reactive power. It is composed by an 

electrolytic capacitor, a four-leg PWM converter, and a first-

order output ripple filter, as shown in Fig. 1. This circuit 

considers the power system equivalent impedance Zs , the 

converter output ripple filter impedance Zf , and the load 

impedance ZL.  

 
Fig. 1. Three-phase equivalent circuit of the proposed 

shunt active power filter. 

 
Fig.2. Two-level four-leg PWM-VSI topology. 

   The four-leg PWM converter topology is shown in Fig. 2. 

This converter topology is similar to the conventional three-

phase converter with the fourth leg connected to the neutral 

bus of the system. The fourth leg increases switching states 

from improving control flexibility and output voltage quality 

[19], and is suitable for current unbalanced compensation. 

The voltage in any leg x of the converter, measured from the 

neutral point (n), can be expressed in terms of switching 

states, as follows: 

                        (1) 

     The mathematical model of the filter derived from the 

equivalent circuit shown in Fig. 1 is 

                               (2) 

Where Req and Leq are the 4L-VSI output parameters 

expressed as The venin’s impedances at the converter output 

terminals Zeq. Therefore, the The venin’s equivalent 

impedance is determined by a series connection of the ripple 

filter impedance Zf and a parallel arrangement between the 

system equivalent impedance Zs and the load impedance ZL. 

                              (3) 

For this model, it is assumed that ZL_Zs , that the resistive 

part of the system’s equivalent impedance is neglected, and 

that the series reactance is in the range of 3–7% p.u., which is 

an acceptable approximation of the real system. Finally, 

                                  (4) 

III. REFERENCE CURRENT GENERATION SCHEME 

       A dq-based current reference generator scheme is used to 

obtain the active power filter current reference signals. This 

scheme presents a fast and accurate signal tracking 

capability. This characteristic avoids voltage fluctuations that 

deteriorate the current reference signal affecting 

compensation performance [20]. The current reference 

signals are obtained from the corresponding load currents as 

shown in Fig.3. This module calculates the reference signal 

currents required by the converter to compensate reactive 

power, current harmonic and current imbalance. The 

displacement power factor (sin φ(L) ) and the maximum total 

harmonic distortion of the load (THD(L) ) defines the 

relationships between the apparent power required by the 

active power filter, with respect to the load, as shown 

                                       (5) 

Where the value of THD(L) includes the maximum 

compensable harmonic current, defined as double the 

sampling frequency fs. The frequency of the maximum 

current harmonic component that can be compensated is 

equal to one half of the converter switching frequency. The 

dq-based scheme operates in a rotating reference frame; 

therefore, the measured currents must be multiplied by the 

sin(wt) and cos (wt) signals. By using dq-transformation, the 

d current component is synchronized with the corresponding 

phase-to-neutral system voltage, and the q current component 

is phase-shifted by 90◦. The sin(wt) and cos (wt) 

synchronized reference signals are obtained from a 
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synchronous reference frame (SRF) PLL [21]. The SRF-PLL 

generates a pure sinusoidal waveform even when the system 

voltage is severely distorted. Tracking errors are eliminated, 

since SRF-PLLs are designed to avoid phase voltage 

unbalancing, harmonics (i.e., less than 5% and 3% in fifth 

and seventh, respectively), and offset caused by the nonlinear 

load conditions and measurement errors [3], the relationship 

between the real currents iLx(t) (x = u, v,w) and the 

associated dq components (id and iq). 

 
Fig.3. dq-based current reference generator block 

diagram. 

                (6) 
   A low-pass filter (LFP) extracts the dc component of the 

phase currents id to generate the harmonic reference 

components id . The reactive reference components of the 

phase-currents are obtained by phase-shifting the 

corresponding ac and dc components of iq by 180◦. In order 

to keep the dc-voltage constant, the amplitude of the 

converter reference current must be modified by adding an 

active power reference signal ie with the d-component. The 

resulting signals i*d and i*q are transformed back to a three-

phase system by applying the inverse Park and Clark 

transformation, The cut off frequency of the LPF used in this 

paper is 20 Hz. 

                   (7) 

   The current that flows through the neutral of the load is 

compensated by injecting the same instantaneous value 

obtained from the phase-currents, phase-shifted by 180◦, as 

shown next. 

                                (8) 

    One of the major advantages of the dq-based current 

reference generator scheme is that it allows the 

implementation of a linear controller in the dc-voltage 

control loop. However, one important disadvantage of the dq-

based current reference frame algorithm used to generate the 

current reference is that a second order harmonic component 

is generated in id and iq under unbalanced operating 

conditions. The amplitude of this harmonic depends on the 

percent of unbalanced load current (expressed as the 

relationship between the negative sequence current iL,2 and 

the positive sequence current iL,1 ). The second-order 

harmonic cannot be removed from id and iq , and therefore 

generates a third harmonic in the reference current when it is 

converted back to abc frame [17]. Since the load current does 

not have a third harmonic, the one generated by the active 

power filter flows to the power system. 

 

A. DC Link Voltage Control 

    The dc-voltage converter is controlled with a traditional PI 

controller. This is an important issue in the evaluation, since 

the cost function is designed using only current references, in 

order to avoid the use of weighting factors. Generally, these 

weighting factors are obtained experimentally, and they are 

not well defined when different operating conditions are 

required. Additionally, the slow dynamic response of the 

voltage across the electrolytic capacitor does not affect the 

current transient response. For this reason, the PI controller 

represents a simple and effective alternative for the dc-

voltage control. The dc-voltage remains constant (with a 

minimum value of sqrt of 6vs(rms) ) until the active power 

absorbed by the converter decreases to a level where it is 

unable to compensate for its losses. The active power 

absorbed by the converter is controlled by adjusting the 

amplitude of the active power reference signal ie , which is in 

phase with each phase voltage. In the block diagram shown 

in Fig. 4, the dc-voltage vdc is measured and then compared 

with a constant reference value v*dc. The error (e) is 

processed by a PI controller, with two gains, Kp and Ti . 

Both gains are calculated according to the dynamic response 

requirement. Fig. 4 shows that the output of the PI controller 

is fed to the dc-voltage transfer function Gs which is 

represented by a first-order system. 

 
Fig. 4. DC-voltage control block diagram. 

                                          (9) 

   The equivalent closed-loop transfer function of the given 

system with a PI controller 

                         (10) 
Since the time response of the dc-voltage control loop does 

not need to be fast, a damping factor ζ = 1and a natural 

angular speed ωn = 2π · 100 rad/s are used to obtain a 

critically damped response with minimal voltage oscillation. 
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The corresponding integral time Ti = 1/a (13) and 

proportional gain Kp can be calculated as 

                                              (11) 

IV. INTRODUCTION TO FUZZY LOGIC 

CONTROLLE 

    L. A. Zadeh presented the first paper on fuzzy set theory in 

1965. Since then, a new language was developed to describe 

the fuzzy properties of reality, which are very difficult and 

sometime even impossible to be described using conventional 

methods. Fuzzy set theory has been widely used in the 

control area with some application to power system [5]. A 

simple fuzzy logic control is built up by a group of rules 

based on the human knowledge of system behavior. 

Matlab/Simulink simulation model is built to study the 

dynamic behavior of converter. Furthermore, design of fuzzy 

logic controller can provide desirable both small signal and 

large signal dynamic performance at same time, which is not 

possible with linear control technique. Thus, fuzzy logic 

controller has been potential ability to improve the robustness 

of converters.  

 
Fig.5. General Structure of the fuzzy logic controller. 

 
Fig.6. Block diagram of the Fuzzy Logic Controller (FLC) 

for proposed converter. 

   The basic scheme of a fuzzy logic controller is shown in 

Fig 5 and consists of four principal components such as: a 

fuzzy fication interface, which converts input data into 

suitable linguistic values; a knowledge base, which consists 

of a data base with the necessary linguistic definitions and 

the control rule set; a decision-making logic which, 

simulating a human decision process, infer the fuzzy control 

action from the knowledge of the control rules and linguistic 

variable definitions; a de-fuzzification interface which yields 

non fuzzy control action from an inferred fuzzy control 

action [10].The fuzzy control systems are based on expert 

knowledge that converts the human linguistic concepts into 

an automatic control strategy without any complicated 

mathematical model [10] as shown in Fig.6. 

 
Fig.7. Hysteresis current Modulation. 

With the hysteresis control, limit bands are set on either side 

of a signal representing the desired output waveform [6]. The 

inverter switches are operated as the generated signals within 

limits as shown in Fig.7. The control circuit generates the 

sine reference signal wave of desired magnitude and 

frequency, and it is compared with the actual signal. As the 

signal exceeds a prescribed hysteresis band, the upper switch 

in the half bridge is turned OFF and the lower switch is 

turned ON. As the signal crosses the lower limit, the lower 

switch is turned OFF and the upper switch is turned ON. The 

actual signal wave is thus forced to track the sine reference 

wave within the hysteresis band limits. 

VI. MATLAB MODELEING AND SIMULATION 

RESULTS  

     Fig.8. Matlab/Simulink Model of Proposed RES Fed 4-

Leg APF system with formal PI & Intelligence Controllers. 

Fig.9. Simulation results for APF with Formal PI Controller 

(a) Source Voltage. (b) Load current. (c) Compensator 

Current, (d) Neutral Current, (e) Source Current (f) DC Link 

Voltage. Here compensator is turned on at 0.05 seconds, 

before we get some harmonics coming from non-linear load, 

then distorts our parameters and get sinusoidal when 

compensator is in on. 



A Novel Improved Fuzzy Logic Controller Fed Active Compensation Scheme for Renewable Power Generation Systems  

International Journal of Scientific Engineering and Technology Research 

Volume.04, IssueNo.20, June-2015, Pages: 3778-3784 

 
Fig.8 Matlab/Simulink Model of Proposed RES Fed 4-Leg 

APF system with formal PI & Intelligence Controllers 

 

Case 1: Proposed RES Fed APF with Conventional PI 

Controller 

 
Fig.9. Simulation results for APF with Formal PI 

Controller (a) Source Voltage. (b) Load current. (c) 

Compensator Current. (d) Neutral Current, (e) Source 

Current (f) DC Link Voltage. 

 
Fig.10. Power Factor for APF with Conventional PI 

Controller. 

   Fig. 10 shows the power factor it is clear from the figure 

after compensation power factor is unity. 

 

 
Fig.11 FFT Analysis of Phase-A Source Current for 

without compensation scheme. 

      Fig.11 shows the FFT Analysis of Phase-A Source 

Current without any compensation, here we get 30.22%. 

 
Fig.12. FFT Analysis of Phase-A Source Current with PI 

Controlled APF. 
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   Fig.12 shows the FFT Analysis of Phase-A Source Current 

with PI Controlled APF, here we get 2.52%. 

Case2: Proposed APF with Intelligence based Fuzzy 

Controller 

 
Fig.13 Simulation results for APF with Fuzzy Controller 

(a) Source Voltage. (b) Load current. (c) Compensator 

Current. (d) Neutral Current, (e) Source Current (f) DC 

Link Voltage. 

   Fig.13 Simulation results for APF with Fuzzy Controller 

(a) Source Voltage. (b) Load current. (c) Compensator 

Current, (d) Neutral Current, (e) Source Current (f) DC Link 

Voltage. Here compensator is turned on at 0.05 seconds, 

before we get some harmonics coming from non-linear load, 

then distorts our parameters and get sinusoidal when 

compensator is in on. 

 
Fig.14. Power Factor for APF with Fuzzy Controller. 

 Fig.14 shows the power factor it is clear from the figure after 

compensation power factor is unity. 

 
Fig. 15 FFT Analysis of Phase-A Source Current with 

Fuzzy Controlled APF. 

   Fig.15 shows the FFT Analysis of Phase-A Source Current 

with Fuzzy Controlled APF, here we get 2.52%. 

V. CONCLUSION 

    This proposed model is implemented using Matlab 

Simulink software and the obtained resultant waveforms 

were evaluated and the effectiveness of the system stability 

and performance of power system have been established. 

Improved dynamic current harmonics and a reactive power 

compensation scheme for power distribution systems with 

generation from renewable sources has been proposed to 

improve the current quality of the distribution system. 

Advantages of the proposed scheme are related to its 

simplicity, modeling, and implementation. This paper has 

presented a novel control of an existing RES interfacing APF 

using conventional PI controller & fuzzy logic controller to 

improve the quality of power at PCC for a 3-phase 4-wire 

system. It has been shown that the APF system can be 

effectively utilized for power conditioning without affecting 

its normal operation of real power transfer. By using 

conventional controller we get THD value is 2.52%, but 

using the fuzzy logic controller THD value is 0.95%.  
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ABSTRACT 

This paper exhibits another multioutput converter for PMSG wind energy transformation framework (WCS). It 

comprises of a half-connect inverter in essential side and a flyback rectifier that is incorporated with an assistant 

buck converter in auxiliary. The essential switches control the principle yield voltage and the auxiliary 

synchronous switches control the assistant yield voltage. The primary focal points of the proposed converter are 

that the transformer size can be lessened because of the lower polarizing counterbalance present, all the switches 

including synchronous ones can accomplish the zero-voltage exchanging, and it has no cross regulation issues. 

The operational rule, examination, and outline contemplations of the proposed converter are exhibited in this 

paper. A reenactment and gear examination of the proposed topology has been done by using 

MATLAB/SIMULINK. 

Keywords: Buck, flyback, multioutput, synchronous switch, zero-voltage switching (ZVS), Wind energy 

conversion system. 

1. INTRODUCTION 

The idea of multi yield terminals can be connected to the renewable vitality framework like wind vitality 

transformation frameworks which is taking into account changeless magnet synchronous generator. This 

discovers significance in small scale network levels, remote town utility supply needs and so forth.  

2. PMSG-BASED WIND POWER CONVERSION SYSTEM 

2.1. Aerodynamic and Mechanical systems  

The operational execution of wind turbine can be demonstrated through a numerical connection between the 

wind speed Vw and mechanical force extricated as takes after:  

 (1) 

 

Proposed system block diagram 
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Fig. 1: The schematic representation of a PMSG-based WECS unit 

 

Fig. 2: Proposed Converter 

where Pwt is the separated force from the wind, ρ is the air thickness, r is the razor sharp edge range, and Cp is 

the force coefficient which is an element of both tip speed proportion, λ and sharpened steel pitch point, β . 

Numerical estimates have been produced to compute Cp as takes after:  

(2) 

 with  

(3) 

On the off chance that the air thickness and sharpened steel cleared range are constant, Pwt relies on upon the tip 

speed proportion and the turbine speed. The greatest yield force of the wind turbine is ascertained at the most 

extreme force change coefficient Cp max and the ideal tip speed proportion λopt :  

(4) 

 where , and ωt is the precise pace of the wind turbine sharpened steel. The greatest 

force is gotten by directing the turbine speed with regarded to the wind speed such that the most extreme force 

point following (MPPT) can be accomplished. The MPPT gives the reference power, Pref , for the network side 

converter talked about from now on. 

As of late, direct-determined PMSG has increased extensive enthusiasm because of its points of interest 

including no apparatus upkeep, unwavering quality and proficient vitality creation. In this way, investigation of 

element qualities of the determined train is turning into a worry of most extreme significance. In this paper, the 

determined train is spoken to by one-mass model:  

(5) 

where J is the consolidated idleness of turbine and generator, Twt is the streamlined torque delivered by the 

turbine, and Tg is the electrical torque.  

2.2 PMSG Representation  

The calculations connected with the PMSG displaying in abc reference edge are confounded and long. 

Normally, the dq0 or Park change is connected in the PMSG displaying. The electromagnetic comparisons of 
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PMSG are depicted taking into account the dq0 reference outline in which the q hub turns synchronously with 

the magnet flux ψ f as takes after:  

(6) 

(7) 

where Lsd , Lsq and Rs are the generator inductances and resistance, individually. ωg is the rakish rate of the g-

enerator. 

3. OPERATIONAL PRINCIPLE OF PROPOSED CONVERTER 

This multifunction is the outcome from the door sign controls of these switches, which will be dissected in the 

accompanying area. Fig. 2 demonstrates the circuit design of the proposed flyback converter with two yields. It 

comprises of a half-connect inverter from Conventional half-connect flyback converter with helper buck 

converter and got auxiliary rectifier from Integration of the optional switches.  

Fig. 3 demonstrates the key working waveforms of the proposed converter in the relentless state. Every 

exchanging period is subdivided into six modes and their operational modes are demonstrated in Fig. 4.  

The principle switch QM is worked in an obligation proportion of D, and the helper switch QA is worked 

corresponding to the primary switch QM. The optional switch QS2 is turned ON at the same time with QA, and 

QS1 is turned ON after QS2 is killed The principle and assistant yield can be managed by controlling the 

obligation proportions D and DS, separately, where D is the obligation proportion of the primary switch QM , 

and DS is the obligation proportion of the cover interim of QM and QS2 .  

So as to show the consistent state operation, a few suppositions are made as takes after:  

1) All parasitic parts aside from those predetermined in Fig. 2 is disregarded;  

2) The parasitic capacitances COSS1 and COSS2 of the essential switches are the same capacitance of C OSS ;  

 

Fig. 3: Key waveforms of the proposed converter 
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3) The yield voltages VO1 and VO2 , and blocking capacitor voltage VCB are consistent amid an exchanging 

cycle;  

4) the transformer turns proportion n = NP/NS .  

Mode 1 [t0–t1]: Mode 1 starts when the spillage current ilkg (t) comes to iLm(t) + iLO1 (t)/n. In the essential 

side, VS − VCB is connected to the transformer, so the charging current iLm(t) is straightly expanded. In the 

auxiliary side, the yield inductor current iLO1 (t) courses through the switch QS2 and the assistant yield is in 

fueling mode. ilkg (t), iLm(t), and iLO1 (t) can be communicated as takes after:  

ilkg (t) = iLm(t) + iLO1 (t)/n,                           (8) 

VS − VCB 

                                      iLm(t) =                      (t − t0) + iLm(t0 ),                 (9) 

Lm + Llkg 

  (10) 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Fig. 4: Operational modes of the proposed converter (a) Mode 1 (b)Mode 2 (c)Mode 3 (d)Mode 4 (e)Mode 

5 (f) Mode 6 (Gray line means non conducting device.) 
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Mode 2 [t1–t2]: In this mode, QS2 is killed. iLO1 (t) moves through QS1, so the helper yield goes into the 

freewheeling mode. iLO1 (t) is not reflected to the essential side. ilkg (t), iLm(t), and iLO1 (t) can be 

communicated as takes after:  

(11)                     

(12) 

Mode 3 [t2–t3]: Mode 3 starts when the fundamental switch QM is killed. It expect that ilkg (t) is consistent 

amid this mode. Accordingly, COSS1 and COSS2 are directly charged and released by ilkg (t), individually. In 

the optional side, the voltage of QS2 is likewise diminished. At the point when the essential voltage comes to 

−VCB, the ZVS of the switches QA and QS2 can be accomplished. ilkg (t), iLm(t), and iLO1 (t) can be 

communicated as takes after:  

ilkg (t) = iLm(t) = iLm(t2 ),                           (13) 

.           (14) 

Mode 4 [t3–t4 ]: Mode 4 starts when QA and QS2 are turned ON with ZVS. The force is exchanged from the 

essential side to the principle yield VO2 . The voltage over the spillage inductance is the distinction between the 

voltage reflected from the auxiliary side, nVO2 and the blocking capacitor voltage, VCB.  

The optional transformer current is n(iLm(t) − ilkg (t)) and the assistant yield is still in freewheeling mode. In 

this mode, the present moving through QS1 is the aggregate of iLO1 (t) and the switch QS2 current iS2 (t). ilkg 

(t), iLm(t), iLO1 (t), and the optional switch current iS2 (t) and iS1 (t) can be communicated as takes after:  

(15) 

(16) 

(17) 

iS2 (t) = n (iLm(t) − ilkg (t)) ,                  (18) 

iS1 (t) = iS2 (t) + iLO1 (t).                       (19) 

Mode 5 [t4–t5 ]: In this mode, QA is killed. COSS1 and COSS2 are reverberated with Llkg , and released and 

charged by ilkg (t), individually. In optional side, QS2 is still on state. ilkg (t), iLm(t), and iLO1 (t) can be 

communicated as takes after:  

(13) 

             (14) 

              (15) 



 

                                                  B. Vanitha  et.al.,/ International Journal of Engineering & Science Research 

 

 
Copyright © 2015 Published by IJESR. All rights reserved                                                                              1048 

 

where 

 

Mode 6 [t5–t6 ]: Mode 6 starts when QM is turned ON with ZVS. (Versus − VCB) + nVO2 is connected to the 

spillage inductance, so the spillage current ilkg (t) is quickly expanded. At the point when ilkg (t) scopes to 

iLm(t) + iLO1 (t)/n, this mode closes. ilkg (t), iLm(t), and iLO1 (t) can be communicated as takes 

  (16) 

(17) 

(18) 

4. SIMULATION RESULTS 

Simulation is performed using MATLAB/SIMULINK software. Simulink liabrary files include inbuilt models 

of many electrical and electronics components and devices such as diodes, MOSFETS, capacitors, inductors, 

motors, power supplies and so on. The circuit components are connected as per design without error, parameters 

of all components are configured as per requirement and simulation is performed. 

a) Wind turbine-generator set 

 

b) Wind torque 
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c) Generated voltages 

 

d) Converter output Vo1 

 

e) Converter output Vo2 

 

f) Simulation circuit 

 

g) Current through SW-QA 
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h) Voltage across SW QA 

 

i) Current through SW1 

 

j) Voltage across SW1 

 

5. CONCLUSION 

A new  multi-output converter configuration for PMSG wind energy system (WCS) is proposed here. Primary 

side half-connect inverter and a flyback rectifier with additional buck converter are used. The size of 

transformer can be reduced and switches life can be improved. This is studied using simulation in 

MATLAB/SIMULINK. 
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Abstract 

This paper presents the performance comparison of 

fuzzy logic controlled wind power systems based on 

two different induction generators wind turbine 

simulator for the maximum power extraction. The 

two induction machines studied for the comparison 

are the squirrel-cage induction generator (SCIG) and 

the doubly fed induction generator (DFIG). The 

techniques of direct grid integration, independent 

power control, and the droop phenomenon of 

distribution line are studied and compared between 

the SCIG and DFIG systems with fuzzy. Both systems 

are modeled in MATLAB/SIMULINK environment, 

and the operation is tested for the wind turbine 

maximum power extraction algorithm results. 

 

Index Terms—Doubly fed induction machines, field-

oriented control, Fuzzy logic controller, wind power 

system. 

 

I. INTRODUCTION 

Wind energy is an important source of electrical 

energy in years to come. Its main advantages come 

from the fact of being a renewable and environmental-

friendly energy. At the beginning it was cheap and 

very robust but the generated power quality was poor. 

Most of wind power installations were limited to a few 

hundred kilowatts connected to distribution grids [1]. 

Wind turbines and farms grew in size and ratio from 

the few hundred kilowatts to megawatts size. The 

increased rated power of wind farms to areas with 

good wind resources leads to a new problem approach 

– to which extent the wind power interferes to the 

power system. 

The increasing emphasis on renewable wind energy 

has given rise to augmented attention on more reliable 

and advantageous electrical generator systems. 

Induction generator systems have been widely used 

and studied in wind power system because of their 

advantages over synchronous generators, such as 

smaller size, lower cost and lower requirement of 

maintenance [1], [2]. The straightforward power 

conversion technique using squirrel cage induction 

generator (SCIG) is widely accepted in fixed speed 

applications with less emphasis on the high efficiency 

and control of power flow. However, such direct 

connection with grid would allow the speed to vary in 

a very narrow range and thus limit the wind turbine 

utilization and power output. Another major problem 

with SCIG power system is the source of reactive 

power; that is, an external reactive power compensator 

is required to hold the distribution line voltage and 

prevent the whole system from overload. On the other 

hand, the doubly fed induction generator (DFIG) with 

variable-speed ability has higher energy capture 

efficiency and improved power quality and thus has 

attracted more attentions. With the advent of power 

electronic techniques, a back-to-back converter, which 

consists of two bidirectional converters and a dc link, 

acts as an optimal operation tracking interface between 

generator and grid [3]–[5]. Field-oriented control 

(FOC) is applied to both rotor- and stator-side 

converters to achieve desirable control on voltage and 

power [6], [7]. Generally, the FOC has been presented 

based on DFIG mathematical equations only. 

However, a three-phase choke is commonly used to 

couple the stator-side converter into the grid. 

Therefore, this paper proposes the FOC schemes of 
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stator-side converter involving the choke, and it turns 

out that both stator- and rotor side converter voltages 

consist of a current regulation part and a cross-

coupling part. 

 

First, this paper presents a simulation setup to emulate 

the wind turbine operation in torque control mode and 

thus to obtain a power operation curve for optimal 

power control. Second, the modeling and simulation of 

SCIG and DFIG wind systems are studied. 

Comparison between SCIG without static Var 

compensator (STATCOM) and SCIG with STATCOM 

as well as DFIG system with fuzzy controller is clearly 

indicates difference in resulted distribution line 

voltage. 

 

II.MODELING OF WINDTURBINE 

Wind energy is extracted through wind turbine blades 

and then transferred by the gearbox and rotor hub to 

the mechanical energy in the shaft, which drives the 

generator to convert the mechanical energy to 

electrical energy.  

(1) 

where Pm is the mechanical output power in watts, 

which depends on power performance coefficient Cp, 

air density ρ, turbine swept area A, and wind speed 

is equal kinetic energy contained 

in the wind at a particular speed vw. The performance 

coefficient Cp(λ, β), which depends on tip speed ratio 

λ and blade pitch angle β, determines how much of the 

wind kinetic energy can be captured by the wind 

turbine system. A nonlinear model describes Cp(λ, β)  

(2) 

Where Rblade and ωr are the blade radius and angular 

frequency of rotational turbine as depicted in Fig. 1. 

The Cp−λ curve for this particular turbine model at 

different β is shown in Fig. 2 where it is illustrated 

that, to achieve maximum Cp, one has β = 0◦ and λ = 

8. The blade with fixed geometry will have fixed C 

p−λ characteristics, as described in (2) and (3). 

Therefore, to track the optimal output power, the curve 

of Pm –ωr is the “map” to follow. 

 

In order to experimentally investigate the operation of 

wind turbine, a wind turbine emulator system is built 

to operate in torque control mode, using (1) 

(3) 

Where Cm is the torque performance coefficient. It is 

dependent on ωr, vw, and β. Thus, based on turbine 

Cp−λ model and by assuming β = 0◦, the Cm−λ curve 

is given in Fig. 3. At any particular vw, one could 

obtain different torque and, thus, power output by 

varying rotor speed. The system configuration is 

shown in Fig. 4, where the ωr is fed back to the 

controller for calculating Cm and, then, torque 

command.  

 

 
Fig. 1. Schematics of turbine blade from different 

views. 

 

 
Fig:2. curve for the turbine model 

 

 
Fig.3. Cm−λ curve for the turbine emulator 
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Fig. 4. Wind turbine emulator system 

 

III. DESCRIPTION OF SCIG 

The schematics of the SCIG system Fig. 5 shows 

including the wind turbine, pitch control, and reactive 

power compensator. The entire system includes three 

stages for delivering the energy from wind turbine to 

the power grid. The first one is wind farm stage which 

handles with low voltage Vwt, the second is distribution 

stage which has medium voltage Vdis, and the third is 

grid transmission stage which has high voltage Vgrid. 

The three-phase transformers take care of the interface 

between stages [9]. As mentioned, nominal power 

PnSCIG is considered as active power reference to 

regulate the pitch angle while Vdis and Idis denote the 

distribution line-to-line voltage and phase current, and 

they are monitored to favor the reactive power 

compensation for distribution line. This fairly 

straightforward technique was first used since it is 

simple and has rugged construction, reliable operation, 

and low cost. However, the fixed-speed essential and 

potential voltage instability problems severely limit the 

operations of wind turbine [1], [3]. Since SCIG is of 

fixed-speed generator, for a particular wind speed, the 

output active power is fixed as well. Thus, with the 

increase of wind speed, so does the output power until 

the nominal power is reached. The wind speed at this 

moment is called nominal wind speed so does the 

output power until the nominal power is reached. The 

wind speed at this moment is called nominal wind 

speed. Beyond this speed, the pitch angle system will 

prevent the output power from exceeding the nominal 

value. That is, when the wind speed is below nominal 

value, the power capture can vary with the change of 

wind speed; and when the wind speed is above 

nominal value, the pitch angle control system will limit 

the generated power by changing the pitch angle. In 

such way, the output power will be stabilized at 

nominal value where the wind speed is always above 

nominal speed. The pitch angle is determined by an 

open loop control of regulated output active power and 

by that shown in Fig. 6. Due to the huge size of blade 

and, thus, inertia, pitch angle has to change in a slow 

rate and a reasonable range. It is also worthy to notice 

that, without reactive power source, in Section V, the 

SCIG system tends to lead to a voltage droop in 

distribution line which will cause overload problem. In 

the simulation section, the comparison between SCIG 

system with and without STATCOM is conducted. 

 

 
Fig. 5. SCIG wind power system topology 

 

 
Fig. 6. Pitch angle control 

 

IV. DFIG WIND POWER SYSTEM 

Traditionally, the dynamic slip control is employed to 

fulfill the variable-speed operation in wind turbine 

system, in which\ the rotor windings are connected to 

variable resistor and control the slip by the varied 

resistance [3], [10]. This type of system can achieve 

limited variations of generator speed, but external 

reactive power source is still necessary. Consequently, 

to completely remove the reactive power compensation 

and to control both active and reactive power 

independently, DFIG wind power system is one of 

most popular methods in wind energy applications [1], 

[3], [7]. This paper reproduces DFIG model first of all 

and then concentrates on the controlling schemes of 

power converters, in which the active and reactive 

power are controlled independently. In particular, the 
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stator-side converter control involving an RL series 

choke is proposed. 

 

Both controlling of rotor- and stator-side converter 

voltages end up with a current regulation part and a 

cross-coupling part. 

 

The wind turbine driving DFIG wind power system 

consists of a wound-rotor induction generator and an 

ac/dc/ac insulated gate bipolar transistor (IGBT)-based 

pulse width-modulated (PWM) converter (back-to-

back converter with capacitor dc link), as shown in 

Fig. 7. In this configuration, the back-to-back 

converter consists of two parts: the stator-/grid-side 

converter and the rotor-side converter. Both are 

voltage source converters using IGBTs, while a 

capacitor between two converters acts as a dc voltage 

source. The generator stator windings are connected 

directly to grid (with fixed voltage and frequency of 

grid) while the rotor winding is fed by rotor-side 

converter through slip rings and brushes, at variable 

frequency. 

 

The control system is divided into two parts—stator-

side converter control system and rotor-side converter 

control system. An equivalent circuit of DFIG is 

depicted in Fig. 8, and the relation equations for 

voltage V , current I, flux Ψ, and torque Te  are: 

(4) 

(5) 

(6) 

(7) 

(8) 

 
Fig. 7. Wind turbine–doubly fed induction generator 

system configuration. 

 

A. Rotor-Side Converter Control 

If the derivative parts in (5) are neglected, one can 

obtain stator flux as 

 

Because of being directly connected to the grid, the 

stator voltage shares constant magnitude and frequency 

of the grid. 

(9) 

 

One could make the d-axis align with stator voltage 

vector; it is true that Vs = Vds and Vqs = 0, thus Ψs = 

Ψqs and Ψds = 0, which is of stator-voltage-oriented 

vector control scheme, as depicted in Fig. 8. According 

to (7)–(9), the rotor-side converter reference current is 

derived as 

(10) 
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Fig. 10. Rotor-side converter control scheme 

 

B. Stator-Side Converter Control 

Concerning the use of three-phase series RL choke 

between stator- and stator-side converter, a cross-

coupling model is required to derive the voltage signal 

of stator-side converter, as described in Fig. 11 

(11) 

The coupling part of voltage signals V 2
dch and V2

qch  is 

expressed as 

(12) 

(13) 

the stator-side converter voltage signals Vdsc and 

Vqsc are obtained as follows and depicted in Fig. 11 

(14) 

 
Fig. 11. Stator-side converter control scheme. 

 

V. FUZZY LOGIC CONTROL 

In FLC, basic control action is determined by a set of 

linguistic rules. These rules are determined by the 

system. Since the numerical variables are converted 

into linguistic variables, mathematical modeling of the 

system is not required in FC. The FLC comprises of 

three parts: fuzzyfication, interference engine and de-

fuzzyfication. The FC is characterized as; i.seven 

fuzzy sets for each input and output. ii.Triangular 

membership functions for simplicity. iii.Fuzzification 

using continuous universe of discourse. iv. Implication 

using Mamdani ‟ s „min ‟ operator. v. Defuzzification 

using the „height‟ method.. 

 
Fig 13.Fuzzy Logic Controller 

 
FUZZY RULES 

Fuzzification 

Membership function values are assigned to the 

linguistic variables, using seven fuzzy subsets: NB 

(Negative Big),NM(Negative Medium), NS (Negative 

Small), ZE (Zero), PS (Positive Small),PM(Positive 

Medium) and PB (Positive Big). The partition of fuzzy 

subsets and the shape of membership function adapt 

the shape up to appropriate system. The value of input 

error E(k) and change in error CE(k) are normalized by 

an input scaling factor. 

 

 In this system the input scaling factor has been 

designed such that input values are between -1 and+1. 

The triangular shape of the membership function of 

this arrangement presumes that for any particular input 

there is only one dominant fuzzy subset.  
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Interference Method  

Several composition methods such as Max–Min and 

Max-Dot have been proposed in the literature. Inthis 

paper Min method is used. The output membership 

function of each rule is given by the minimum operator 

and maximum operator. Table 1shows rule base of the 

FLC Defuzzification 

 

As a plant usually requires a non-fuzzy value of 

control, a defuzzification stage is needed. To compute 

the output of the FLC, „height‟ method is used and the 

FLC output modifies the control output. Further, the 

output of FLC controls the switch in the inverter.. In 

order to control these parameters, they are sensed and 

compared with the reference values. To achieve this, 

the membership functions of FC are: error, change in 

error and output as shown in Figs.14(a), (b). 

 

In the present work, for fuzzification, non-uniform 

fuzzifier has been used. If the exact values of error and 

change in error are small, they are divided conversely 

and if the values are large, they are divided coarsely. 

Where α is self-adjustable factor which can regulate 

the whole operation. E is the error of the system, C is 

the change in error and u is the control variable. A 

large value of error E indicates that given system is not 

in the balanced state. If the system is unbalanced, the 

controller should enlarge its control variables to 

balancethe system as early as possible. One the other 

hand, small value of the error E indicates that the 

system isnear to balanced state. Overshoot plays an 

important role in the system stability. 

 

Less overshootis requiredfor system stability and in 

restraining oscillations. C in (12) plays an important 

role, while the role of E isdiminished. The 

optimization is done by α. The set of FC rules is made 

using Fig.14 is given in Table 1. 

 

VI.SIMULATION RESULTS 

Case i: By using PI controller 

 
Fig.14. Simulink circuit for SCIG without STATCOM 

 

 
Fig. 15. Simulation results for SCIG system: (a) wind 

speed vw; (b) active power P; (c) reactive power Q;  

(d) pitch angle β. 
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Fig.16. distribution voltage 

 

 

 
Fig.17. Simulink circuit for SCIG with STATCOM 

 

 
Fig. 18. Simulation results for SCIG system: (a) wind 

speed vw; (b) active power P; (c) reactive power Q;  

(d) pitch angle β. 

 

 
Fig.19. distribution voltage 

 
Fig.20. Simulink circuit for DFIG with STATCOM 

 

 
Fig. 21. Simulation results for DFIG system: (a)dc link 

voltage (b) active power P; (c) reactive power Q;  (d) 

wind speed 

 

 
Fig.22. Simulation result for distribution voltage 

 

Case ii: By using fuzzy controller 

 
Fig.23.Simulink circuit for DFIG with statcom by 

fuzzy controller 
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Fig. 24.. Simulation results for DFIG system: (a) wind 

speed vw; (b) active power P; (c) reactive power Q;  

(d) pitch angle β. 

 

 
Fig.25. Simulation result for distributed voltage 

 

VII. CONCLUSION 

This paper proposes the performance comparison of 

fuzzy logic controlled wind power systems. This paper 

has presented the comparison of the wind turbine 

systems using SCIG and DFIG generator systems. A 

SCIG and a DFIG with fuzzy wind power systems are 

modelled and simulated in Mat lab/Simulink. The 

SCIG system presents the need of external reactive 

power source to support grid voltage, and it can keep 

the output power at the nominal level by pitch control 

but cannot accordingly change the rotor speed to 

achieve maximum wind power capture at different 

wind speeds. In contrast, the DFIG with fuzzy system 

does not need reactive power compensator to hold 

distribution line voltage and achieves optimal active 

power controlling. Both voltage control schemes for 

two converters consist of a current regulation part and 

a cross-coupling part. The turbine emulator system 

performs well and follows the theoretical and 

simulated maximum power extraction points in 

different operating conditions. 

By using pi controller distributed voltage settling time 

is at 0.5 sec, but after using fuzzy controller the 

settling time is below 0.5 sec.  
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Abstract—The main objectives of this paper is aimed to 

control the position of a field oriented Induction Servo 

motor drive for a given reference input signal in a very 

efficient way and to compare the two control schemes 

using Matlab/Simulink. To determine a PI control system 

which is insensitive to uncertainties, including parameter 

variations and external disturbances in the whole control 

process. To determine an adaptive sliding-mode control 

system which adjusts the bound of uncertainties in real 

time and also reduces the chattering phenomena in the 

control effort using a simple adaptive algorithm. The 

simulation result of the control schemes for a given 

Induction Motor. 

Index Terms— Field oriented induction servo motor, 

PWM inverter and sliding mode control system 

I. INTRODUCTION 

With the well known merits of reliability, simple 

construction and low weight, Induction Motors have 

been gradually utilized in place of DC Motors 
[5]

 which 

suffer from the draw backs of spark, corrosion and 

necessity of maintenance. Induction Motor due to their 

ruggedness, ease of maintenance and low cost are 

widely used in domestic applications and industrial 

sectors with wide range in rating from a few hundred 

watts to few mega watts. The torque control in an 

Induction Motor is a basic problem due to its non linear 

characteristics. In order to achieve both high dynamic 

performance and high power efficiency, squared rotor 

flux has to be precisely controlled with the motor speed 

and torque because the power efficiency in Induction 

Motors in steady state operation is related to the 

squared rotor flux. Due to the advances in power 

electronics and microprocessors, Induction Motor 

drives used in variable speed and position Control have 

become more attractive in industrial Processes such as 

robot manipulates factory automations and 

transportation applications. 

A proportional-integral-derivative controller (PID 

controller) is shown in figure 1, it is a common 

feedback loop component in industrial control systems. 

The controller takes a measured value from a process 

or other apparatus and compares it with a reference set 

point value. The difference (or "error" signal) is then 

used to adjust some input to the process in order to 

bring the process' measured value to its desired set 

point. Unlike simpler controllers, the PID 
[3]

 can adjust 

process outputs based on the history and rate of change 

of the error signal, which gives more accurate and 

stable control. In contrast to more complex algorithms 

such as optimal control theory, PID controllers can 

often be adjusted without advanced mathematics. 

However, pushing robustness and performance to the 

limits requires a good understanding of the theory and 

controlled process. 

 

Fig 1: Block diagram of PID Controller 

II. NEED FOR SLIDING MODE CONTROL 

SCHEME 

Computed torque or inverse dynamics technique 
[2]

 is a 

special application of feedback linearization of 

nonlinear systems. The computed torque controller is 

utilized to linearize the nonlinear equation of robot 

motion by cancellation of some, or all, nonlinear terms. 

Then, a linear feedback controller is designed to 

achieve the desired closed-loop performance. 

Consequently, large control gains are often required to 

achieve robustness and ensure local stability. 

Thus, it is natural to explore other nonlinear controls 

that can circumvent the problem of uncertainties in the 

computed torque approach and to achieve better 

compensation and global stability. 
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Fig 2: Block diagram of SMC for Second order system 

Variable Structure Control (VSC)
[1]

 with sliding mode, 

or sliding mode control (SMC), is one of the effective 

nonlinear robust control approaches since it provides 

system dynamics with an invariance property to 

uncertainties once the system dynamics are controlled 

in the sliding mode. The first step of SMC design is to 

select a sliding surface that models the desired closed-

loop performance in state variable space. Then the 

control should be designed such that system state 

trajectories are forced toward the sliding surface and 

stay on it. The system state trajectory in the period of 

time before reaching the sliding surface is called the 

reaching phase. Once the system trajectory reaches the 

sliding surface, it stays on it and slides along it to the 

origin. 

The system trajectory sliding along the sliding surface 

to the origin is the sliding mode. The insensitivity of 

the control system to the uncertainties exists in the 

sliding mode, but not during the reaching phase. In 

variable structure control with Sliding mode, the 

system structure is switched and the system state 

crosses the predetermined hyper-plane, so that the 

system slides along the reference trajectory. 

The resultant characteristic of the system may become 

far different from those of the original system and it 

has been known that the system becomes to be immune 

to the parameter variations and disturbances. In an 

ideal system, the switching frequency can be very high 

and the state slides smoothly on the reference 

trajectory. In real systems however, such as digital 

control systems the switching rate should be limited. 

Accordingly the system state chatters around the 

sliding line and the limit cycle occurs even in the 

steady state. SMC is robust with respect to matched 

internal and external disturbances. 

SMC techniques are applicable to any minimum phase 

systems with relative degree less than the system order. 

The control algorithm is based on the model of the 

motor in a frame rotating with stator current vector, 

which is rarely used in the field oriented control. 

 

 

III. DESIGNING OF TOTAL SLIDING 

MODE CONTROLLER 

Sliding mode controller is suitable for a specific class 

of nonlinear systems. This is applied in the presence of 

modeling inaccuracies, parameter variation and 

disturbances, provided that the upper bounds of their 

absolute values are known. Modeling inaccuracies may 

come from certain uncertainty about the plant (e.g. 

unknown plant parameters), or from the choice of a 

simplified representation of the system dynamic. 

Sliding mode controller design provides a systematic 

approach to the problem of maintaining stability and 

satisfactory performance in presence of modeling 

imperfections. 

A sufficient condition for this behavior is to choose the 

control law, so that 

               ((3.1) 

In the presence of modeling imperfection and 

disturbance 

Let                     e=ωr-ω
*
                       (3.2) 

IV. SIMULATION 

To evaluate the proposed algorithm for the rotor flux 

and speed estimation, computer simulations have been 

conducted using MATLAB. 
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Fig 3: Vector control of Induction Motor with PI 

controller 

 
Fig 4: Simulation result for PI controller 
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Fig 5: Vector control of Induction Motor with SMC 

controller 

 

Fig 6:  Simulation results for SMC controller 

V. CONCLUSIONS 

The position of a field oriented Induction Servo motor 

drive for a given reference input signal in a very 

efficient way is simulated in Matlab/Simulink and 

comparison with different control schemes like PI 

control system, adaptive sliding-mode control system 

which adjusts the bound of uncertainties in real time 

and also reduces the chattering phenomena in the 

control effort using a simple adaptive algorithm. The 

simulation result of the control schemes for a given 

Induction Motor. 
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Abstract: This paper presents a control strategy of three-phase voltage source inverter for a distributed generation system in a 

standalone operation. The proposed adaptive voltage control technique combines an adaption control term and a state feedback 

control term. The algorithm is easy to implement, but it is very robust to system uncertainties and sudden load disturbances.  The  

proposed  control  strategy  guarantees  excellent  voltage  regulation  performance  (i.e.,  fast  transient  response, zero steady-

state error, and low THD) under various types of loads such as balanced load, unbalanced load, and  nonlinear load. The 

simulation results are implemented using MATLAB/Simulink. 

Keywords: Adaptive Control, Distributed Generation (DG) System (DGS), Load Current Observer, Stand-Alone, Three-Phase 

Inverter, Voltage Control. 

I. INTRODUCTION 

      In  recent years, eco-friendly distributed generation 

systems  (DGS) such as wind turbines, solar cells, and fuel 

cells are dramatically growing because they can fulfill the 

increasing demand of electric power due to the rapid growth 

of the economy and  strict environmental regulations 

regarding greenhouse  gas emissions.  Generally, the DGSs 

are interconnected in parallel with the electric utility grid and 

provide maximum electric power to the grid. However, there 

are some areas (e.g., remote islands or villages) where the 

connection to the grid is expensive or impractical and then 

small scaled standalone DGSs are the only efficient and 

economical options. In such DGSs, depending on consumers‟ 

power demand, there are situations where some DGSs 

operate in parallel or independently. In either case, a stable 

operation of each DGS unit is as important as the stability of 

the parallel operating DGSs in which the proper load sharing 

of each unit is one of main research issues since the voltage 

controller is commonly used in a single DGS unit or multiple 

DGS units. For this reason, the voltage controller design for a 

single DGS unit, which can guarantee a good voltage 

regulation under unbalanced and nonlinear loads, is an 

interesting topic in the field of the DGSs control.  

     For  the  purpose  of  improving  the  quality  of  inverter  

output  voltage,  many  researchers  are  working  on  

designing  the  controllers for dc–ac power converters. In a 

control scheme based on the transfer function of the nominal 

plant is proposed for an electronically coupled DG unit in an 

islanded mode. This control method is suitable for a pre-

specified and balanced load condition, but cannot cover the 

large load variations. In a robust controller is developed for 

balanced and unbalanced systems, which considers the 

uncertainties of the load parameters. However, nonlinear load 

is not fully addressed. In a repetitive control is used to 

regulate the UPS inverters. However, the slow response and 

lack of the systematic method to stabilize the error dynamics 

with the repetitive control are being the main problems.  In  

an  alternative  control  strategy  with  a  feed  forward  

compensation  component  can significantly mitigate the 

effect of load disturbance and make the controller design 

simple. Nevertheless, the application of this method is mainly 

limited to balanced load conditions. In a current control 

technique based on the spatial repetitive control is applied to 

a single-phase inverter and it also improves the performance 

of the current controller by estimating the disturbances. 

Although this control can obtain good results under nonlinear 

load, it may not guarantee a good voltage tracking capacity 

for a three-phase system. In a robust servomechanism voltage 

controller and a discrete-time sliding mode current controller 

are presented to control a single distributed generation unit in 

a standalone mode which can operate well under a sudden 

load change, an unbalanced load, and a nonlinear load.  

     However, the controller provided in is quite complicated. 

In a voltage and frequency control strategy based on a 

discrete-time mathematical model is proposed for the 

islanded operation of dispatch able electronically coupled 
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distributed-resource units. The method can achieve good 

voltage regulation under various load types. However, no 

experimental results are shown to verify the usefulness of the 

proposed method. An adaptive feed forward compensation 

controller is presented in for microgrid applications. Because 

a Kalman filter is applied for online estimating the system 

parameters, this control scheme is robust to parameter 

variations. However, the tuning of covariance matrices, 

which is one of difficult tasks, is not stated in the paper. In a 

complementary controller is suggested for DGS units in grid-

connected applications. Although this controller can deal 

with nonlinearities and grid disturbances, the design of the 

current control loop seems to be complicated. In addition, 

this control scheme is not applicable in an islanded mode 

because it is lack of voltage control loop. Recently, an 

adaptive control method has been widely considered in the 

standalone DGS or UPS voltage control. In and the precise  

voltage  tracking  is  achieved  under  distorting  loads  by  

using  the  adaptive  control  for  the  output  voltage   based  

on  the  ideas  of  dissipativity.  

 
Fig.1. Schematic diagram of a three-phase dc to ac 

inverter with an LC filter in a standalone application. 

     In these papers, the  uncertainties in the system parameters 

are addressed through  the adaptation, and the stability of  the  

system  is  guaranteed  even  under  system  parameters  

variations.  However, the major drawback of these techniques 

is the computation complexity. In order to reduce this 

complexity, a certain predefined value for the parameters is 

required. In an adaptive output voltage controller based on 

the resonant harmonic filters, which measures the capacitor 

current and the load currents in the same sensor, is proposed 

in order to compensate for the unbalance and harmonic 

distortion on the load. The adaptation law is also  included  to  

cope  with  the  uncertainties  in  the  system  parameters.  

However,  the  information  about  output  voltage  THD  is  

not  presented so it is not easy to evaluate  the quality  of the 

controllers. In  an adaptive control method based on  the 

proportional derivative control technique is presented for a  

pulse width  modulation (PWM)  inverter operation in an 

islanded  DGS. This  paper  can  guarantee  good  voltage  

regulation  under  various  operating  conditions  such  as  

sudden  load  changes,  unbalanced  load,  and  nonlinear load 

as shown in Fig.1. However, it is not an easy task to choose 

the appropriate control gains according to the design 

procedure mentioned in the paper. 

II. STAND-ALONE OPERATION FOR INVERTER 

      Inverters convert power from DC to AC while rectifiers 

convert it from AC to DC. Many inverters are bi -directional, 

i.e.  they are able to operate in both inverting and rectifying 

modes. In many stand-alone PV installations, alternating 

current is needed to operate 230V (or 110V), 50 Hz (or 60 

Hz) appliances. Generally stand -alone inverters operate at 

12, 24, 48, 96, 120, or 240V DC depending upon the power 

level. Ideally, an inverter for a stand-alone PV system should 

have the following features: 

 Sinusoidal output voltage. 

 Voltage and frequency within the allowable limits. 

 Cable to handle large variation in input voltage. 

 Output voltage regulation. 

 High efficiency at light loads. 

 Less harmonic generation by the inverter to avoid 

damage to electronic appliances like television, 

additional losses, and heating  of appliances. 

 Photovoltaic inverters must be able to withstand 

overloading for short term to take care of higher starting 

currents from pumps, refrigerators, etc. 

 Adequate protection arrangement for over/under-voltage 

and frequency, short circuit etc. 

 Surge capacity. 

 Low idling and no load losses. 

 Low battery voltage disconnect 

 Low audio and radio frequency (RF) noise.  

     Several  different  semiconductor  devices  such  as  metal  

oxide  semiconductor  field  effect  transistor  (MOSFETs)  

and  insulated gate bipolar transistors (IGBTs) are used in the 

power stage of inverters. Typically MOSFETs are used in 

units up t o 5  kVA and 96V DC. They have the advantage of 

low switching losses at higher frequencies. Because the on-

state voltage drop is 2V DC, IGBTs are generally used only 

above 96V DC systems. Voltage source inverters are usually 

used in stand-alone applications. They can be single phase or 

three phase and there are three switching techniques 

commonly used: square wave, quasi-square wave, and pulse 

width modulation. Square wave or modified square-wave 

inverters can supply power tools, resistive heaters, or 

incandescent lights, which do not require a high quality sine 

wave for reliable and efficient operation. However, many 

household appliances require low distortion sinusoidal 

waveforms. The use of true sine-wave inverters is 

recommended for remote area power systems. Pulse width 

modulated (PWM) switching is generally used for obtaining 

sinusoidal output from the inverters. 

       A general layout of a single-phase system, both half 

bridge and full bridge. Single phase, half bridge is with two 

switches, S1 and S2, the capacitors  C1  and  C2  are connected 

in series across the DC source. The  junction between the 

capacitors is at the mid-potential. Voltage across each 

capacitor is Vdc/2. Switches S1 and S2 can be switched on/off 

periodically to produce AC voltage. Filter (Lf and Cf) is used 

to reduce high-switch frequency components and to produce 

sinusoidal output from the inverter. The output of inverter is 

connected to load through a transformer. Figure shows the 

similar arrangement for full-bridge configuration with four 

switches. For the same input source  voltage, the full-bridge 

output is twice and the switches carry less current for the 

same load power. The power circuit of a three phase four-

wire inverter is shown in Fig. 2. The output of the inverter is 

connected to load via three phase transformer (delta/Y). The 
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star point of the transformer secondary gives the neutral 

connection. Three phase or single  phase  can be connected to 

this system. Alternatively, a center tap DC source can be 

used to supply the converter and the mid-point can be used as 

the neutral. 

 
Fig.2. A Stand-Alone Three-Phase Four Wire Inverter. 

    Fig.2 shows the inverter efficiency for a typical inverter 

used in remote area power systems. It is important to 

consider  that the system load is typically well below the 

nominal inverter capacity Pnom, which results in low 

conversion efficiencies at loads  below 10% of the rated 

inverter output power. Optimum overall system operation is 

achieved if the total energy dissipated in the inverter is 

minimized. The high conversion efficiency at low power 

levels of recently developed inverters for grid -connected PV 

systems shows that there is a significant potential for further 

improvements in efficiency. 

A. Adaptive Control 

An  adaptive  control  can  be  thought  of  as  a  

feedback  law  which  attempts  to  reshape  the  controller  

by  observing  its  performance.  This  type  of  control  is  

usually  proposed  to  compensate  for  some  kind  of  system  

uncertainty  such  as  unknown  parameters or disturbances. 

In this chapter, we review a brief history of adaptive control 

and describe its different types such as direct and indirect 

adaptive control techniques. Since there is no need to 

estimate the system parameters in the direct adapt ive control 

method which means lower mathematical computations, this 

control method is used for the VSI with uncertain parameters.  

Next the adaptive control for nonlinear systems with linearly 

parameterized uncertainty is investigated. Finally, the 

systematic adaptive design procedure is applied to the VSI 

with two unknown parameters. 

III. SYSTEM DESCRIPTION 

      The circuit model in Fig.1 uses the following quantities. 

The inverter output lines to neutral voltage and phase current  

vectors are given by Vi  = [viA  viB  viC]
T
 and Ii  =  [iiA  iiB  

iiC]
T
, respectively.  In addition, the load lines to neutral 

voltage and phase current are represented by the vectors VL 

= [vLA  vLB vLC]
T
 and IL = [iLA  iLB  iLC]

T
, respectively. Assume 

that the three-phase voltages and currents used in Fig.2 are 

balanced. By applying Kirchoff‟s current law and 

Kirchhoff‟s voltage law at the LC output filter, the following 

voltage and current equations can be derived: 

A. Load Current Observer Design 

  The proposed adaptive controller needs load current 

information as shown in Fig.3. Using the current  sensors to 

measure the load currents  (IL)  makes  the  system  more  

expensive  and  less  reliable.  In  this  section,  a  linear  

optimal  load  current  observer  is  designed  to  accurately 

estimate load current information that can heavily affect the 

controller performance, a fourth- order dynamic model can  

be obtained as follows: 

                                                    (1) 

Where 

               (2) 

 
Fig.3. Load current observer. 

Then, the load current observer model can be represented as 

                 (3) 

                                                          (4) 

                        (5) 

where ˆiLd and ˆiLq are estimates of iLd and iLq, 

respectively, M ∈  R
4×2

 is an observer gain matrix, and 

                    (6) 

    Next, the error dynamics of the load current observer can 

be obtained as follows: 

                                                     (7) 

where x = x − ˆx. 

Theorem 1: Consider the following algebraic Riccati 

equation: 

                             (8) 

where Q ∈  R
4×4  

is a symmetric positive semi-definite matrix, 

R ∈   R2×2is a symmetric positive definite matrix, and P ∈   

R
4×4  

is a solution matrix. Also, assume that the load current 

observer gain matrix M is given by 

 

                                                 (9) 

Then, the estimation error converges exponentially to zero.  
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Proof: Let us define the Lyapunov function as Vo(_x) 

=_xTX_x, where X = P−1. Its time derivative along the error 

dynamics (3.29) is given by 

               (10) 

This implies that _x is exponentially stable. 

IV. FUZZY CONTROLLER 

       Fig.4 shows the internal structure of the control circuit. 

The control scheme consists of Fuzzy controller, limiter, and 

three phase sine wave generator for reference current 

generation and generation of switching signals. The peak 

value of reference currents is estimated by regulating the DC 

link voltage. The actual capacitor voltage is compared with a 

set reference value. The error signal is then processed 

through a Fuzzy controller, which contributes to zero steady 

error in tracking the reference current signal. A fuzzy 

controller converts a linguistic control strategy into an 

automatic control strategy, and fuzzy rules are constructed by 

expert experience or knowledge database. Firstly, input 

voltage Vdc and the input reference voltage Vdc-ref have been 

placed of the angular velocity to be the input variables of the 

fuzzy logic controller.  

 
Fig.4.Conventional fuzzy controller. 

 

 

 
Fig.5. (a) Input Vdc normalized membership function; (b) 

Input Vdc-ref Normalized Membership Function; (c) 

Output Imax Normalized Membership Function. 

   Then the output variable of the fuzzy logic controller is 

presented by the control Current Imax. To convert these 

numerical variables into linguistic variables, the following 

seven fuzzy levels or sets are chosen as: NB (negative big), 

NM (negative medium), NS (negative small), ZE (zero), PS 

(positive small), PM (positive medium), and PB (positive 

big) as shown in Fig.4. The fuzzy controller is characterized 

as follows:  

• Seven fuzzy sets for each input and output;  

• Fuzzification using continuous universe of dis-course;  

• Implication using Mamdani's „min‟ operator;  

• De-fuzzification using the „centroid‟ method. 

Fuzzification: the process of converting a numerical variable 

(real number) convert to a linguistic variable (fuzzy number) 

is called fuzzification. 

De-fuzzification: the rules of FLC generate required output 

in a linguistic variable (Fuzzy Number), according to real 

world requirements, linguistic variables have to be 

transformed to crisp output (Real number).  

Database: the Database stores the definition of the 

membership Function required by fuzzifier and defuzzifier as 

shown in Fig.5.  

Rule Base: the elements of this rule base table are 

determined based on the theory that in the transient state, 

large errors need coarse control, which requires coarse in-

put/output variables; in the steady state, small errors need 

fine control, which requires fine input/output variables. 

Based on this the elements of the rule table are obtained as 

shown in Table 1, with„Vdc‟ and „Vdc-ref‟ as inputs. 

TABLE I: Rule Base 
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V. SIMULATION RESULTS 

   The simulation analysis of the there-phase inverter 

comprises of the DG‟S is divided into six parts: an energy 

source, an  ac–dc power converter (wind turbines) or a dc–dc 

boost converter (solar cells or fuel cells), a three-phase dc–ac 

inverter, an  LC  output filter, an isolation transformer, and a 

local load and the simulation circuit A renewable energy sour 

ce  and an ac–dc power converter or a dc–dc boost converter 

can be replaced by a stiff dc voltage source (Vdc)  because 

this paper  focuses on designing a robust adaptive voltage 

controller under various types of loads such as balanced load, 

unbalanced load,  and  nonlinear load. Also, this 

representation can be acceptable because the front converter 

(i.e., an ac –dc power converter or a dc–dc boost converter) 

can rapidly recover the reduced dc-link voltage when a heavy 

load is suddenly applied. The DG energy sources usually 

work together with energy storage devices (e.g., batteries, 

flywheels, etc.) in order to back  up the DS systems during 

the transient, and increase the power quality and reliability. 

Furthermore, the isolation transformer is not used to reduce 

cost and volume assuming that the customers need a low 

voltage ac source (below 600 V) which the DGSs using 

renewable energy sources can generate without the help of 

the transformer and results as shown in bellow Figs.6 to 17. 

Case 1: 280 vdc for balanced resistive load (transient 

behavior—0% to 100%) 

 
Fig. 6. Matlab/simulink diagram of a three-phase inverter 

with an LC output filter for stand-alone DGSs. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 7. Simulation results of the proposed control scheme 

under balanced resistive load (0%-100%).(a).load output 

voltages (VL).(b). Measured with sensors and then 

transformed to the quantities Iidq.(c) VLdq in the 

synchronously rotating dq reference frame.(d). the load 

currents (ILdq).(e). load current error. 

Case 2: 280 Vdc for Balanced Resistive Load (Transient 

Behavior—100% To 0%); 

 
(a) 

 
(b) 

 
(c) 
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(d) 

 
(e) 

Fig.8. Simulation results of the proposed control scheme 

under for a (balanced resistive load: 100% to 0%). 

(a).load output voltages (VL).(b). Measured with sensors 

and then transformed to the quantities Iidq.(c). the load 

currents (ILdq). (d) VLdq in the synchronously rotating 

dq reference frame (e). load current error. 

Case 3: 280 Vdc For Unbalanced Resistive Load (Phase C 

Opened); 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 9. Simulation results of the proposed control scheme 

under Case 3 for a 200-kVA unit (unbalanced resistive 

load: phase C opened). (a).load output voltages (VL).(b). 

Measured with sensors and then transformed to the 

quantities Iidq.(c) VLdq in the synchronously rotating dq 

reference frame.(d). The load currents (ILdq).(e). load 

current error. 

Case 4: 280 vdc For Nonlinear Load (A Three-Phase 

Diode Rectifier) 

 
(a) 

 
(b) 

 
(c) 
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(d) 

 
(e) 

Fig. 10. Simulation results of the proposed control a 200-

kVA unit (unbalanced resistive load: phase C opened). 

(a).load output voltages (VL).(b). Measured with sensors 

and then transformed to the quantities Iidq.(c) VLdq in 

the synchronously rotating dq reference frame.(d). The 

load currents (ILdq).(e). load current error. 

Case 5:600 vdc For Balanced Resistive Load (Transient 

Behavior—0% To 100%) 

 
Fig. 11. Matlab/simulink diagram of a three-phase 

inverter with an LC output filter for stand-alone DGSs. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 12. Simulation results of the proposed control a 450-

kVA unit (unbalanced resistive load: phase C opened). 

(a).load output voltages (VL).(b). Measured with sensors 

and then transformed to the quantities Iidq.(c) VLdq in 

the synchronously rotating dq reference frame.(d). The 

load currents (ILdq).(e). load current error. 

Case 6: 600 vdc For Balanced Resistive Load (Transient 

Behavior—100% To 0%); 

 
(a) 

 
(b) 

 
(c) 
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(d) 

 
(e) 

Fig.13.Simulation results of the proposed control a 450-

kVA unit (unbalanced resistive load: phase C opened). 

(a).load output voltages (VL).(b). Measured with sensors 

and then transformed to the quantities Iidq.(c) VLdq in 

the synchronously rotating dq reference frame.(d). The 

load currents (ILdq).(e). load current error. 

Case 7: 600 vdc For Unbalanced Resistive Load (Phase C 

Opened); 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig.14. Simulation results of the proposed control a 450-

kVA unit (unbalanced resistive load: phase C opened). 

(a).load output voltages (VL).(b). Measured with sensors 

and then transformed to the quantities Iidq.(c) VLdq in 

the synchronously rotating dq reference frame.(d). The 

load currents (ILdq).(e). load current error. 

Case 8: 600vdc for Nonlinear Load (A Three-Phase Diode 

Rectifier) 

 
(a) 

 
(b) 

 
(c) 

 
(d) 
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(e) 

Fig.15.Simulation results of the proposed control a 450-

kVA unit (unbalanced resistive load: phase C opened). 

(a).load output voltages (VL).(b). Measured with sensors 

and then transformed to the quantities Iidq.(c) VLdq in 

the synchronously rotating dq reference frame.(d). The 

load currents (ILdq).(e).Load current error. 

Case 9: 600vdc For Nonlinear Load (A Three-Phase Diode 

Rectifier).With Fuzzy 

 
Fig.16. Matlab/simulink diagram of a three-phase 

inverter with an LC output filter for stand-alone DGSs 

with fuzzy logic control.  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 17. Simulation results of the proposed control a 450-

kVA unit (unbalanced resistive load: phase C opened). 

(a).load output voltages (VL).(b). Measured with sensors 

and then transformed to the quantities Iidq.(c) VLdq in 

the synchronously rotating dq reference frame.(d). The 

load currents (ILdq).(e). load current error. 

VI. CONCLUSION 

A high-performance control strategy for three phase 

inverter for stand-alone gird connected systems was 

described that is  able to compensate for distortion and 

unbalance generated by nonlinear and unbalanced loads or by 

nonlinearity in the inverter. The  principle can also be used in 

any static power supply system like power supplies and 

ground power units. The voltage -controlled  UPS system 

adapts the inverter reference to achieve sinusoidal balanced 

output voltages at nonlinear and nonsymmetrical loads by  

comparing the vectorial output voltages with a circular 

reference in fixed points on the fundamental period. The 

implementati on of  this control strategy on different systems 

is eased by the low dependency of the output filter 

parameters. 
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ABSTRACT 

This paper shows another greenhouse gas bridgeless (BL) buck–boost convertor for brushless DC (BLDC) 

motor commute application in low-control applications. A Fuzzy principle execution in versatile pace 

management of BLDC motor is completed here. a technique of rate management of the BLDC motor by 

dominant the dc transport voltage of the voltage supply electrical converter (VSI) is employed with one voltage 

detector the controller is projected to trace mixtures of pace references and settles the yield speed within the 

inside of weight assortments. The BLDC features a few inclinations diverge from the opposite style of motors; 

but the nonlinearity of the BLDC motor commute traits, in light-weight of the approach that it\'s troublesome to 

handle by exploitation normal relative basic (PI) controller. To handle this principal issue, the Fuzzy principle 

management transforms into an acceptable management. to relinquish AN intrinsic greenhouse gas at provide 

air-con mains a convertor taking under consideration buck-help type is planned to figure in broken inductance 

current mode (DICM). The execution of the projected drive is imitated in MATLAB/Simulink surroundings 

Catchphrases Fuzzy principle (FL), Bridgeless (BL) buck–boost convertor, spasmodic inductance current mode 

(DICM), force element revision (PFC).  

Keywords: BLDC, fuzzy,DICM, power factor correction. 

1. INTRODUCTION 

ADEQUACY and cost range unit the numerous contemplations inside of the change of low-power motor drives 

spend significant time in family applications, as an illustration, fans, water pumps, blowers, blenders, so on [1, 

2] the job of the brushless power (BLDC) motor in these applications is popping twisted be uncommonly 

customary owing to segments of high profitability, high flux thickness per unit volume, low support needs, and 

low electromagnetic-hindrance issues [1]. These BLDC motors don't appear to be limited to family applications, 

however rather these zone unit fitting for different applications, as a case, helpful equipment, transportation, 

HVAC, development administration, and different mechanical devices [2–4].  

A BLDC motor has 3 stage windings on the mechanical gadget and enduring magnets on the rotor. The BLDC 

motor is generally alluded to as partner electronically commutated motor in lightweight of the very certainty that 

partner electronic substitution seeable of rotor position is utilized instead of a mechanical substitution that has 

blocks like starting and wear and tear of brushes and electric switch gathering. 

Also, for PFC gadget enlivened PMBLDCM drives, the extra cost and unpredictability of the PFC gadget don't 

appear to be legitimized, therefore, gadget topologies with characteristic piece of PFC range unit supported in 

these drives. In this manner, a DC-DC gadget topology is for the principal half supported amongst two or three 

available topologies e.g., buck, bolster, buck-help, Cuk, SEPIC, letter converters with types of 

capacitive/inductive imperativeness trade. net result's expanded execution, as an illustration, adjustment of AC 

mains current sounds, decline of acoustic uproar and attraction pollution, slightest mixture of parts, updated 

viability, utilization of the aggregate information voltage differ so on.  

This paper deals with a Cuk gadget as PFC AC-DC gadget to reinforce PMBLDCM driven air circulation and 

cooling framework. Since, the Cuk gadget with PFC gets central focuses like low current and voltage swell in 

yield, close shared characteristic power variable with basic administration and weakened size luring an express 
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arrangement and execution appraisal of the anticipated PFC gadget for empowering PMBLDCM drive territory 

unit displayed for circulating air through and cooling system. The paper is sorted move into six essential 

segments, particularly presentation, operation and administration of Cuk gadget supported PMBLDCM, their 

design, showing of the anticipated PMBLDCM drive, execution appraisal and conclusion.  

Up to now, very eightieth of the controllers range unit PI (Relative and critical) controllers in lightweight of the 

very certainty that they're clear and direct. The pace controllers region unit the quality PI controllers and current 

controllers zone unit the P controllers to perform transcendent commute. downlike Logic will be thought-about 

as partner wildcat hypothesis association multi-respected system of thinking, connected math, and imagine 

attention to breed the human approach inside of the amusement organize of different issues by exploitation 

partner anticipated that reasoning would relate entirely unexpected learning sets and to pick determinations. its 

been portray that fluffy controllers region unit less difficult to plant parameter changes than commonplace PI or 

controllers and have higher clamor dismissal points of confinement  

This paper demonstrates a BL buck–boost converter-fed BLDC motor commute with variable dc be a piece of 

voltage of VSI for expanded power quality at air-con mains with decreased fragments and unmatched  

2. PRINCIPLE OF BLDC MOTOR  

BLDC motor contains of the never-ending magnet rotor related a damage mechanical gadget. The brushless 

motors territory unit controlled using a 3 stage electrical converter. The motor obliges a rotor position detecting 

component for beginning and for giving genuine pay game plan to show on the power devices inside of the 

electrical converter augmentation. In lightweight of the rotor position, the power devices range unit commutated 

sequentially every sixty degrees. The electronic pay kills the issues joined with the brush and in this way the 

electric switch organize, exceptionally starting and annihilating of the electric switch brush strategy, on these 

lines, making a BLDC motor a great deal of unpleasant stood out from a dc motor. Fig.1 shows the mechanical 

gadget of the BLDC motor and fig.2 shows rotor magnet arranges.  

             

Fig. 1: BLDC motor stator construction                             Fig. 2: BLDC motor Rotor construction 

The brush less dc motor include 4 basic parts Power gadget, immutable magnet brushless DC Motor (BLDCM), 

sensors and administration estimation. The power gadget changes power from the supply to the BLDCM that so 

changes over electrical imperativeness to mechanical essentialness. one in every of the remarkable highlights of 

the brush less dc motor is that the rotor position sensors, seeable of the rotor position and request signs which 

can be a torsion charge, voltage summon, rate request and so forth; the administration counts center the dish 

sign to every semiconductor inside of the power convertor.  

The structure of the administration estimations chooses the sort of the brush less dc motor of that there territory 

unit 2 standard classifications voltage supply principally {based} drives and current supply based drives. every 

voltage supply and current supply based for the most part drive utilized for unending magnet brushless DC 

machine. the back voltage wave type of the motor is incontestable  inside of the fig. 3. Be that in light of the fact 

that it could, machine with a non bending back voltage brings concerning diminishment inside of the electrical 

converter size and diminishes incidents for a comparative impact level..  
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Fig. 3: Hall signals & Stator voltages 

3. OPERATION AND CONTROL OF CUK CONVERTER FED PMBLDCM 

Figure a couple of demonstrates the anticipated topology of Cuk PFC gadget bolstered PMBLDCM drive with 

administration subject for the rate administration besides as PFC with DC join voltage administration. For the 

rate administration of the PMBLDCM, a relative basic (PI) controller [3] is utilized to drive a constant torsion 

mechanical gadget in cooling framework. The rotor position of PMBLDCM is seen exploitation Hall sway 

sensors and recover to rush flag, that is contrasted and a reference speed.  

The pace slip sign is experienced a rate controller to give the torsion proportionate that is recover to current 

proportional sign. This sign is expanded with an elongated unit sample to a limited extent with high level part of 

motor‟s back voltage to urge reference streams of the engine. The reference engine streams range unit 

contrasted and the apparent engine ebbs and flows. These present lapses territory unit intensified and opened up 

signs zone unit then contrasted with triangular radio radiation with get the PWM beats for killing on/the VSI 

switches. The administration of PMBLDCM needs rotor-position information exclusively at the substitution 

focuses, e.g., each 60°electrical inside of the three-stages [1-5], in this manner, generally simple managementler 

is required for recompense and current control.  

 

Fig. 4: Extension circuit diagram DC-DC converter & BLDC motor with fuzzy controller 

The Cuk PFC gadget topology contains a regular DBR encouraged from single-stage AC mains took after by the 

Cuk DC-DC gadget, partner yield swell channel and a three-stage VSI to encourage the PMBLDC engine. The 

DC-DC gadget gives a controlled DC voltage from uncontrolled DC yield of DBR, while prevailing the office 

issue (PF) through high recurrence change of the PFC switch. The controlled yield DC voltage from the DC-DC 
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gadget is situated by its obligation size connection (D). The change recurrence (fs) is situated by the change 

gadget utilized, in operation voltage, force level and change misfortunes of the gadget. amid this work, a 

gathering of protected entryway bipolar transistors (IGBTs) territory unit utilized on the grounds that the change 

gadgets inside of the PFC switch besides as in VSI span, as an aftereffect of IGBTs will work in wide change 

recurrence shift to shape ideal harmony between attractive, size of channel components and change misfortunes.  

The utilization of current multiplier variable methodology with normal current administration topic in nonstop 

conductivity mode (CCM) of the PFC gadget makes this topology partner practical plausibility. The 

administration circle used to execute PFC activity includes external voltage circle and inward current circle. For 

administration activity, the DC join voltage is seen and contrasted and the set reference voltage at DC join. The 

lapse voltage is experienced a voltage PI controller to give the tweaking current sign. This sign is expanded with 

a unit sample of data AC voltage that is contrasted and DC current saw once the DBR. Lobby sway voltage and 

current sensors region unit utilized for voltage and current detecting. This present blunder is enhanced and 

opened up sign is then contrasted with serration radio radiation with get the PWM beats for killing on/the DC-

DC gadget switch. the whole administration system comprises of decision of sensors, style of administration 

algorithmic tenet and PWM controller for the drive.  

4. PROPOSED FUZZY LOGIC CONTROLLER 

The administration structure is in lightweight of typical rationale. Everglade State controller is partner one sort 

non straight controller and modified. this sort of the administration moving closer the human feeling that 

delivers the occupation of the affirmation, powerlessness, looseness and fluff inside of the option making 

methodology, makes sense of an approach to give relate especially tasteful execution, while not the prerequisite 

of an express numerical model of the structure, just by intertwining the experts' learning into the downlike. Fig 

about six shows the Everglade State controller piece characterize. This downlike clarification administration 

system is seeable of the MAMDHANI downlike model. This system contains of 4 guideline parts. to begin with, 

by using the information enlistment limits, inputs region unit Fuzzified then seeable of standard bases and thusly 

the inferencing structure, yields territory unit conveyed all in all the downlike yields zone unit Defuzzified and 

that they range unit associated with the guideline administration system. 

Blunder of inputs from their references and lapse deviations in any measure range unit picked as MATLAB. The 

yield of fluffy controller is that the value that should be side to the past yield to give new reference yield. 

 

Fig. 5: Block Diagram of fuzzy logic controller 

 

Fig. 6: Selection of input and output variables 
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Fig. 7: Input1 membership function 

 

Fig. 8: Input 2 membership function 

 

Fig. 9: Output membership function 

5. SIMULATION RESULTS 

Simulation is performed using MATLAB/SIMULINK software. Simulink liabrary files include inbuilt models 

of many electrical and electronics components and devices such as diodes, MOSFETS, capacitors, inductors, 

motors, power supplies and so on. The circuit components are connected as per design without error, parameters 

of all components are configured as per requirement and simulation is performed. 

Simulation Parameters 

Source Vs= 230V, 50Hz 1-Ph 

Lf=150mH 

Diodes,  

R_On= 0.001Ohm 

Forward voltage drop, Vfd=0.8V 

Snubber parameters 

Rs=500 Ohm 

Cs=259nF 

DC link capacitance, Cdc=100mF  

BLDC Motor Specifications 

Three phase-415 Volt,0.5HP 

Stator ph resistance RS= 2.8Ohm 
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Inductances, Ld=8.5mH, Lq= 8.5mH 

Flux linkage=0.175Vs 

Voltage constant=126.966 V_peak L-L/Krpm  

Torque constant=1.05 Nm/A_peak  

Poles= 4 

Friction factor=0.001Nms 

Inertia=0.0008 J(kg m^2) 

Simulation Circuit 
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Waveforms 

 

a) Supply voltage 

 

b) Dc link voltage 

 

c) Motor Speed 

Speed Calculations For BLDC Motor 

For rated supply voltage and rated DC link voltage, inverter develops 220V ac output. This 3-Ph Rated voltage 

are applied to the stator of BLDC motor, which develops speed close to rated value 

Speed N=120*f/p rpm 

F=frequency of voltages developed by inverter 

P=No. of poles in BLDC motor 

Here, 

F=50Hz 

P=4 

So, N=120*50/4 

         =1500rpm 

Now settling time is only 0.002sec  

a) Torque developed by motor  

 

Input Power factor   =0.986  
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6. CONCLUSION 

In this paper to overcome the maximum overshoot, minimize settling time suitable control technique has been 

used in the controller architecture. Fuzzy logic controlled model of the BLDC motor was implemented. The 

purpose is to achieve accurate trajectory control of the speed of permanent magnet brushless DC Motor,  

specially when the motor and load parameters are unknown. Simulation study is carried out in 

MATLAB/SIMULINK software 
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Abstract:

Switched systems constitute a subclass of hybrid sys-
tems, which are systems where both continuous and 
discrete event dynamics are tangled together. In this 
work, we construct an observer for   nonlinear systems 
under rather generaltechnical assumptions that some 
functions are globally Lipschitz. This observer works ei-
ther for autonomous systems or for nonlinear systems 
that are observable for any input. A tentative applica-
tion to biological systems is described.

Index Terms:
Switching systems, High gain observer, Hybrid dynami-
cal system.

1.INTRODUCTION:

During the two last decades, Hybrid Dynamical Sys-
tems (HDSs) have been greatly investigated. These 
systems have the property to tangle discrete and con-
tinuous dynamics. They allow modeling a large class 
of systems arising in a great variety of fields of inter-
est, such as electronics, physics, chemistry, etc. Many 
works regard the stability, controllability and observ-
ability of HDSs.Further works related to observation 
of HDSs can be found in .An interesting class of HDSs 
is that of Switched Dynamical Systems (SDSs) that are 
HDSs with no jumps in the state. In particular, Linear 
Switched Dynamical Systems (LSDSs) constitute a well 
studied class of dynamical systems.They are character-
ized by some switching time instants, when the equa-
tions describing the continuous dynamics change. It is 
common to assume that the number of switching’s in 
any finite time interval is finite, viz. no Zero phenom-
ena occur.

While for LSDSs some results on observability proper-
ties and observer design can be found in the literature, 
nonlinear SDSs suffer from a lack of available results. 
In the present paper, the study is focused on the ob-
servabilityproperties of the class of nonlinear SDSs for 
which each subsystem admits a linearization, modulo 
an output injection, . Moreover, starting from an ob-
server synthesis technique for LSDSs, the observer de-
sign is generalized to the considered class of nonlinear 
SDS. 

Some know facts about linear switched dy-
namical systems:

In this section the following class of LSDS is considered 
Consider single-output analytic equation      

Observer Synthesis for Nonlinear of Switched Dynamical 
Systems Application to Bioreactor
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2.ESTIMATORS AND OBSERVERS:
A problem arises in which the internal states of many 
systems cannot be directly observed, and therefore 
state feedback is not possible. What we can do is try 
to design a separate system, known as an observer or 
an estimator that attempts to duplicate the values of 
the state vector of the plant, except in a way that is 
observable for use in state feedback. Some literature 
calls these components “observers”, although they do 
not strictly observe the state directly. Instead, these 
devices use mathematical relations to try and deter-
mine an estimate of the state. Therefore, we will use 
the term “estimator”, although the terms may be used 
interchangeably.

3.CREATING AN ESTIMATOR:
Notice that we know the A, B, C, and D matrices of our 
plant, so we can use these exact values in our estima-
tor. We know the input to the system, we know the 
output of the system, and we have the system matri-
ces of the system. What we do not know,

necessarily, are the initial conditions of the plant. What 
the estimator tries to do is make the estimated state 
vector approach the actual state vector quickly, and 
then mirror the actual state vector. We do this using 
the following system for an observer:
 

 

L is a matrix that we define that will help drive the error 
to zero, and therefore drive the estimate to the actual 
value of the state. We do this by taking the difference 
between the plant output and the estimator output.



                  Volume No: 2 (2015), Issue No: 5 (May)                                                                                                                     May 2015
                                                                                   www.ijmetmr.com                                                                                                                                                   Page 222

                                                                                                                         ISSN No: 2348-4845
International Journal & Magazine of Engineering, 

Technology, Management and Research
A Peer Reviewed Open Access International Journal   

4. SEPARATION PRINCIPLE:

We can find the characteristic equation easily using the 
separation principle. We take the Z-Transform of this 
digital system, and take the determinant of the coef-
ficient matrix to find the characteristic equation. The 
characteristic equation of the whole system is:

Notice that the determinant of the large matrix can be 
broken down into the product of two smaller determi-
nants. The first determinant is clearly the characteristic 
equation of the estimator, and the second is clearly the 
characteristic equation of the plant. Notice also that 
we can design the L and K matrices independently of 
one another.It is worth mentioning that if the order of 
the system is n, this characteristic equation (full-order 
state observer plus original system) becomes of order 
2n and so has twice the number of roots of the original 
system.

•Any application of dynamical system is solved by lu-
enberger observer and high gain observer
•An M-file program is written in MATLAB for steady 
state and transient analysis by using Lipschitz theo-
rem.
•Grobner’s formulae are applied for real values esti-
mation (for improving stability range).

•By considering white (or Gaussian) noise for state es-
timation.
5.M.FILE PROGRAM :
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6.SIMULATION RESULTS:

7.GABOR FUNCTIONS:

% Compute two Gabor functions often also 
% called Gabor atoms, or also gaborettes.
t=-10:0.001:10;
b1=0;
a1=1;
 b2=6;
a2=1./1.9;
g1=real(exp((-((t-b1)).^2)).*(exp(i.*((2).*pi).*((t-
b1)))));
g2=real(exp((-((t-b2)).^2)).*(exp(i.*((4).*pi).*((t-
b2)))));
 plot(t,g1,’b’,t,g2,’b’);
axis([-10 10 -2.05 2.05]);
title(‘Two Gabor functions’);
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8.LUENBERGER OBSERVER

9. CONCLUSION:

In this paper the problem of observer synthesis has 
been studied for some class of switched systems. A 
Luenbergerlike observer for SDS has been extended 
to a class of nonlinear system linearizable with output 
injection. 

Moreover, a high gain observer design has been pro-
posed for classof hybrid systems, which can be trans-
formed to a triangular form by a diffeomorphism. An 
application to an electronic oscillator, whose equa-
tions are singularly perturbed, has beenpresented.Fur-
ther studies should focus on modeling a class of sin-
gularly perturbed system with modeled by SDS, such 
asBelousov–Zhabotinsky system, or systems with fast 
actuators, and include a thorough study on the impact 
of switching estimation for those classes of systems.
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Abstract 
The main objective of this concept is attaining optimal harmonic resolution, unity power factor, DC bus voltage regulation, 
incredible efficiency, and low switch stress. The proposed technique employs a co-generation based micro-grid system 
via zeta methodology of neuro-fuzzy controller for optimal performance of asymmetrical 15-level inverter. This proposed 
asymmetrical converter requires only 7 switches over 10 switches for improved 15-level voltage provides a pure sinusoidal 
current which is in phase with improved grid voltage. ANFIS controller predicts the optimal modulation index & switching 
angles for an improved output voltage then prevents the sudden variations coming from the grid/DC bus. The proposed 
concept is so perfect compare to several test system based classical pi, fuzzy controllers. A simulink model is designed to 
validate the performance evaluation of this proposed work by using matlab/simulink platform and results are conferred. 
The major findings in this work is getting around 100/400 V with input voltage of 10/40 V within a single module compared 
to low voltage gain conversion schemes. The type of conversion schemes is mostly preferred in micro-grid applications, 
irrigation applications and etc.
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1. Introduction
The evolutions of economic value and environment crisis 
have forced them to greatly explores the prevail technolo-
gies.  In recognition of renewable energy sources, this 
holds the superior advantages1, ability to paw the micro-
grid system with naive connectivity2. Acquiring the clean, 
safe, eco-friendly specifications, the photo-voltaic (PV) & 
fuel cell (FC) are effectively used as primary power pro-
ducers look up as a co-generation system. A co-generation 
scheme extends the attainable flexibility & splendid scal-

ability for excellence of incredible energy management. It 
is the acceptable system for power generation & mostly 
utilized in remote-area applications. Classical string type 
inverters uses cascaded connections with several modules 
to obtain greater DC link voltage to the grid through a 
DC-AC inverter. However, this scheme is more useful in 
terms of repair, partial shading, mismatch module,  system 
monitoring, diminished energy system yields1-4. The AC 
module, which has been recommended to enhance these 
issues, comprises of a multiple units of regular micro 
inverter & input sources. The eminent power density is 

Keywords: Advanced Multi-Carrier Modulation Schemes, Adaptive Neuro-Fuzzy Inference System Controller, Asymmetrical 
Inverter Topology, Co-Generation Scheme, Total Harmonic Distortion
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attained by intermittent formation of PV/FC have good 
dynamic stability, the fast step load changes will be mini-
mized by support of co-generation system4.

The power conditioning units are required for floating 
the outcome power from input power with continuing 
the stable performance. There are two flavors such as; 
(i) high step up DC/DC converter, (ii) DC-AC inverter 
module, DC/DC converter strengthen the PF/FC stack 
voltage at DC bus & DC-AC inverter act as the barrier 
in between the DC bus & grid system. Amelioration of 
voltage quality & efficiency is enhanced by eradicating 
the utmost stress of active switches with help of multi-
level structure5. The multi-level technology has been 
researched few years ago and obtaining the superior 
advantages such as greater voltage quality, counteracts 
the harmonics, low harmonic distortion, incredible effi-
ciency, EMI loss is low and low dv/dt stress by increased 
number of voltage levels by administering the advanced 
topologies6. The basic fundamental characteristics of 
formal multilevel inverter structures are diode-clamped 
module7, flying capacitor module8, cascaded H-bridge 
module9, these are regular vital topologies by so many 
literatures, but these are useless due to several disad-
vantages. Diode clamped & flying capacitor modules 
requires additional switching components and difficult 
to generate asymmetrical voltages. 

Asymmetrical voltage technique is mostly used in cas-
caded H-bridge module, but it requires more devices. The 
main affection while using Asymmetrical inverter, it pro-
vides high number of levels with low number of switches 
by consisting of unequal DC sources, the space require-
ment, cost of an asymmetrical module is very low. Several 
unique MLI structures have been explored5-9. In this paper, 
a novel asymmetrical smart multi-level inverter topology 
has been investigated by advanced modulation schemes 
for micro grid applications with imperative ANFIS con-
troller. The adaptive neuro-fuzzy inference system is 
a class of artificial neural scheme that is established on 
Takagi sugeno fuzzy inference system. It incorporates the 
both fuzzy logic & neural network essentials; it has more 
potentiality to express of both in a unique architecture. 
The main characteristic of intelligent control system is 
that they constitutes as symbolic path of inference system 
along proficiency knowledge.

This model requires several inputs such as grid voltage 
& change in voltage, controlled target voltage, by means 
of these things proposed controller produces the opti-
mal rules & tuned effectively for attaining the enhanced 

quality voltage at grid, greater transient stability. In 
that, adaptive neuro-fuzzy inference system (ANFIS) 
are designed for closed loop control action of proposed 
15-level inverter to eradicate the harmonic content, 
improve transient stability, by acquiring the qualitated 
RMS voltage. Several comparisons are made for different 
control objectives with classical over proposed intelligent 
controllers. Finally, the validation of the proposed mod-
ule for micro grid system with intelligent controllers is 
evaluated by using Matlab/Simulink platform & results 
are conferred.

2. Proposed Co-Generation 
Scheme
The overall structure of illustrated co-generation system 
with adaptive neuro fuzzy inference system (ANFIS) 
based control objective for micro grid system via modern 
asymmetrical 15-level inverter is depicted in Figure 1. The 
power conversion activity of PV/FC outcome power into 
unique self-reliant voltage sources with myriad relation-
ships which are interfaced to the power inverter module 
via high step up DC-DC converter to maintain DC link 
voltage as a constant. The turn’s ratio of the coupled 
inductor is magnified by the voltage gain & the second-
ary winding of the coupled inductor is cascaded with 
respect to a switched capacitor for getting the enhanced 
voltage. The Zeta converter is aligned from a M1 coupled 
inductor with streamed active switch Sa. The N1 primary 
winding of a coupled inductor M1 is akin to the source 
inductor of the classical boost regulator, barring the diode 
D1 & capacitor C1. The secondary winding N2 is append 
with alternate pair of diode D2 & capacitor C2, all these 
components are series with N1. The D3 rectified diode 
interfaces to its outcome capacitor C3 & DC bus. The 
characteristics of the Zeta converter are; 1) recycling the 
coupled inductor’s leakage inductor, voltage spikes has 
been restrained on the active switch; high voltage gain, 
low stress components, incredible efficiency, low cost, 
the active switch isolates the co-generation power during 
non-working conditions, thus prevents the electric haz-
ards to facilities/human beings.

The proposed asymmetrical modern multilevel 
inverter comprises of three sources, three balanced 
diodes & seven switches, the voltage sources are Vdc-
100v, 2Vdc-200v, 4Vdc-400v generates the 7-level DC 
voltage by sub-multi cell module, which is shown in 
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Figure 1. The inclusive 15-level outcome voltage is 
V(t)=Vdc+2Vdc+4Vdc, which are reify by turn ON/
OFF of S1, S2, S3 switches. The basic unit of asym-
metrical MLI structure consists of three switches (level 
generation), three diodes, three active sources besides 
with a full-bridge inverter module (polarity generation). 
The respective voltage levels are acquired by acceptable 
switching between the other switches and produce the 
zero, negative & positive voltage levels. 

This full bridge converter converts the 7-level DC 
voltage into 15 levels AC voltage by using polarity gen-
eration concept and that is interfaced with utility voltage 
through filter inductors. In this process, the proposed 
system generates a sinusoidal outcome of both voltage/
currents, these are in-phase with each other & related 
to grid voltage, then interfaced to utility grid. This con-
verter requires only 7 switches for generating 15-levels, 
so as to simply the conversion structure which have many 
advantages like as compact integrated device, low com-
plexity, low switching stress, low cost device, incredible 
efficiency, called as a smart inverter. In this scheme, the 
fewer switches are casted-off to define 15 levels & fabri-
cate the user friendly module with low switching loss by 
minimized number of switches. Requirement of specific 

power electronic devices & maximum outcome voltage 
levels for proposed module is contrived as;

 = −max (2 1) *k
OV Vdc   (1)

 = +' ( 4)IGBT sN n  (2)

 
+= −( 1)

' 2 1k
Level sN  (3) 

Where k represents the requirement of voltage sources 
used in proposed inverter module. The detailed switching 
scheme is depicted in Table 1 & 2.  The voltage at grid is 
recognized by a voltage detected circuit & sends to PLL 
circuit in order to generate the unified amplitude with a 
sine frame. The voltage at capacitor is recognized & then 
compared over the desired voltage, the error & change in 
error values are integrated to ANFIS controller. The PLL 
circuit output & the ANFIS output are combined to pro-
duce a reference signal using multiplier circuit, while the 
current of the 15-level inverter is recognized by a current 
detection circuit. The reference signals coming from the 
comparison are proceed to integrate with proposed PWM 
generation circuits for production of switching states for 
15-level inverter topology according to characteristic table.

Figure 1. Overall Structure of Proposed Co-Generation System with ANFIS Controller for Micro Grid System via Reduced 
Switch Type-Modern Asymmetrical 15-Level Inverter.
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3. Advanced Modulation Scheme
Advanced multi-carrier modulation schemes are acquired 
for multilevel inverters, the most encouraged near to the 
pure sinusoidal outcome voltage with less harmonic pro-
file, low switch stress, reduced loss component compared 
to formal PWM strategies without help of large size fil-
ter. Effective modulation techniques are implemented 
in several applications can be categorized as phase & 
level shifting multi-carrier modulation technique is pro-
posed10, based on these techniques author implements 
a contemporary modulation scheme which have good 
results over classical methods. The traditional variable 
switching frequency is proposed11; this technique regards 
mainly definite carrier frequency ranges with respect to 
multiplication factor as proposed by authors. The carrier 
frequencies of several carriers are 3050 Hz, 5050 Hz, 7050 
Hz are relating to the reference signal coming from the 
ANFIS controller as depicted in Figure 2. The proposed 
multi-carrier modulation scheme is nothing but merging 
of both phase & level shifted PWM techniques to trounce 
the problem regards to switching action of shifting 

Figure 2. Modulation Scheme of Variable Frequency Switching Strategy.

Figure 3. Switching Strategy for Optimal Modulation Scheme.

Table 1. Switching Pattern for Level Generation 
Scheme for Proposed Inverter Module

Vo S1 S2 S3

7Vs H H H

6Vs L H H

5Vs H L H

4Vs L L H

3Vs H H L

2Vs L H L

Vs H L L

Table 2. Switching Pattern Level Generation Scheme 
for Proposed Inverter Module

Vo SA SB SC SD

Zero State L H L H

Positive State H H L L

Negative State L L H H
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Where the Vc ref/ Vc actual is the reference/actual 
voltage of the DC link capacitor,  specifies the error value 
& is change in error value. These inputs variables are con-
verter into the several linguistic variables. In this paper, 
author prefer five membership functions such as; posi-
tive big (PB), positive small (PS), zero (Z), negative small 
(NS), negative big (NB).

5. Matlab/Simulink Results
Implementation of proposed PV/FC co-generation sys-
tem by using a computer simulation tool & designed with 
several control objectives. The parameters for this con-
figuration are illustrated in Table 4; it is merely suitable 
for proposed grid interfaced system with a 700V, 50 Hz 
supply. (Figure 5)

6. Conclusion
The contemporary approach of the intended co-generation 
energy system with ANFIS controller includes managing 
the PV/FC energy for applications to micro-grid system 
using asymmetrical Zeta type multi-level inverter form as 
a single unit with several modulation schemes. The main 
features of proposed scheme include high power density, 
fast steady state response, THD reduction. The several 
conclusions are updated from the evaluation of proposed 
15-level MLI has requires only 7 switching devices, low 
space requirement, low cost, high comfort. As num-
ber of levels increases, automatically THD components 
approximate near to IEEE standards, common mode 
voltage also decreases, stress is low, minimizes the load 
side filter. THD comparison is takes place in Table 5, in 
that variable switching frequency modulation technique 

technique each other & overcome the phase imbalance 
condition. In this scheme all carriers have equal frequency 
as well as peak amplitude is un-equal, which are vertically 
disposed. The optimal modulation scheme for 15-level 
proposed multilevel inverter as depicted in Figure 3.

 
−

=
( 1)

ref
a

cr q

V
MI

V
  (4)

 

360°
∅ =

4( −1)sh n
  

(5)

For this optimal scheme, (n-1) carriers are required 
and are defined based on requirement & essentially 
disposed vertically by measurable angle. Where Vref 

constitutes the reference signal coming from ANFIS con-
troller, Vcr constitutes the carrier signal, MIa constitutes 
the modulation index & constitutes the disposed phase 
angle. As, Table 1 shows the switching states for proposed 
asymmetrical 15 Level multi-level inverter for production 
of DC voltage levels & Table 2 shows the switching pulses 
for 15 Level MLI for production of polarities, in that “L” 
specifies the switch is at OFF state & “H” specifies the 
switch is at ON state.

4. Adaptive Neuro-Fuzzy 
Inference System
Artificial intelligence has become a soft computed tool 
for solving concerns having un-known solution. It is a 
soft computed formation of hybrid model by a neuron-
fuzzy developing system in which fuzzy inference system 
is effectively trained by a neural learning characteriza-
tion. Although, it has the ability to adapt & divide these 
arranged groups as an optimal membership function 
that can clustered by achieving the outcome within a 
reduced epochs12. There is a possibility of perfect tun-
ing for fuzzy inference system by a new learning process 
for specified input-output information (Table 3). Mostly 
the parameters are tuned by using either a back propaga-
tion or hybrid method algorithm13-15. Figure 4 shows the 
membership function for error (e(x)) & change in error 
(Δe(x)) is defined with rules as follows;

 ( ) = −e x Vcref Vcactual   (6)

 ( ) ( ) ( )∆ = − −1e x e k e k  (7) 

Table 3. Rules for ANFIS Structure

e(x)/ Δe(x) NB NS Z PS PB

NB R1 R2 R3 R4 R5

NS R6 R7 R8 R9 R10

Z R11 R12 R13 R14 R15

PS R16 R17 R18 R19 R20

PB R21 R22 R23 R24 R25
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(a) Error

(b) Change in Error

Figure 4. Membership Function for Error (e(x)) & Change in Error (Δe(x)).

Table 4. Operating Parameters for Proposed 
15-Level Inverter for Grid System

S.No Operating Parameters Values
1 PV Source 10-40 V

2 Fuel Cell Stacks 10-20 V

3 Boost Inductor (L) 1 mH

4 Capacitors (C) C1/C2=47 μF; 
C3=100 μF

5 Filter Inductor  (Lf) 1.5 mH

6 Switching Frequency 3050 Hz to 7050 Hz

7 PI Controller Kp-0.7, Ki-0.05

with ANFIS controller has better THD % reduction over 
classical controllers. The simulation results validates the 
proposed concept is very attractive for micro-grid system 
and attains quality power, meticulously manages the co-
energy.
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(d) THD of 15-Level Output Voltage

Figure 5. Several Simulations of Proposed 15-Level MLI topology for Grid Integrated System via ANFIS Controller.
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Abstract—Now-a-days, the renewable energy sources are used 

extensively with the accumulated desired energy & several 

concerns of the environmental issues around the world. The 

efficient & excellent energy management is attained from 

proposed co-generation units; it may exert the fuel cell/photo-

voltaic systems. These are the primary energy sources to assist 

the micro-grid system using power conditioning units by adaptive 

neuro-fuzzy inference controller. This controller predicts the 

switching angles & optimum modulation index essentials for an 

improved output voltage & prevents the sudden variations of the 

asymmetrical 15-level modern multilevel inverter with fever 

switches. Here, this model has several inputs such as grid voltage, 

difference voltage, controlled target voltage. By means of these 

parameters, this proposed controller makes the rules & can be 

tuned imperatively for getting enhanced quality voltage at grid, 

greater transient stability. In this process, the proposed 

methodology provides a pure sinusoidal current is in-phase with 

the grid voltage, then interfacing to the grid by adaptive neuro-

fuzzy classifier.  A simulink model is designed to validate the 

performance evaluation of this proposed work using 

Matlab/Simulink platform and results are conferred. 

 

Keywords— Adaptive Neuro-Fuzzy Inference System (ANFIS); 

Asymmetrical Modern Multilevel Inverter; Fuel Stacks; PV Arrays; 

Total Harmonic Distortion (THD). 

I. INTRODUCTION 
In the extreme decade, for majority of the countries, the 

environmental crisis and the evolutions of economic values 

have forced them to deeply explore the superior technologies 

in recognition of renewable energy sources, which hold the 

outstanding advantages [1] on environment & may ability to 

handle the micro grid system with facile connectivity [2]. A 

co-generation scheme extends the splendid scalability & 

attainable flexibility for excellence of energy management. 

Achieving the safe, clean, eco-friendly specifications, the 

photo-voltaic (PV) & fuel cell (FC) are imperatively used as 
chief power generators to form as a co-generation system. It is 

the accepted alternating system for generating electricity & 

also being preferred in remote-are applications. The eminent 

power density is attained by intermittent formation of PV/FC 

have good dynamic stability, the fast step load changes will be 

minimized by support of co-generation system [1]-[4]. An 

excellent, power generation schemes are widely used in many 

micro-grid/residential applications in very near future as 

interconnected system via advanced power conditioning units. 

There are two flavors such as; (i) high step up DC/DC boost 

converter, (ii) DC-AC inverter module, DC/DC boost 

converter are used to strengthen the PF/FC stack voltage at 

DC bus & DC-AC inverter act as the barrier in between the 

depends on DC bus & grid system.  

 

Amelioration of efficiency, voltage quality is improved by 

minimizing the stress of active switches with help of multi-

level inverter [5],[6]. The multi-level technology has been 
researched over few years ago and getting superior advantages 

such as enhanced quality of voltage profile, harmonic 

elimination, low THD response, incredible efficiency, low 

EMI loss, and low dv/dt stress by increased number of voltage 

levels to administering the advanced topologies The three 

fundamental characteristics of multilevel inverter topologies 

are diode clamped module [7], balanced flying capacitor 

module [8] cascaded H-bridge module [9] are most prominent 

topologies by many literatures, but these are useless due to 

several disadvantages. Diode clamped & flying capacitor 

modules requires additional switching components and 
difficult to generate asymmetrical voltages. Asymmetrical 

voltage technique is mostly used in cascaded H-bridge 

module, but it requires more devices. Several unique MLI 

structures have been explored in [5]-[9]. 

 

In this paper, novel asymmetrical modern multi-level 

inverter topology has been investigated by using advanced 

modulation schemes for micro grid applications with 

imperative intelligent controllers. Attaining the optimal THD 

resolution, without adding any complex circuit & low number 

of active switches & low amount of gate drive circuits are 

required. The main characteristic of intelligent control system 
is that they constitutes as symbolic path of inference system 

along proficiency knowledge. In that, adaptive neuro-fuzzy 

inference system (ANFIS) are designed for closed loop control 

action of proposed 15-level inverter to eradicate the harmonic 

content, improve the transient stability, acquiring the 

qualitated RMS voltage. Several comparisons are made for 

different control objectives with classical over proposed 

intelligent controllers. Finally, the validation of the proposed 

module for micro grid system with intelligent controllers is 

evaluated by using Matlab/Simulink platform & results are 

conferred.
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Fig.1. Overall Structure of Proposed Co-Generation System with ANFIS Controller for Micro Grid System via Modern Asymmetrical 15-Level 
Inverter 

II. PROPOSED CO-GENERATION SCHEME 

Fig.1 depicts the overall structure of proposed co-

generation system with ANFIS control objective for micro 

grid system via modern asymmetrical 15-level inverter. This 

co-generation system consists of a combination of photo-

voltaic (PV) array, fuel cell (FC) stacks, are demanded to 

become very attractive power production attitude due to their 

incredible efficiency, tidiness, reliability. While, the polymer 
electrolytic membrane fuel cell (PEMFC) has been working as 

a primary candidate due to stiff power density under 

temperature ranges are very low contrast.  

 

The conversion process of PV/FC outcome power into 

unique self-reliant voltage sources with myriad relationships 

which are interfaced to the power inverter module via high 

step up DC-DC converter; it converts low level voltage into 

high level voltage fed to DC link voltage. This link acts as 

barrier in between these converter modules. The inverter 

module consists of two different modules; primary is level 
generation can be formed as a sub-multiple modules. This 

module consists of two switches/module & holds the DC link 

voltage with several voltage values such as Vdc, 2Vdc, 4Vdc, 

generates the 7-level DC voltage with the help of 6 active 

switches and the secondary is full bridge converter acts as a 

polarity generation. This full bridge converter converts the 7-

level DC voltage into 15 levels AC voltage by using polarity 

generation concept and that is interfaced with utility voltage 

with filter inductors. In this process, the proposed system 

generates a sinusoidal outcome of both voltage/currents; these 

are in-phase with each other & related to grid voltage, then  

 

interfaced to utility grid. This converter requires only 10 

switches for generating 15-levels, so as to simply the 

conversion structure which have many advantages like as 

compact integrated device, low complexity, low switching 

stress, low cost device, incredible efficiency. The operating 

principle of a 15-level inverter can be classified into these 

operating levels such as 0, +Vdc to +7Vdc & -Vdc to -7Vdc. 
The grid voltage is recognize by a voltage detection circuit & 

fed to a single phase PLL circuit so as to produce a sinusoidal 

signal with unified amplitude. The capacitor voltage is 

recognized & then compared over the referred voltage, and 

that outcome coming from that comparison is drive to the 

ANFIS controller.  The PLL circuit output & the ANFIS 

output are combined to produce a reference signal using 

multiplier circuit, while the current of the 15-level inverter is 

recognized by a current detection circuit. The reference signals 

coming from the comparison are proceed to integrate with 

proposed PWM generation circuits for production of switching 
states for 15-level inverter topology according to characteristic 

table. 

III. PROPOSED MODULATION SCHEME 

Abundant modulation schemes are mostly attained for 

multi-level inverters, in that most encouraging near to the 

sinusoidal nature of outcome voltage with less harmonized 

profile, low stress, low loss component compared to classical 

strategies with no need of the large size filter. Efficient 

multilevel techniques are used in many applications can be 

classified as phase shifted multi carrier switching scheme is 

proposed by Bahr Eldin S. Mohammed et al in [10], based on 
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these schemes authors implement a unique modulation 

scheme, which have better results compared to formal 

methods.  

 
Fig.2 Switching Strategy for Variable Frequency Modulation Scheme 

The classical type variable switching frequency is 

proposed by X. Mao in [11] & compare to proposed PWM 

technique, this technique mainly regards to different carrier 

frequencies ranges with respect to multiplication factor. The 

carrier waves with carrier frequencies of 3050 Hz, 5050 Hz, 

and 7050 Hz are compared with the reference signal as 

depicted in Fig.2. The proposed multi-carrier modulation 

scheme is nothing but merging of both phase & level shifted 

PWM techniques to trounce the problem it regards to 

switching action of level shift technique & overcome the 
phase imbalance condition. In this scheme all carriers required 

equal frequency with difference of peak amplitude is equal, 

which are vertically disposed. The optimal modulation scheme 

for 15-level proposed multilevel inverter as depicted in Fig.3. 

𝑀𝐼𝑎 =
𝑉𝑟𝑒𝑓

𝑉𝑐𝑟  (𝑞−1)

                                                      (1) 

∅sh =
360°

4 n − 1 
                                                     2  

 

 
Fig.3 Switching Strategy for Optimal Modulation Scheme 

Table I. Switching Pattern Level Selection Scheme for Proposed 
Inverter Module  

Vo S1 S2 S3 S4 S5 S6 

7Vs L H L H L H 

6Vs H L L H L H 
5Vs L H H L L H 
4Vs H L H L L H 
3Vs L H L H H L 
2Vs H L L H H L 
Vs L H H L H L 

 
For this optimal scheme, (n-1) carriers are required and are 

defined based on requirement & essentially disposed vertically 

by measurable angle. Where Vref constitutes the reference 

signal coming from ANFIS controller, Vcr constitutes the 

carrier signal, MIa constitutes the modulation index & ∅sh  

constitutes the disposed phase angle. 

 
Table II. Switching Pattern Level Selection Scheme for Proposed 

Inverter Module  

Vo SA SB SC SD 

Zero State L H L H 

Positive State H H L L 
Negative State L L H H 

 

As, Table I shows the switching pulses for 15 Level MLI for 

production of DC voltage levels & Table II shows the 

switching pulses for 15 Level MLI for production of 

polarities, in that ―L‖ specifies the switch is at OFF state & 

―H‖ specifies the switch is at ON state. 

IV. ANFIS CONTROLLER 

The ANFIS is a soft computed hybrid model formation of 

a neuron-fuzzy developed system in which fuzzy inference 

system is well trained by a neural learning methodology. 

Although, it has the ability to adapt & divide these arranged 

groups as a optimum membership function that can deduce & 

cluster the achieved outcome within a minimal epochs [12]-

[13]. The tuning is possible for fuzzy inference system by 

learning process for specified input-output information. 

Mostly the parameters are tuned by using either a hybrid 

method or back propagation algorithm. Fig.4 represents the 

membership function for error (e(f)) & change in error (Δe(f)) 
is defined with rules as follows; 

𝑒 𝑓 = 𝑉𝑐 𝑟𝑒𝑓 − 𝑉𝑐 𝑎𝑐𝑡𝑢𝑎𝑙                      (3) 

∆𝑒 𝑓 = 𝑒 𝑘 − 𝑒(𝑘 − 1)                           (4) 
Where the Vc ref/ Vc actual is the reference/actual voltage 

of the DC link capacitor, 𝑒 𝑓  specifies the error value & 
∆𝑒(𝑓) is change in error value. 

 
(a) Error 

 
(b) Change in Error 

Fig.4. Membership Function for Error (e(x)) & Change in Error 
(Δe(x)) 

These inputs variables are converter into the several 
linguistic variables. In this paper, author prefer five 

membership functions such as; positive big (PB), positive 

small (PS), zero (Z), negative small (NS), negative big (NB).   
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(a) DC Link Voltage  

 
(b) 15-Level Output Voltage 

 
(c) Grid Voltage & Current 

 
(d) THD of 15-Level Output Voltage 

Fig.5 Several Simulations of Proposed 15-Level MLI topology for Grid Integrated System via ANFIS Controller 

 

Table V.  FFT Analysis of Output Voltage with Proposed Controller over Classical Controllers 

 
Type of 

Controller 

Regular PWM Optimal PWM Scheme Variable Frequency 

PWM Scheme 

PD POD APOD PD POD APOD PD POD APOD 

PI 

Controller 

7.75% 7.76% 7.76% 7.65% 7.67% 7.67% 7.68% 7.60% 7.71% 

Fuzzy 

Controller 

7.22% 7.35% 7.36% 7.39% 7.43% 7.44% 7.29% 7.32% 7.30% 

ANFIS 

Controller 

6.65% 6.76% 6.76% 6.85% 6.88% 6.90% 6.28% 6.33% 6.33% 
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Table III. Rules for ANFIS Structure 

 

e(f) 

/ ∆𝒆 𝒇  
NB NS Z PS PB 

NB MF1 MF2 MF3 MF4 MF5 

NS MF6 MF7 MF8 MF9 MF10 

Z MF11 MF12 MF13 MF14 MF15 

PS MF16 MF17 MF18 MF19 MF20 

PB MF21 MF22 MF23 MF24 MF25 

V. MATLAB/SIMULINK RESULTS 

To validate the performance analysis of intended PV/FC co-
generation system by using a computer simulation tool & 

compared with several control objectives. The parameters of 

proposed concept are depicted in Table IV; it is merely suitable 

for single phase grid connected system with a 700 V, 50 Hz 

supply.  

 

Table IV. Operating Parameters for Proposed 15-Level 

Inverter for Grid System 

 

S.No Operating 

Parameters 

Values 

 

1 PV Source 50-200 V 

2 Fuel Cell Stacks 50-150 V 

3 Boost Inductor (L) 1 mH 

4 Capacitors (C) 780 μF 

5 Filter Inductor  (Lf) 1.5 mH 

6 Switching Frequency 3050 Hz 

7 PI Controller Kp-0.7, Ki-0.05 

 

Fig.5 depicts the Several Simulations of Proposed 15-

Level MLI topology for Grid Integrated System via ANFIS 

Controller, in that (a) DC Link Voltage of proposed Controller 

over formal controller, the proposed ANFIS has fast steady 

state response under step changes in inputs; (b) 15-Level Stair 

Case Output Voltage; (c) Grid Voltage & Current, both are in 

pure sinusoidal & in-phase each other specifies the unity 

power factor; (d) Total Harmonic Distortions (THD) of 
Proposed 15-Level MLI topology for Grid Integrated System 

via ANFIS Controller is 6.28%, it is near to IEEE standards 

when no need of any additional filter circuit. 

 

VI. CONCLUSION 

The modem attitude of the proposed co-generation with 

ANFIS scheme includes management of PV/FV energy via 

imperative control objective for micro-grid system by 

proposed modern MLI strategy with optimal modulation 

scheme. The main features of proposed scheme include high 

power density, fast steady state response, THD reduction. The 
several conclusions are updated from the evaluation of 

proposed 15-level MLI has fewer switching devices, low 

space requirement, low cost, high comfort. As number of 

levels increases, automatically THD components approximate 

near to IEEE standards, common mode voltage also decreases, 

stress is low, minimizes the load side filter. THD comparison 

is takes place in Table V, in that optimal modulation with 

ANFIS controller has better THD %reduction over classical 
controllers & modulation schemes. The simulation results 

validates the proposed concept is very attractive for micro-grid 

system & attains qualitated power, meticulously manages the 

co-energy. 
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ABSTRACT: An experimental investigation has been carried out, in present paper, on microstructure, Hardness and 

Tensile strength of weld butt joints of AA 6082. Two different welding processes have been considered: a conventional 

tungsten inert gas (TIG) process and an innovative solid state welding process known as friction stir welding 

(FSW).which the relative motion between the tool and the work piece produces heat which makes the material of the 

two edges being joined plastic atomic diffusion. Tungsten inert gas welding process that uses the heat produced by an 

electric arc created between non consumable tungsten electrode and the weld pool. In this project an attempt is made to 

compare and investigate the process parameters of fsw and tig on the mechanical properties of the welds. The hardness, 

tensile strength is considered for investigation by tool speed, tool feed and maintaining constant depth of penetration of 

weld. The results indicate than the microstructure of fiction weld is different from the tungsten inert gas welded joint. 

The weld nugget consists of small grains in friction stir welding and those are found in tungsten inert gas weld. The 

tensile strength of weld joint in friction stir welding is more instead of tungsten inert gas Welding. Hardness test of 

friction stir welding is more instead of tungsten inert gas where as in parent material also. 

 

KEYWORDS: friction stir welding, tig welding, similar materials, Tensile, Hardness, microstructure. 

I. INTRODUCTION 

Friction stir welding was invented by The Welding Institute (TWI) in December 1991. TWI filed successfully for 

patents in Europe, the U.S., Japan, and Australia. TWI then established TWI Group-Sponsored Project 

5651,"Development of the New Friction Stir Technique for Welding Aluminium," in 1992 to further study this 

technique. The development project was conducted in three phases. Phase I proved FSW to be a realistic and practical 

welding technique, while at the same time addressing the welding of 6000 series aluminum alloys. Phase II 

successfully examined the welding of aerospace and ship aluminum alloys, 2000 and 5000 series, respectively. Process 

parameter tolerances, metallurgical characteristics, and mechanical properties for these materials were established. 

Phase III developed pertinent data for further industrialization of FSW. Since its invention, the process has received 

world-wide attention, and today FSW is used in research and production in many sectors, including aerospace, 

automotive, railway, shipbuilding, electronic housings, coolers, heat exchangers, and nuclear waste containers.TIG 

welding was, like MIG/MAG developed during 1940 at the start of the Second World War. TIG’s development came 

about to help in the welding of difficult types of material, eg aluminum and magnesium. The use of TIG today has 

spread to a variety of metals like stainless mild and high tensile steels. GTAW is most commonly called TIG(tungsten 

inert gas). The development of TIG welding has added a lot in the ability to make products that before the 1940’s were 

only thought of. Like other forms of welding, TIG power sources have, over the years, gone from basic transformer 

types to the highly electronic power source of the world today. TIG welding is a welding  process that uses a power 

source, a shielding gas and a TIG hand piece . the power is fed out of the power source, down the TIG hand piece and 

is delivered to a tungsten electrode which is fitted into the hand piece. An electric arc is then created between the 

tungsten electrode and the work piece. The tungsten and the welding zone is protected from the surrounding air by a 

gas shield (inert gas). The electric can produce temperature of upto 19,400ºC and this heat can be very focused local 

heat. In this the material used is aluminium 6082. The chemical composition of AA 6082 is given in the table 1.                                            
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2Element 

 

% Present 

                Silicon (Si) 0.70 -  1.30 

                Magnesium (Mg) 0.60 - 1.20 

                Manganese (Mn) 0.40 - 1.00 

                Iron (Fe)   0.0 - 0.50 

               Chromium (Cr)                 0.0 - 0.25 

                Zinc (Zn)                 0.0 - 0.20 

               Others (Total)                 0.0 - 0.15 

               Titanium (Ti)                 0.0 - 0.10 

               Copper (Cu)                 0.0 - 0.10 

               Other (Each)                 0.0 - 0.05 

               Aluminium (Al) Balance 

 
Table 1. Chemical Composition Of Aa6082 

 

Experiments are conducted on similar materials and the results are obtained several trials have been made to perform 

different types of welding. However, with proper attachments friction welding can be performed on cnc machine and 

tungsten inert gas welding is performed manually. We are trying to investigate the performance of the two weldings by 

conducting different test on both of them. 

II. EXPERIMENTAL WORK OF FRICTION STIR WELDING 

 

Aluminium alloy 6082 is a medium strength alloy with excellent corrosion resistance. It has the highest strength of the 

6000 series alloys. Alloy 6082 is known as a structural alloy. In plate form, 6082 is the alloy most commonly used for 

machining. As a relatively new alloy, the higher strength of 6082 has seen it replace 6061 in many applications. The 

addition of a large amount of manganese controls the grain structure which in turn results in a stronger alloy. The 

extruded surface finish is not as smooth as other similar strength alloys in the 6000 series. In the T6 and T651 temper, 

alloy 6082 machines well and produce tight coils of swarf when chip breakers are used.A cnc milling machine is used 

for friction stir welding (FSW) of aluminum AA6082alloy.the machine has used to maximum speed of 1000 rpm and 

10-horse power. Test piece was clamped in the fixture tightly. Initially the rotating pin was inserted into a predrilled 

hole, which will start up of welding. Processing began at spindle speed at 1000 rpm and travel rate of 18 inch/min. the 

speed increased to 1200rpm and feed rate to 14 inch/min. Since tool plunge was to extent of 6.2mm and  plate thickness 

6mm the result was one side welded plates. The plates where then subjected to mechanical testing. In the present work 

the influence of speed, feed, on the performance of FSW such as hardness test, +tensile strength, and microstructure  In 

friction stir welding (FSW) a cylindrical, shouldered tool  with a profiled probe is rotated and slowly into the joint line 

between two pieces butted together. The parts have to be clamped onto a backing bar in a manner that prevent the 

abutting joint faces from being forced apart. Frictional heat is generated between the wear resistant welding tool and 

the material of the work pieces. This heat causes the latter to soften without reaching the melting point and allows 

traversing of the tool along the weld line. The maximum temperature reached is of the order of 0.8 of the melting 

temperature of the material. The plasticized material is transferred from the leading edge of the tool to the  trailing edge 

of the tool probe and is forged by the intimate contact of the tool shoulder and the pin profile .it leaves a solid phase 

bond between the two pieces. The process can be regarded as a solid phase keyhole welding technique since a hole to 

accommodate the probe is generated, then filled during the welding sequence. 
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Fig 1. The process of friction stir welding 

 

Tungsten Inert Gas Welding  

 

In the TIG process the arc formed between a pointed tungsten electrode and the work piece in an inert atmosphere of 

argon or helium.  The small intense arc provided by the pointed electrode is ideal for high quality and precision 

welding. because the electrode is not consumed during welding, the welder does not have to balance the heat input 

from the arc as the metal is deposited from the melting electrode .when the filler metal is required, it must be added 

separately to the weld pool. GTAW is most commonly used to weld thin sections of stainless steel and non-ferrous 

materials such as aluminum, magnesium and copper alloys. The process grants the operator greater control over the 

weld than competing processes such as shielded metal arc welding and gas metal arc, allowing for stronger, higher 

quality welds. However, GTAW comparatively more complex and difficult to master, and furthermore, it is 

significantly slower than most other welding techniques. A related process, plasma arc welding, uses a slightly different 

welding torch to create more focused welding arc and as result is often automated. Tungsten inert gas welding, also 

known by acronym as TIG welding, is a welding process that uses the heat produced by an electric arc created between 

non consumable tungsten electrode and the weld pool. This electric arc is produced by the passage of current trough a 

conductive ionized inert gas that also provides shielding of the electrode, molten weld pool and solidifying weld metal 

from contamination by the atmosphere.  

 

The process may be used with or without the addition of filler metal using metal rods. Electric arc ,the process can be 

used with either direct or alternating current the choice is depending largely  on the metal to be welded. Direct current 

with electrode negative offers the advantage of deep penetration and faster welding speeds. Direct current with 

electrode positive I highly unrecommended because uses electrode overheating and is rarely used.  

III. EXPERIMENTAL PROCEDURE 

 

Commercial aluminum plate of thickness 6mm was selected as work piece material for the present experiment. Al plate 

was cut with dimension of 120mm×50mm with help of band saw and grinding done at the edge to smooth the surface 

to be joined. After that surfaces are polished with emery paper to remove any kind of external material. After sample 

preparation, aluminum plates are fixed in the working table with flexible clamp side by side and welding done so that 

butt joint can be formed. TIG welding with Alternating Current (AC) was used in experiments as it concentrates the 

heat in the welding area. Zirconated tungsten electrodes of diameter 3.4mm was taken as electrode for this experiment. 

The end of the  electrode  was prepared by reducing the tip diameter  to 2/3 of the original diameter by grinding and 

striking an arc on a scrap material piece. This creates a ball on the end of the electrode. Generally an electrode that is 

too small for the welding current will form an excessively large ball, where as too large an electrode will form an 

satisfactory ball at all. For the first phase of experiment welding parameters selected are shown in table 2. Before 

performing the actual experiment a number of trial experiments have been performed to get the appropriate parameter 

range where welding could be possible and no observable defects like undercutting and porosity occurred. 

 

The figure 2 shows the process of the friction stir welding when performing the experiment.in this first the plates of 

aluminium are cleaned . then the process of welding is done carefully.  
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(a)                                                                              (b) 

 
in fig 2 (a)The plates are cut to exact equal shapes and holded tightly with clamps and cleaned by using the coolant.(b)the2 Platesare tightly held 

closure to each other and welding  is performed 

 

Tensile test 
 

Tensile test is the maximum stress where a material can withstand while being stretched or pulled before necking, 

which is when the specimen cross section  start to significantly contract. It is an intense property. It does not depend on 

the size of specimen. Likely it depends upon the preparation of the specimen, surface defects, temperature of the test 

environment and material. Apart from this we are finding out efficiency of friction stir welded joints and tungsten inert 

gas welding weld specimens.  It is known that the FSW process assures a great number of advantages and makes it one 

of the most appreciated welding procedures which could be applied in almost all industry branches. Besides ,comparing 

with TIG procedure, root preparation, filler metal and shielding gas are not required in materials joining by FSW 

procedure. For a deeper understanding of the welding process influence on the mechanical properties of the joint, a 

comparativeinvestigation between the tensile test results of FSW and TIG welded joints would provide more 

information about the thermomechanical  behaviourof AA6082-T6 at welding. That’s why an experimental and 

numerical research was conducted and showed different thermomechanical  behaviourof the aluminium alloy 6082-T6 

at FSW and TIGwelding. 

 

IV. EXPERIMENTAL RESULTS 

TENSILE TEST 

 

                         Table 2 a, b Represents The Tensile Test Reports On Tig Welding And Fsw Welding 

 

 

 

 

 

 

 

 

 

 

 
                                                                                                           (a) 

                                                      Table 2 , (a)Represents the values that are obtained on the tungsten inert gas welding 

 
 

Serial no Ultimate load 

(kn) 

Ultimate tensile 

strength (n/m𝒎𝟐) 

Elongation(%) 

1 10.05 98.77 1.5 

2 11.03 102.3 2.53 

3 12.04 100.05 2.80 

4 10.52 97.29 1.99 
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                                                                                            (b) 
 

Table 2 (b) Represents the tensile reports obtained for friction stir welding 

 

Hardness Test On Fsw And Tig Welding (Rockwell hardness) 

Rockwell hardness testing is a general method for measuring the bulk hardness of metallic and polymer materials. 

Although hardness testing does not give a direct measurement of any performance properties, hardness of a material 

correlates directly with its strength, wear resistance, and other properties. Hardness testing is widely used for material 

evaluation because of its simplicity and low cost relative to direct measurement of many properties. Specifically, 

conversion charts from Rockwell hardness to tensile strength are available for some structural alloys, including steel 

and aluminum.Rockwell hardness testing is an indentation testing method. The indenter is either a conical diamond 

(brale) or a hard steel ball. Different indenter ball diameters from 1/16 to 1/2 in. are used depending on the test scale.To 

start the test, the indenter is “set” into the sample at a prescribed minor load. A major load is then applied and held for a  

set time period. The force on the indenter is then decreased back to the minor load. The Rockwell hardness number is 

calculated from the depth of permanent deformation of the indenter into the sample, i.e. the difference in indenter 

position before and after application of the major load. The minor and major loads can be applied using dead weights or 

springs. The indenter position is measured using an analog dial indicator or an electronic device with digital 

readout.The various indenter types combined with a range of test loads form a matrix of Rockwell hardness scales that 

are applicable to a wide variety of materials. Each Rockwell hardness scale is identified by a letter designation 

indicative of the indenter type and the major and minor loads used for the test. The Rockwell hardness number is 

expressed as a combination of the measured numerical hardness value and the scale letter preceded by the letters. 

Table 3: a,b,c,d represents the hardness test reports on tungsten inert gas welding and friction stir welding. This also 

shows the reports of the parent metal on tig and fsw 

 

Serial no Location Impression1 Impression2 Impression3 average 

1 On weld 42 41 43 42 

(a) 

Hardness Test Report On Tungsten Inert Gas Welding 

 

Serial no Location Impression1 Impression2 Impression3 average 

1 On weld 46 45 44 45 

(b) 
Hardness Test Report On Friction Stir Welding 

 

 

Serial no Ultimate load 

(kn) 

Ultimatetensile  

strength(n/m𝒎𝟐) 

Elongation(%) 

1 3.5 30.31 1.1 

2 3.9 32 1.7 

3 4.32 34.45 1.40 

4 3.86 31.59 1.08 
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Serial no Location Impression1 Impression2 Impression3 average 

1 On weld 48 42 44 43.3 

(c) 
Hardness Test Report On Parent Metal Friction Stir Welding 

 

 

Serial no Location Impression1 Impression2 Impression3 average 

1 On weld 40 42 41 41 

(d) 
Hardness Test Report On Parent Metal Tungsten Inert Gas Welding 

 

Microstructure Properties Of Friction Stir Welding And Tungsten Inert Gas Welding 

Microstructure Of Friction Stir Welding 

 

Fig 3 the microstructure of friction stir welding on the heat affected zone of the aluminium 6082. We can see the 

variation when we observe the microstructure of the heat affected zone  of tungsten inert gas welding  . 

 

 

(a) 

Fig 3 : (a)Microstructures of friction stir welding 

 

The microstructure consist of dendritic network of Al, Si, Mg in the matrix. HAZ :HAZ is well fusedand free from non 

metallic defectsThe parent metal shows fine grains of the eutectic particles that are precipitated uniformly in the 

aluminum solid solution. The microstructure shows the dense grain flow  along the direction of the force. The heat of 

the process made the eutectic particles completely precipitated. The precipitated particles are Cu-Al2, Mg2Si with 

some inter metallic.The microstructure is studied and observed that the heat  affected zone is well fused and free from 

non-metallic defects. 
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Microstructure Of Tungsten Inert Gas Welding 

 

(b) 

Fig 3: (b)Microstructures of tungsten inert gas welding 

 

The microstructure consist of dendritic network of Al, Si, Mg in the matrix. HAZ :HAZ is well fused and free from non 

metallic defects.The microstructure shows the dense grain flow  along the direction of the force. The heat of the process 

made the eutectic particles completely precipitated. The precipitated particles are Cu-Al2, Mg2Si with some inter 

metallic. The weld zone shows the fine precipitated and fragmented eutectic particles from both the bars, and also 

shows the thermo mechanical transformed zone. The point is just fraction of mm from the weld zone. This can also be 

called heat affected zone. 

V. CONCLUSION 

 

From the observations in the project it is concluded that: 

Smooth surface finish can be obtained by using Friction stir welding with a tool having a smooth pin. 

The microstructure is studied and observed that the heat affected zone (HAZ) is well fused and free from non metallic 

defects. 

Here in the  Friction stir welding the breaking point is outside the weld on tensile test whereas in TIG welding the 

breaking point is exactly on the weld. 

Here in the hardness test on the weld. Friction stir welding is more better than TIG weldingNo cracking occurred in the  

heat affected zone 
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ABSTRACT: Fiber reinforced plastics are been used for this specific properties and advantages such as weight to 

strength ratio, tailoring design properties and ease of manufacturing. The complex material behaviour of GFRP 

composites depends on the properties of the building materials used for. Along with the fiber, reinforcement and voids 

the addition of the filler would affect the mechanical properties of the composite. The present study is focused on 

studying the effect of filler material on the mechanical properties of the GFRP composites. Glass/Polyester laminates 

with different size of fillers (in µmm) and with different weight proportions are prepared for the study. Glass 

particulates with 106 µmm and 125 µmm are prepared using a ball-mill. Compression molding technique is used to 

prepare the samples and where subjected to uniaxial tension and bending test. An attempt to study inter-laminar shear 

behaviour for the laminates with different filler size was also done. The test results showed that there is a considerable 

effect of the filler size and the quantity of the filler on the mechanical properties of the GFRP laminates. 

 

KEYWORDS: GFRP Composites, Mechanical Properties, Fillers, Inter-laminar shear stress, glass/ polyester. 

I. INTRODUCTION 

 

Fabric reinforced polymeric composites have gained acceptance for use in many industries including aerospace, 

automotive, marine, infrastructure, and recently oil and gas. Polymers and their composites are being increasingly 

employed in view of their good strengths and low densities. Besides, a wider choice of materials and ease of 

manufacturing make them ideal for many engineering applications. On account of their good combination of properties, 

fibre reinforced polymer composites are used particularly in the automotive and aircraft industries, the manufacturing 

of spaceships and sea vehicles. There are two main characteristics which make these materials attractive compared with 

conventional metallic systems. They are relatively low density and ability to be tailored to have stacking sequences that 

provide high strength and stiffness in directions of high loading.  

Composite materials consist of resin and a reinforcement chosen according to the desired mechanical properties and the 

application. Many studies reported that the wear resistance with polymer sliding against steel improved when the 

polymers are reinforced with glass or aramid fibres. However, the behaviour is affected by factors, such as the type, 

amount, size, shape and orientation of the fibres, the matrix composition and the test conditions, such as load, speed 

and temperature. Reports of application of polymer and its composites in mechanical components such as gears, cams, 

wheels, impellers are cited in literature. The applications on these materials, to meet the present demands can be 

achieved by the introduction of fillers into these polymeric systems having fibrous reinforcement. The filler materials 

include organic, inorganic, and metallic particulate materials in both macro and nano sizes. However, the use of these 

filler based materials in actual service requires a careful cataloguing of the processing conditions employed and the 

attendant structure that follows.  Keeping these aspects in mind, it was decided to investigate the characteristics of a 

glass-polyester composite, filled with particulate glass particles with different grain size.  
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II. MATERIALS AND METHODS 

 

E-Glass woven rowing of 800 GSM was used as the reinforcement, commercial grade polyester resin as the matrix 

material and glass particulates as the filler. The filler glass particulates are prepared in the laboratory using the 

conventional glass in plate form. The Glass plates are broken into small pieces which are then introduced into the ball 

mill so that these are crushed to fine size. The ball mill is kept running for 2-3 hours at a constant speed of 60rpm. 

These glass particulates are then sieved using different grades of sieve jar available, say 125 micron sieves. Some 

amount of it is collected as a sample and is weighed later. The glass particulates of two different grades i.e., 106, 125 

micron particulates are collected using the similar sieve grades. These particulates of different grades are collected 

individually is weighed ratio of 1:3:5 total weights of least weight particulates. (i.e. 106microns)   So that a sample of 

1.8, 2.7 and 4.5 gms of each grades are collected and the reaming 125micron particulates 10, 20, 30 and 40 gms are 

collected. The laminates with different weight quantity of filler as mentioned above were maintained and compression 

mould technique was used to prepare the laminates. Eleven different lamanates are prepared using the same technique. 

 

 
 

 

 

Fig. 2: (a) Hand layup of resin (b) placing the upper mold 

 

III. EXPERIMENTATION 

 

The laminates which are removed from the mould after curing are collected and are then cut into required shape 

rectangular strips of 280mm length and 28mm width made each of 3 from a laminate. Three different tests are 

conducted on the samples prepared and the results of which are presented in the section 4. 

 

3.1 Tensile Test 

The Tensile test is conducted on all the samples as per ASTM D3039 test standards. Specimens are positioned 

in the grips of universal testing machine and a uniaxial load is applied through both the ends until it gets failure. During 

the test, the crosshead speed is taken as 2 mm/min as per ASTM standards, specimens of rectangular cross-sections 

having length and width of 280 mm and 28 mm respectively are used. 

 

        (a)                                                                                          (b) 
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Fig 3.1: (a) Universal testing machine for tensile test (b) Samples after Tensile test 

 

3.2 Inter Laminar Shear Stress Test 

The Inter laminar shear stress test is conducted on all the samples as per ASTM D3518 and ISO 14129 test 

standards. Specimens are positioned in the grips of universal testing machine and a uniaxial load is applied through 

both the ends until it gets failure. During the test, the crosshead speed is taken as 2 mm/min as per ASTM standards, 

specimens of rectangular cross-sections having length and width of 280 mm and 28 mm respectively are used. 

 

          
 

 

 

Fig 3.2:  Sample for Inter laminar shear stress (b) samples after Inter laminar shear stress test 

 

3.3 Bending Test: 

 The Bending test is conducted on all the samples as per ASTM D6272 test standards. To determine the 

flexural strength of composites it is performed on UTM (universal testing machine). Specimens of rectangular cross-

sections having length and width of 280 mm and 28 mm respectively are used. Samples were placed horizontally upon 

two points and midpoint is perpendicular to loading nose. The crosshead speed for test is maintained at 2 mm/min. 

 

        (a)                                                                                          (b) 

        (a)                                                                                            (b) 
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Fig 3.3: Universal testing machine for bending test (b) samples after Bending test 

IV.  RESULTS 

 

The mechanical test results of E-glass/polyester composites with different filler ratios and filler sizes prepared for 

present investigation are presented. Details of processing of these composites and the tests conducted on them have 

been discussed in the previous sessions. The results of various tests are reported here. This includes evaluation and 

comparisons of tensile strength, flexural strength, inter laminar shear strength of laminates. 
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Fig 4: (a) Load v/s displacement for all the samples (b) Variation of maximum deflection and ultimate loading shear 

(c) Variation of Maximum bending stress 

 

The experimental results lead to understand the behaviour of failure in Glass/Polymer composites with different filler 

concentration. The effect of addition of fillers shows a considerable influence on the failure of pattern of Glass/Polymer 

composites subjected to mechanical testing. 

V. CONCLUSION  

 

1. There is considering effect on loading bearing capacity of the compressive with the addition of filler.  

2. The size of the filler being added is even affecting the material property. 

3.  As the quantity of the filler is increment from 1.8 to 40 grams the effect in load bearing property of the base 

material is being varied. 

4. An increase in tensile behaviour was observed but showed a decrement in the bending. 

5. An increase in inter laminar shear strength was observed due to addition of filler, this is due to the filler 

particulates occupying the void between the fiber and the matrix.  

6. A brittle behaviour was observed due to the addition of the filler material. 
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ABSTRACT: In this experimental work destructive and non-destructive tests have been carried out on an aluminium 

alloy(5052) and  alloy steel of EN24  using GTAW with pulsed and non-pulsed current at different frequencies 3Hz 

5Hz,&7Hz.The Liquid Penetrant, radiography and tensile strength  of weldments were evaluated and compared with 

pulsed and non-pulsed current welding at different frequencies of two  materials (5052 aluminium alloy of 2.5mm thick 

and alloy steel EN24 of 4.5 mm thick).The aim of this experimental work is to see the effect of pulsed current on the 

quality of weldments. The experimental results pertaining to different pulsed current welding  for the above materials 

using pulsed and non-pulsed current GTAW are discussed and compared  
  

KEYWORDS: Gas Tungsten Arc Welding, Constant Current Welding, Pulsed current welding and Heat Affected 

Zone. 

I. INTRODUCTION 

                 The demand is increasing for aluminium alloy and alloy steel weld structures and products where high 

quality is required such as aerospace applications. Aluminium alloy and alloy steels  can be welded easily by 

conventional arc welding methods like Metal Inert Gas (MIG) and Tungsten Inert Gas(TIG).Among the two 

methods ,the gas tungsten arc welding(GTAW)process has proved for many years to be suitable for welding aluminium 

alloy and alloy steels and stainless steels. The AC and DCSP GTAW process is used in this experimental work for 

5052 aluminium alloy and EN24 alloy steel respectively. 

 

             Further development has been pulsed current TIG welding. Pulsed current welding (pcw) was introduced in the 

late 1960’s as a variant of constant current welding(ccw). pcw process has many advantages over ccw, including 

enhanced arc stability, increased weld depth/width ratio, narrower HAZ range, reduced hot cracking sensitivity, refined 

grain size, reduced porosity, low heat input, lower distortion of gas by weld pool and better control of the fusion 

zone[1-8]. Pulsed current welding technology has been widely used in fabrication of high pressure air bottles, high 

pressure gas storage tanks, rocket motors, structures in aerospace applications such as aircrafts, rockets and missiles. 

Switching between predetermined high and low level of welding current can be used to produce pulsed current gas 

tungsten arc welds[9]. 

                  So far the pulsed current welding is used to study the effect of pulse current, shielding gas composition, 

weld speed and bead shape , the incidence of welding defects, joint strength , angular distortion , to study the 

microstructure[10]  and weld bead geometry[11] . The main characteristics of PCW are determined by peak current Ip 

base current Ib , peak time tp and base time tb. 

 

 

 

 

 



 
                       

                      ISSN(Online): 2319 - 8753 

                                          ISSN (Print)  :2347 - 6710                                                                                                                                                                                                                                               
          

International Journal of Innovative Research in Science, 

Engineering and Technology 

(An ISO 3297: 2007 Certified Organization) 

Vol. 4, Issue 5, May 2015 

 

Copyright to IJIRSET                                                    DOI: 10.15680/IJIRSET.2015.0405086                                                   3096 

  

II. EXPERIMENTAL PROCEDURE 

 
The work pieces were made of 5052 aluminium alloy and EN24 of various thickness i.e. 2.5mm and 4.5mm. The test 

specimens were machined to the size of 150 mm X 150 mm welded with pulsed and non-pulsed current GTAW process. 

 

 
Fig.1 Parameters used for pulsed GTAW: peak current Ip, base current Ib , peak time tp and base time tb. 

Aluminium alloy 5356 and ER90SB2 filler wire were used during the welding , which reduced the weld cracks and 

produced the good strength and ductility than other filler metals . These filler metals melt at a temperature lower than 

that of the base metal. For this reason , it yields during cooling , since it remains more plastic than the base metal and 

relieves the contraction stresses that might cause cracking. 

The aluminium alloy work pieces were chemically cleaned in hot Sodium Hydroxide for 10 minutes followed by 

dipping in Nitric Acid solution for about 15 minutes and then washed in water. The steel work pieces were roughly 

polished with 400 grit abrasive paper and pneumatic rotary brush to remove surface impurities and then clean with 

Acetone.  

 

A Mastertig AC/DC 3500W GTAW machine with AC & DCSP was used for welding of 5052 aluminium alloy and 

EN24 .The choice of tungsten electrode depends upon the type of welding current selected for the application. 

Zirconated tungsten (EWZr) electrodes are best suited for AC wherein they keep hemispherical shape and thoriated 

tungsten electrodes (EWTh-2) should be ground to taper are suitable for DCSP welding are used for this purpose . This 

welding process was conducted with 2.5 mm diameter 2% Zirconated tungsten electrode for 5052 aluminium alloy and 

2.5 mm diameter 2% Thoriated tungsten electrode for EN24. 

After welding process is over, the radiography , liquid penetrant test and mechanical tests are carried out on the 

weldments ,according to the ASTM standards , Section VIII, Division 2 for radiography and ASTM E-1417 for liquid 

penetrant tests were done on the weldments.           Pulsed welds showed fine grain structure due to thermal 

disturbances and decrease in heat input. In general, hardness is lower in HAZ region compared to the weld metal and 

base metal regions, irrespective of welding technique which is characterized by the coarse dendrite grains and lack of 

the strengthener phase. Hardness was higher compared to the continuous welds and this could be due to refinement of 

grain structure [14]. 

 

 

 

                
                                                                           

Fig 2 Tensile strength test specimens before and after test 
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Fig 3. Radiography  image of  weldment 

 

Table 1.   Weld Parameters for pulsed current welding of Aluminium alloy 5052 

 
    Material 

Thickness(mm) 

Filler wire 

diameter 

(Root) in mm 

Filler wire 

dia(mm) first 

layer 

Pulse/sec 

    (Hz) 

    Polarity    Voltage(V) Arc travel 

speed(cm/min) 

2.5 Root 1.6 2.5 3 AC 12.5-13.1 1.05 

2.5 Root 1.6 2.5 5 AC 13.0-13.3 1.03 

2.5 Root 1.6 2.5 7 AC 12.7-12.5 1.14 

 
Table 2.Weld parameters for non-pulsed current welding of Aluminium alloy (5052) 

 
Material 

Thickness(mm) 

Weld 

layer(Root) 

Filler wire 

dia(mm) 

Current(Amp) Polarity Volts Arc Traval 

Speed(cm/min) 

2.5 1.6 2.5 95 AC 13.5-14.5 1.2 

2.5 1.6 2.5 95 AC 12.8 1.5 

 
Table 3.Weld Parameters for pulsed current welding of Alloy steel EN24 

 
Materia

l 

Thickne

ss(mm) 

Weld layer Filler wire 

dia(mm) 

Pulses/s

ec 

(Hz) 

Polarity Current 

(amp) 

Voltage(v) Arc travel 

speed(m/min) 

4.5 Root 1.6 3 DCSP 150-157 12.2-11.6 1.12 

Ist Layer 2.5 3 DCSP 170-168 13.1-12.6 1.27 

4.5 Root 1.6 5 DCSP 150-139 12.3-11.9 1.03 

Ist Layer 2.5 5 DCSP 170-140 13.1-12.6 1.12 

4.5 Root 1.6 7 DCSP 150-143 11.1-11.6 1.26 

Ist Layer 2.5 7 DCSP 170-164 13.1-12.7 1.08 

 

 
Table 4.Weld Parameters for non-pulsed current welding of Alloy steel EN24 

 
Material 

Thickness(mm) 

Filler wire 

diameter 

(Root) in mm 

Filler wire 

diameter(first 

layer) in mm 

    

Current(Amp) 

   Polarity  

Voltage(Volts) 

Arc travel 

speed(cm/min) 

4.5 1.6 2.5 150 DCSP 11.8-11.1 2.06 

4.5 1.6 2.5 170 DCSP 12.5-10.2 1.47 

4.5 1.6 2.5 180 DCSP 13.2-10.8 2.44 
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Table 5. Liquid Penetrant Test parameters of 5052 Aluminium alloy and Alloy steel EN24 

 Aluminium Alloy 5052 Alloy steelEN24 

DP DIT MAGNA FLUX MAGNA FLUX 

Penetrant Used SKL-SP SKL-SP 

Cleaner Used SKC-1 SKC-1 

Developer Used SKD-S2 SKD-S2 

Dwell Time (at room temp) 10 min 10 min 

Viewing Media Normal Light Normal light 

Sensitivity 30 microns 30 microns 

 
Table 6. Radiography test parameters of 5052 Aluminum alloy and alloy steel EN24 

 
  Aluminium Alloy 

5052 

Alloy steel EN24 

Exposure  Parameters Voltage KV 65/95 65/100 

Current (mA) 3.0 3.0 

Time (min) 2.0 0.8 

Film Used MX-125 T-200 

SFD (min) 1.0 0.7 

 10-16-DINAI AI-10-16 

Processing Parameters Developer Time 

(min) 

5.0 5.0 

Stop Bath Time 

(min) 

1.0 1.0 

Fixer Time (min) 10 10 

Sensitivity 2% 2% 

III. RESULTS  

                                                           

                   Table 7.   liquid Penetrant test results of  5052 Aluminium alloy  and Alloy steel EN24 

 

 
S.No. Material Thickness,mm Pulse/non-pulse welding Frequency(Hz) Observations 

1 2.5 Non-pulse - No defect was observed on welded 

area 

2 2.5 pulse 3 No defect was observed on welded 

area 

3 2.5 pulse 5 No defect was observed on welded 

area 

4 2.5 pulse 7 No defect was observed on welded 

area 

5 4.5 Non-pulse - No defect was observed on welded 

area 

6 4.5 pulse 3 No defect was observed on welded 

area 

7 4.5 pulse 5 No defect was observed on welded 

area 

8 4.5 pulse 7 No defect was observed on welded 

area 
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Table 8.  The Radiography test results of aluminium Alloy 5052 and Alloy steel EN24 

 

    
S.No. Material Thickness, 

     mm 

Pulse/non-pulse 

welding 

Frequency(Hz) Observations 

1 Al 5052 2.5 Non-pulse - One pore size 0.3mm,random pores 0.1-

0.4mm 

2 Al 5052 2.5 pulse 3 Two pores of size 0.5mm 

3 Al 5052 2.5 pulse 5 Cluster porosity:13mm 

4 Al 5052 2.5 pulse 7 Cluster porosity:10mm. 

1 EN24 4.5 Non-pulse - One pore size 0.4mm 

2 EN24 4.5 pulse 3 Found two pores sizes0.3mm 

3 EN24 4.5 pulse 5 Found three pores sizes 

0.1mm,0.2mm&0.4mm 

4 EN24 4.5 pulse 7 Found three pores sizes 

0.2mm.0.3mm&0.4mm. 

 

 

Table 9. Tensile strength test  results of   pulsed current TIG welding of 5052 Aluminium alloy 

 
S.No. Material Frequency Thickness 

(mm) 

Ultimate tensile strength, Mpa 

1 Al 5052 Base metal 2.5 295.68 

2 Al 5052 Base metal 2.5 286.54 

3 Al 5052 Base metal 2.5 302.64 

1 Al 5052 3Hz 2.5 318.54 

2 Al 5052 3Hz 2.5 303.84 

3 Al 5052 3Hz 2.5 271.12 

1 Al 5052 5Hz 2.5 248.56 

2 Al 5052 5Hz 2.5 220.45 

3 Al 5052 5Hz 2.5 242.56 

1 Al 5052 7Hz 2.5 265.35 

2 Al 5052 7Hz 2.5 256.50 

3 Al 5052 7Hz 2.5 352.32 
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Table 10. Tensile strength test  results of non- pulsed current TIG welding of 5052Aluminium alloy  

 

 
S.No. Material Thickness (mm) Ultimate tensile strength, Mpa 

1 Al Alloy 5052 2.5 289.68 

2 Al Alloy 5052 2.5 284.52 

3 Al Alloy 5052 2.5  301.25 

 
Table 11. Tensile strength test  results of  pulsed current TIG welding of EN24 

 
S.No. Material Frequency Thickness 

(mm) 

Ultimate tensile strength, Mpa 

1 EN24 Base metal 4.5 942.56 

2 EN24 Base metal 4.5 940.84 

3 EN24 Base metal 4.5 952.24 

1 EN24 3Hz 4.5 968.34 

2 EN24 3Hz 4.5 956.86 

3 EN24 3Hz 4.5 961.72 

1 EN24 5Hz 4.5 951.62 

2 EN24 5Hz 4.5 953.45 

3 EN24 5Hz 4.5 960.54 

1 EN24 7Hz 4.5 946.72 

2 EN24 7Hz 4.5 948.86 

3 EN24 7Hz 4.5 950.68 

 
Table 12. Tensile strength test  results OF non- pulsed current TIG welding of EN24 

 
S.No. Material Thickness (mm) Ultimate tensile strength, Mpa 

1 EN24 4.5 948.56 

2 EN24 4.5 942.87 

3 EN24 4.5 946.42 

 

  IV CONCLUSIONS 

 

In this experimental work Aluminium alloy 5052(2.5mm thick) and Alloy steel EN24(4.5mm thick) plates are 

welded with pulsed current(3Hz,5Hz&7Hz) and non-pulsed current TIG welding .Non-destructive and destructive tests 

were conducted upon these weldments to know the effect of pulsed current on the welding characteristics of these two 

metal alloys. No defect was observed during liquid penetrant test of these two metals , porous found in all the 

weldments  but all porous sizes are within the acceptable limits. Tensile strength values at 3Hz frequency of these two 

metals  are high compared to other frequencies and non-pulsed current TIG welding. During welding welding torch 

starts vibrating at higher frequencies, may be this could be the reason of lesser tensile strength  values in the both 

metals at higher frequency welding.,ie at 5Hz &7Hz.  

 

 

 

 

 

 



 
                       

                      ISSN(Online): 2319 - 8753 

                                          ISSN (Print)  :2347 - 6710                                                                                                                                                                                                                                               
          

International Journal of Innovative Research in Science, 

Engineering and Technology 

(An ISO 3297: 2007 Certified Organization) 

Vol. 4, Issue 5, May 2015 

 

Copyright to IJIRSET                                                    DOI: 10.15680/IJIRSET.2015.0405086                                                   3101 

  

REFERENCES 
 

[1] Troyer,W.,Tomsic,M.,and Barhotst, R , “Welding characteristics of Aluminium alloy ” welding journal,56(1),1977,26-32. 

[2] Becker,D,W. and Adams, C.M, ”The role of pulsed GTA welding variables in solidification and grain refinement” welding 
journal,58(5)1979,134s-152s 

[3] Becker,D,W. and Adams, C.M, “"Investigation of Pulsed GTA Welding parameters" welding journal,57(5)1978,134s-138s. 

[4] Omar,A.A, and Lundin, C.D,”welding journal”,58(4),1970,97s-104s. 

[5] Tseng,C.F.and Savage,w,f, “The effect of oscillation” welding journal,50(11)1971,777-786. 

[6]  Sharir,Y., Peiieg,J. and grill, “Metallurgical Technology”,5,1978, 190-196. 

[7] Tsai, C.L., and  Hou, C,A,  "Theoretical Analysis of Weld Pool Behavior in the Pulsed Current GTAW Process", Heat Transfer,110, 1988, 160-
165. 

[8] Kate, S and Tanabe, S, "High speed welding of 0.5mm thickness alloy sheets using pulsed TIG welding", welding International 7, 1988, 602-

608. 
[9] Tsen, K.H. and Chou, C.P,  “Effect of pulsed gas tungsten arc welding on angular distortion in austenitic stainless steel weldments”, science 

and Technology of welding and joining 6,(3),2001,149-153. 

[10] Reddy,G.M.,Gokhale,A,A.and Prasad Rao K, "Effect of filler metal composition on weldability of Al-Li alloy 1441",Material 
Science&Technology,14,1998,61-66. 

[11] Giridharam , P.K and Muragan,N, “Sensitivity Analysis of pulsed current GTA welding process parameters on weldbead geometry”, National 

conference in advances in joining Technology 2004. 
[12]    Mohandas T, Madhusudhan Reddy  G(1996) Effect of frequency of pulsing in gas tungsten arc welding on the microstructure and mechanical 

properties of titanium alloy welds, J Mater Sci Lett 15:625-628. 

[13]     Shelwatker DA, Madhusudhan Reddy G, Gokhale AA(2002) Gas tungeten arc welding studies on similar and dissimilar combinations of  Al-
Zn-Mg alloy RDE 40 and Al-Li alloy 1441. Sci Technol weld Join 352-361. 

[14]    Vahid Nazarpoor,Abdoreza,Soltanipoor,Khosrow Farmanesh“Effect of current on Mechanical,Metallurgical and Corrosion Properties of AA 

5083 Aluminium Alloy Pulse TIG Welding Joints”Journal of Materials Science, vol.2,2010,54-67. 
[15]    Ramulu, M and Rubbert,M.P, “Gas Tungsten Arc welding of al-li-cu alloy 2090”, Welding Reaserach Supplement, 109s-114s. 

16Parmar, R.S., “Welding Engineering and Technology” p623. 

 

http://technicaljournals.org/NPDF/IJMEAR-01-TJ-A02.pdf


                 

     
               ISSN(Online): 2319-8753 

          ISSN (Print):   2347-6710                                                                                                                                 

                                                                                                               

International Journal of Innovative Research in Science, 

Engineering and Technology 
(An ISO 3297: 2007 Certified Organization) 

Vol. 4, Issue 11, November 2015            
 

Copyright to IJIRSET                                          DOI:10.15680/IJIRSET.2015.0411121                                                   10929 

 

Optimization of Isogrid Rib-Pattern on 

Mechanical Housing 

Vijay Thammisetty 
1
, Narashima Reddy 

2 

M.Tech. Student, Dept. of  Mechanical Engineering, Malla Reddy Engineering College, Maisammaguda, Telangana, India1 

Associate Professor, Dept. of  Mechanical Engineering, Malla Reddy Engineering College, Maisammaguda, Telangana, India2 

 

ABSTRACT: Isogrid structures are used in aerospace applications because they reduce weight while maintaining 

structural efficiency. This paper presents the specific stiffness of isogrid plates with and without skin. Isogrid plates can 

be regarded as flat plates strengthened by an appropriately designed superimposed grid structure of ribs either flanged 

or unflanged. The concept in which the most promising factor is triangulation of stiffening members. This rib-pattern 

took advantage of the simple fact that triangular trusses are very efficient structure. This paper outlines how  

optimization of  Isogrid structures are developed by using MATLAB.This paper also emphasis the relevance of the 

reduction of time of design on designing software, and also helps to trace out the set of dimensions of isogrid structure, 

mass significantly the specific stiffness     
 
KEYWORDS: Isogrid structures, optimization,  rib-pattern, MATLAB, specific stiffness 

 
I. INTRODUCTION 

 

The design of the isogrid structure allows the part to maintain isotropic properties even though material has 

been removed for weight reduction. . These structures usually consist of a base structure forming the “skin/without 

skin” and local reinforcement elements called “stiffeners” to improve the static and dynamic characteristics of the base 

structure. Isogrid stiffener configuration is a special class of stiffened or grid structures whereby the grid members are 

arranged in an isosceles triangular patterns. Due to their efficiency, these isogrid members have been widely used in 

many structural applications especially in spacecraft components. Since then extensive efforts have been exerted to 

study isogrid structures in an attempt to maximize their stiffnesses, Eigen frequencies, and/or critical buckling loads 

while imposing stringent constraints on the total structural mass. 
 

MATLAB (Matrix Laboratory) is a multi-paradigm numerical computing environment and fourth-generation 

programming language. A proprietary programming language developed by Mathworks, MATLAB 

allows matrix manipulations, plotting of functions and data, implementation of algorithms, creation of user interfaces, 

and interfacing with programs written in other languages, including C, C++, Java, Fortran and Python. 
 

II RELATED WORK 

The isogrid rib-grids are analyzed by "smearing out", averaging, or taking mean values of the grid properties 

so that the grid work is considered as a solid continuous sheet of material with appropriate elastic properties. It is 

shown that if one assumes a uniaxial state of stress in the bars, the smeared-out elastic constants are identical to those 

of an isotropic material in plane stress. When ribs and skin are combined, the composite construction is treated as an 

isotropic layered material, with appropriate elastic constants for each layer, viz., rib-grid and skin. The critical load for 

this problem is shown in equation  

                                             
Pcr = (π

2
Ei)/4I

2                                  
(1) 

https://en.wikipedia.org/wiki/Matrix_(mathematics)
https://en.wikipedia.org/wiki/Function_(mathematics)
https://en.wikipedia.org/wiki/Algorithm
https://en.wikipedia.org/wiki/User_interface
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P =n
2
π

2
EI/I

2                                       
(2) 

The symmetry condition allows the finite element model to be simplified. A free beam will have a rigid body motion 

due to the lack of constraint in one direction. Thus this simplified symmetric model is better suited for numerical 

analysis when applicable. The problem under consideration is not a 2D structure but rather a complex 3D part that 

contains an isogrid pattern. As previously stated the isogrid is used to reduce the weight of the structure while still 

maintaining the isotropic material properties of a single sheet of material. A typical isogrid structure can be seen below 

in figure. 

 
 

   Fig:3.1.1 Typical view of flanged isogrid                                    Fig:3.1.2 Transformed view of flanged isogrid                  
          b - Rib thickness 

          c - flange thickness 

          d - rib height 

          h - cell height 

          t - face sheet thickness 

          w - flange width 

Table 3.1.1 Transformed section properties using parallel axis theorem 

 

The plate will not have the same geometric dimensions as the isogrid but it will have the same stiffness in both the 

tensile and bending directions. This simplification allows multiple design iterations to be completed by changing only 

the stiffness of the part and not the model geometry. The simplification also allows for a reduction in computational 

time. Assuming the isogrid plate is in a state of uniaxial stressing it can be shown that the structure is equivalent to a 

single sheet in plane stress. The process to simplify the sheet uses several non-dimensional parameters (δ, λ, α, μ, h) for 

a unit width of isogrid. The procedure also uses the parallel axis theorem to reduce the isogrid to a single sheet. The 

non-dimensional parameters are defined in equation 3. The single sheet will have an equivalent tensile stiffness (K) and 

bending stiffness (D), where ν is the material Poisson’s ratio and E0 is the material elastic modulus. The different 

stiffness equations are shown in equation 4 and equation 5. 

                                  δ = d /t, λ = c /t, ɑ = bd /th, μ = wc /th, h = a√3/2                                 (3) 

                                  D = 1/ (1-v
2
)   Eo I                              (4) 

                                   K = 1/ (1-v
2
)   Eo A                            (5) 

To complete the transformation the individual areas (Ai), centroids (ζi) and moment of inertia (I0) are calculated with 

the equations in the table. This table contains all the required information to calculate the appropriate stiffness 
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properties for the equivalent thickness plate. The final stiffness for the plate is calculated from the total section 

properties. These are seen in equations 6, 7 and 8. 

                                     A = ∑ Ai                                                                              (6) 

                                  ζt = ∑ Ai ζi  / A                                    (7) 

                                   I = ∑ Ai ζi + ∑ I0i – A ζi 
2                                

(8) 

The equations for both I and A are now in terms of variable t only. Thus with two equations for stiffness (K, D) and 

two unknowns (E, t) equation 4 and 5 are solved simultaneously to determine an equivalent thickness and stiffness.The 

solution of the two equations creates a sheet with an equivalent thickness (t*) and an equivalent elastic modulus (E*) 

that must be used together to create the required tensile and bending stiffness. By producing the correct stiffness with t* 

and E* these variables can be used together to predict loads but not stress. Thus the combination is used for the 

calculation of critical buckling loads. Equations for t* and E* are shown in equation 9 and equation 11. Equation 10 

can be used to calculate the internal parameter β, which can be used to calculate t* from only non-dimensional 

parameters. The parameters E* and t* will be used when comparing an equivalent single sheet to the isogrid structure. 

t* = √ (12I/A)  = t  β/(1+α+μ)                                                                      (9) 

β
2 
= (1+α+μ)[3( 1+ δ)

2
 + 3 μ(δ+λ)

2
 + 1 + αδ

2
 + μ λ

2
] – 3[(1+ δ) – μ(δ+λ)]

2                        
(10) 

E* = Eo A/ t*                                                                                                              (11) 

With equation 9 and 11 it can be shown that equation 4 and equation 5 can be put in terms of both E* and t* where D 

and K are now represent the correct stiffness for the isogrid. These can be seen in equation 12 and equation 13. 

                                D = E*t*
3
 /12(1-v

2
)                                        (12) 

                                 K = E*t*/ (1-v
2
)                   (13) 

III. PRESENTATION OF THE MAIN CONTRIBUTION OF THE PAPER/SCOPE OF THE RESEARCH 

 
In general, grid structures have been used in numerous applications. Most of the previous work has been 

directed to the study of static and buckling characteristics of grid structures. Very few articles discuss their performance 

in dynamic loading which may lead to a wide implementation in the field of vibration and noise control. Most of the 

modeling effort was not well suited to these specific structures which resulted in either oversimplified models dealing 

with the skin and the stiffeners as two independent problems or computationally intensive models with numerous 3D 

elements. A theoretical model that is able to accurately describe grid structures, without being too complicated to solve, 

is essential to work in MATLAB to get optimized grid structures. 

To reduce design and analysis time, MATLAB tool helps to get more number of combinations. As per our 

requirement best set of combination can be selected easily to design. By giving input values Elastic Modulus “E0”, 

poisson's ratio"𝜈 ", length of rectangle “l”, width of rectangle “w”,face sheet thickness “t” ,side of triangle “a”, rib 

thickness “b”, we can  achieve output results  bending stiffness “D”, tensile stiffness “K”,  specific stiffness “Q”, 

“mass” . according to mass limitations and requirement of  high stiffness best configuration can be selected easily. 
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IV. METHODOLOGY AND DISCUSSIONS 

UNFLANGED ISOGRID  

                          

        Fig:3.1.3 Rib orientations, coordinates                            Fig:3.1.4 Typical view of unflanged isogrid 

Elements for Fig 3.1.4 

 b - Rib thickness 

a - side of triangle 

d - rib height 

h - cell height 

t - face sheet thickness                    

Fig:3.1.5 Transformed view of unflanged isogrid 

 ɑ = bd /th, δ = d /t, h = a√3/2  

For unflanged isogrid, λ = μ = 0 in the equations developed for flanged isogrid on the preceding pages. 

β
 
= β

 
(α, δ) = [3α (1+ δ)

 2
 + (1+ α) (1 + αδ

2
)]

 

1/2          

For construction consisting of skin alone (monocoque), 

α = δ = 0,β = 1 

In terms of α and β, 

 K = E*t*/ (1-v
2
) ×(1+ α)  

D = E*t*
3
 /12(1-v

2
)  ×β/1+ α 

now,  Equivalent t* and E* 

t* = √ (12I/A)  = t  β/(1+α)  

E* = Eo A/ t*  = Eo (1+α)
2
/β 

                

          Fig:3.1.5 graph showing comparison of isogrids 
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Optimization of isogrid using MATLAB 

 For an isogrid rib-pattern implemented housing, considering the limitations in mass and specific stiffness it is 

difficult to assume a set of combinations of dimensions to design a component using design tool. No.of iterations on 

design tool and then analyzing consumes a lot of time. So, by using MATLAB we can generate a code in which all set 

of combinations can be easily sorted out and can go directly to design with a good set of dimensions in isogrid rib-

pattern. 

Testing scope involved in MATLAB: 

Step-1: selection of material with elastic modulus E0, Poisson Ratio ν and density value  

Step-2: required length and width of one surface of isogrid housing   

Step-3: assumed values of “a” side of the triangle 

Step-4: assumed values of “t” face sheet thickness  

Step-5: assumed values of “b” rib thickness  

Step-6: to the given input value “a”, formulating find out area of equilateral triangle and “h” height of the triangle Step-

7: to the given input value “b”, formulating find outside of isogrid triangle “x” and  total area of  trapezoidal shapes 3Tr 

Step-8: formulating to find out area of isogrid triangle and no. of isogrid triangles  

Step-9: formulating to find out area of grid structure  

Step-10: formulating to summation of volumes of “skin” and “grid”  

Step-11: formulating to code for non-dimensional parameters delta, alpha and beta  

Step-12: formulating to find out area of unflanged isogrid transformed structure  

Step-13: formulating E* and t* 

Step-14: formulating bending stiffness “D”. 

Step-15: formulating tensile stiffness “K”. 

Step-16: finding out mass of isogrid plate  

Step-17: formulating specific stiffness “Q”  

Step-18: plotting the results  

V. EXPERIMENTAL RESULTS 

 fig:3.2.1 Showing side of isogrid cell “x” 

Step-1: selection of material with elastic modulus E0= 70e03 aluminum alloy(7075-T6) Young's modulus (N/mm2) 
, Poisson Ratio ν= 0.34 and density value 2.7e-06 (kg/mm3) 

Step-2: length=200 and width=200  

Step-3: a=[13 15 17 19] 

Step-4: t=[1 2 3 4 5 6 7 8 9 10],(d= 10-t)     

Step-5: b=[1 2 3] 

Step-6: area of equilateral triangle “area”=√3/4×a
2
 and “h” height of the triangle √3/2×a 
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Step-7: side of isogrid triangle “x” = 𝑎 + 2 × 𝑥 1 since x1=
𝑏

2
×
𝑡𝑎𝑛𝜋

6
and total area of  trapezoidal shapes 3Tr =  

a+(a+b
𝑡𝑎𝑛𝜋

6
)
𝑏

4
 

Step-8:total area of isogrid “A”=3𝑇𝑟 × 𝑎𝑟𝑒𝑎  and  no. of isogrid triangles N1 = 𝑙 × 𝑤 ÷ 𝐴  

Step-9: area of grid structure “N2” =  𝑙 × 𝑤 - 𝑁1 × 𝑎𝑟𝑒𝑎  

Step-10: volume of “skin” vol 1=𝑁2 × 𝑑   and volume of  “grid” vol 2=𝑙 × 𝑤 × 𝑡  

Step-11: 
 
 ɑ = bd /th, δ = d /t, h = a√3/2 

Step-12: β
 
= β

 
(α, δ) = [3α (1+ δ)

 2
 + (1+ α) (1 + αδ

2
)]

 1/2  
 

Step-13: formulating E*=Eo A/ t*  = Eo (1+α)
2
/β and t*= √ (12I/A)  = t  β/(1+α)  

Step-14: formulating bending stiffness “D”= E*t*
3
 /12(1-v

2
)  ×β/1+ α 

Step-15: formulating tensile stiffness “K”= E*t*/ (1-v
2
) ×(1+ α) 

Step-16: finding out mass of isogrid plate“mass”=density×volume  

Step-17: formulating specific stiffness “Q”= 
𝑘

𝑚
 

Step-18: plotting the results 

When a=13  

 

 

 

 

 

Fig:3.2.2 Graph specifying specific stiffness of Q vs t (mm)                  Fig:3.2.3 Graph specifying mass(kg) vs t(mm) 

when a=15 

 

   

  

 

 

Fig:3.2.4 Graph specifying specific stiffness of Q vs t(mm)               Fig:3.2.5 Graph specifying mass(kg) vs t(mm) 
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when a=17 

Fig:3.2.6 Graph specifying specific stiffness of Q vs t (mm)              Fig:3.2.7 Graph specifying mass(kg) vs t(mm)                  

when a=19 

   

 

 

 

 

Fig:3.2.8 Graph specifying specific stiffness of Q vs t (mm)              Fig:3.2.9 Graph specifying mass(kg) vs t(mm) 

 
VI. CONCLUSIONS 

By analysing, various grid structures,isogrid pattern is selected as a suitable structure for the high stiffness 

requirements of the mechanical housing. The overall weight of the housing is reduced by mounting the isogrid 

pattern on the outer faces of the housing. 
 

Modal analysis is carried out for the housings of following dimensions : 
1. Housing (with isogrid pattern) of (351*215*226) mm, with mass 5.7Kg, 
2. Housing of (388*208*233) mm, with mass 6.5 Kg. 

 

                      From the results of modal analysis, following observations are made. 

 

Mode Of Displacements 

Frequency on Chassis without 

Isogrid Structure  ( in HZ) 
Frequency on Chassis 

with Isogrid Structure 
             ( in HZ) 

Mode 1 460.335 578.026 

Mode 2 502.209 671.595 

Mode 3 548.606 708.091 

Mode 4 670.961 725.902 
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Mode 5 767.616 969.375 

Mode 6 806.448 1063.47 

Mode 7 888.170 1080.72 

Mode 8 889.1538 1166.602 

Mode 9 945.1795 1188.96 

Mode 10 959.92 1227.308 

 

From the data,observed that by mounting isogrid pattern, the performance of Inertial Measurement Unit and other 

electronic components placed in the housing, has been improved in the vibration environment. From the result of 

Random vibration analysis, observed that,overall vibration response for the given random excitation is less in the case 

of isogrid chassis,as compared to the normal chassis.By adopting isogrid Pattern on the structure of mechanical housing 

will be a better solution for the problems encountered in the mechanical design of Inertial Navigation Systems, in 

aerospace structures.  The Vibration Isolator of Model GBC-136-284 of GAMMA, with frequency 80 HZ ,has been 

selected for the IMU configuration. For an isogrid rib-pattern implemented housing, considering the limitations in mass 

and specific stiffness it is difficult to assume a set of combinations of dimensions to design a component using design 

tool. No.of iterations on design tool and then analyzing consumes a lot of time. So, by using MATLAB we can generate 

a code in which all set of combinations can be easily sorted out and can go directly to design with a good set of 

dimensions in isogrid rib-pattern. Optimization using MATLAB is a new way and it has more scope in future 

enhancement. modelling on tools and changing configuration is a time taking process, so optimization with MATLAB 

is emerging trend. 
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ABSTRACT: The technology advancement has envisaged going for near net shape of the produces. Also, near net shapes 
formed are again cold upset for obtaining a final shape of the Product. This work deals with an experimental, theoretical and 
analytical determination of friction factor 'm' for Solid aluminum Cylinders under different lubricating conditions. The 
aluminum ring having a standard ratio specified by the Male and Cockcroft (6:3:2) with a dimension of Outer diameter: inner 
diameter: Height, 36:18:12 is prepared to carry the ring compression test, to determine the friction factor between the 
interface of the work piece and die. Different lubrication conditions are applied such as grease, wax ,soap ,boric acid and no 
lubricant. The friction factor is sensitive to contact between the specimens and die. When the lubricant applied, the aluminum 
ring dimensions are change. The change in dimension, outer diameter, internal diameter, and reduction in height, using the 
standard calibration curve available for friction conditions by Male and Cockcroft is used to determine the friction factor of 
material. The cylindrical billets are compressed between the rigid dies after the lubricant  is employed at the die billet inter 
face using UTM.after each incremental strain parameters of the geometry namely contact diameter, bulged diameter and 
barrel radius are tabulated. The load required for the deformation of the material also investigated and is compared for all the 
lubrication conditions. 
 
KEYWORDS: Friction factor, different lubricant conditions, ring compression test, cylindrical compression test. 
 

1. INTRODUCTION 
 

 Friction at the interface of die/work piece is an important variable and has significant effects on both the work piece and 
process variables such as deformation load, metal flow and surface quality, and internal structure of the product in metal 
forming processes. Therefore, the interface friction has to be understood and controlled. For effective friction control, effects 
of the deformation process variables, such as deformation speed, material type, and lubrication, must be treated together to 
investigate interaction effects among these variables. There are several methods developed for quantitative evaluation of 
friction at the die/work piece interface in metal forming processes. Among all common methods for measuring the friction 
coefficient, the ring compression test has gained wide acceptance. This technique utilizes the dimensional changes of a test 
specimen to arrive at the magnitude of friction coefficient. For a given percentage of height reduction during compression 
tests, the corresponding measurement of the internal diameter of the test specimen provides a quantitative knowledge of the 
magnitude of the prevailing friction coefficient at the die/ Work piece interface. If the specimen’s internal diameter increases 
during the deformation, friction is low; if the specimen’s internal diameter decreases during the deformation, the friction is 
high. Using this relationship, specific curves, later called friction calibration curves, were generated by Male and Cockcroft 
relating the percentage reduction in the internal diameter of the test specimen to its reduction in height for varying degrees of 
the coefficient of friction. His results showed that the coefficient of friction tended to increase with an increasing 
deformation rate for different metal under dry condition and with a solid lubricant. Male and Cockcroft’s standard ring 
geometry of 6:3:2 was used. The most accepted one is to define either a coefficient of friction, m, specifically; the Coulomb 
law of friction or the interface frictional shear factor, m, a value varies from zero for frictionless interface to one for sticking 
friction. Although neither of them has universal acceptance for general cases, one or the other approach may be useful for a 
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particular case. Among all common methods for measuring the friction coefficient, the ring compression test has gained wide 
acceptance. It was originated by Kunogi and later improved and presented in a usable way by Male and Cockcroft. This 
technique utilizes the dimensional changes of a test specimen to arrive at the magnitude of friction coefficient. When a flat 
ring specimen is plastically compressed between two flat platens, increasing friction results in an inward flow of the material, 
while decreasing friction results in an outward flow of the material as schematically shown in Fig. 1. 
 

 
 
If the specimen’s internal diameter increases during the deformation, friction is low; if the specimen’s internal 

diameter decreases during the deformation, the friction is high. Using this relationship friction calibration curves, were 
generated by Male and Cockcroft relating the percentage reduction in the internal diameter of the test specimen to its 
reduction in height for varying degrees of the coefficient of friction as shown in Fig. 2.  

 
II. RING COMPRESSION TEST 

 
� The method of free ring compression is the most widely applied method for determining contact conditions in 

bulk forming processes; therefore it is treated as the standard, universal method for determining factor of 
friction. 

 
� Originally, it was conceived as the qualitative method for comparing the lubrication conditions to the influence 

of various lubricants onto the contact friction in cold extrusion processes, as prescribed by Kunogi in 1954. 
 
� The method consists of monitoring the changes of inner diameter of the ring which is being compresses, because 

the changes are considered to be the representatives of the level of sensitivity to active contact friction. 
 
� Friction factor is determined from these charts from the percent reduction in height and by measuring the 

percent change in the internal diameter of the specimen after compression. 
 

 
Fig.2 friction factor calibration curve 
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� Graphic dependence between height strain and inner diameter strain, at various influences of friction, gives 
calibration curves for reading the value of coefficient / factor of friction. 
 

� When a short, hollow cylinder is compressed axially between flat, parallel, rigid platens the diameter of the hole may 
either increase, decrease, or remain constant according to the amount of frictional constraint imposed by the 
platens. 

 
�  Under frictionless conditions the hole size increases proportionately to the outer diameter; and, the cylinder 

compresses as would the corresponding portion of a compressed solid cylinder. 
 
�  With increasing frictional constraint, the rate of expansion of the hole decreases and eventually the compressive 

hoop stress developed at the hole is sufficient to cause the hole to contract. 
 
� This has the effect that the hole may initially increase in diameter and then contract. By suitably choosing the initial 

proportions of the cylinder, dimensional changes of the hole can thus provide a sensitive indication of the platen 
friction. 

 
� Male and Cockcroft established the calibration curves by experimental method, assuming μ- friction in inter-contact 

of ring and tool. The initial dimensions of the ring in the following ratio, outer diameter: inner diameter: height = 
6:3:2 were adopted as standard dimensions in ring test method. 

 
� In this test, a ring specimen is compressed between the flat parallel tools and the coefficient of friction is determined 

on the basis of the change in the inner diameter of the ring using calibrated curve. 
 
� Since this method does not require the determination of the load, it has been frequently used for estimating friction 

during forging without large expansion of a billet surface. 
 

 
III. RESULT AND DISCUSSION 

 
Since the metal forming induces high friction and heat generation at the interface between the tools and the work piece, 
interfacial friction has a significant effect on the forging applications, impacting die-wear, forming quality, and the 
deformation loads under both dry and lubricated conditions. The lubricity of lubricants is one of the most significant 
factors since it directly determines the interface friction, which in turn influences the stresses, the forging load, and the 
forging energy. In this study, the interface coefficient of friction and friction factor between the work piece and tools 
was determined under both dry and lubricated conditions.  
 
The result obtained is as shown in the table. From the table it is clear that the interface friction can vary under different 
lubrication condition. The specimen having dimension as outer diameter 36mm, inner diameter 18mm and height 
12mm,is used for the analysis but the dimension change occurred under the ring compression is different for the each 
lubrication condition.  
 
The calibrated curve by the Male and Cockcroft of dimension ratio outer dia.: inner dia.: height  (6: 3: 2) is used to 
determine the friction coefficient the result as follows, 
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IV.  RESULTS & DISCUSSIONS ABOUT RING COMPRESSION TEST 
 

Table.1 Friction co-efficient for instantaneous deformations of the ring. 
 

% reduction in 
height of the 

ring. 

Co-efficient of friction = Diametric strain / strain in 
height. 

boric 
acid Grease Wax Soap Ul 

10.00% -2 -1.33 -1.44 -1.34 2.83 
20.00% -3.33 -1.44 -1.88 -1.78 5.88 
30.00% -4.38 -1.38 -2.01 -2.11 11.66 
40.00% -4.16 1.11 0.11      0.11 20.16 
50.00% -1.5 5.61 4.22 4.12 31.83 
60.00% 5.05 15.38 11.02 12.22 52.11 

 

 
Male and Cockroft Calibration curves for estimating friction 

 
Deformation load for different lubricants and height reductions 

 
% 

reduction 
in height 

of the 
ring. 

Deformation load (KN) 

Boric 
acid Grease Wax Soap Un 

lubricated 

10 47 55 54 54 59 

20 71 80 80 81 87 

30 94 107 107 108 116 

40 125 142 142 140 156 

50 167 190 190 192 234 

60 235 275 269 271 372 
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Contact diameters for different lubricants and height reductions 
 

% reduction in 
height of the 

ring. 

Contact Diameter (Dc) in mm 

Bori
c 

acid 

Greas
e Wax Soap Un lubricated 

10 36.8
2 37.36 37.36 37.52 36.74 

20 39.0
6 38.89 38.89 38.93 37.74 

30 41.1 40.79 40.79 40.81 39.42 

40 43.4
6 43.04 43.04 43.04 41.54 

50 46.3
5 45.78 45.78 44.63 44.2 

60 50.6
4 49.8 49.8 49.77 48.32 

 
 

 

Contact diameter Vs different height reductions and 
different lubricants. 

 
 
 

 
 Contact diameter for different lubricants at 50% 

reduction of the ring 

V. CONCLUSIONS 
 

 Friction coefficient for several lubricants such as Boric acid, wax, grease and soap are   determined as  0.18, 
0.22, 0.22 and0.23 and respectively. 
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 The expansion of the ring hole was observed when Boric Acid was used as the lubricant indicating good 
lubrication and the contraction of the ring hole was examined under un lubricated condition. 

 The load required for deformation when the billets are reduced to the same height is low in case of Boric Acid 
compared to the other lubricants. 

 The barreling curvature was minimum when Boric Acid was applied as lubricant and maximum for un 
lubricated condition. 

 The formability of the material was improved      which lead to the better utilization of the material and 
processing conditions. 
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ABSTRACT: In this project, FEA analysis is performed for friction stir welding of aluminum alloy 5083 and copper 
using pin profile round and taper. The analysis is done using different rotational speeds 700rpm, 1150rpm and 
1350rpm. The plate sizes are 130mmX45mmX3mm. The tool material is HCHCR steel. The tool shoulder dia is 22mm, 
tool pin dia is 5mm, pin length is 1.7mm. Modeling is done in Pro/Engineer and analysis is done in Ansys. 
Experimental investigation is done to verify the mechanical properties of friction stir butt welded aluminum alloys 
5083 and copper using pin profile round. The properties investigated are tensile strength and hardness, compared before 
and after welding. The experiments are conducted with speeds of 700rpm, 1150rpm and 1350rpm and feeds 30, 45 and 
60mm/min. Experimental work is conducted on 3 axis vertical milling machine.  
 
KEYWORDS:- aluminum alloy 5083, copper, HCHCR steel, Pro/Engineer, Ansys, friction stir butt welding 
 

I. INTRODUCTION 
 

Friction Stir Welding is the most recent upgrade to the Space Shuttle’s gigantic External Tank, the largest element of 
the Space Shuttle and the only element not reusable. The new welding technique—being marketed to industry—utilizes 
frictional heating combined with forging pressure to produce high-strength bonds virtually free of defects. Friction Stir 
Welding transforms the metals from a solid state into a "plastic-like" state, and then mechanically stirs the materials 
together under pressure to form a welded joint. Invented and patented by The Welding Institute, a British research and 
technology organization, the process is applicable to aerospace, shipbuilding, aircraft and automotive industries. One of 
the key benefits of this new technology is that it allows welds to be made on aluminum alloys that cannot be readily 
fusion arc welded, the traditional method of welding.  
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II. TOOL DESIGN 
                              
Tools consist of a shoulder and a probe which can be integral with the shoulder or as a separate insert possibly of a 
different material. The design of the shoulder and of the probe is very important for the quality of the weld. The probe 
of the tool generates the heat and stirs the material being welded but the shoulder also plays an important part by 
providing additional frictional treatment as well as preventing the plasticised material from escaping from the weld 
region. The plasticised material is extruded from the leading to the trailing side of the tool but is trapped by the 
shoulder which moves along the weld to produce a smooth surface finish. Clearly, different materials and different 
thicknesses will require different profile probes and welds can be produced from just one side or by welding half the 
thickness then turning over to complete the other side.  
 
MODELS OF CUTTING TOOLS-ROUND TOOL 
PLATE1 

 
 
PLATE2 
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ROUND TOOL 

 
 
ROUND TOOL ASSM 

 
 
COUPLED FIELD ANALYSIS OF ALUMINUM ALLOY 5083 AND CAST COPPER                                
700 RPM- ROUND TOOL 
Select Preference select thermal 
Select element type as a solid brick 20 node 90 
Enter material properties  
Work piece-Aluminum Alloy 5083 
Thermal Conductivity – 0.177W/mmK 
Specific Heat – 900 J/Kg K 
Density – 0.00000266 Kg/mm3 
Copper 
Thermal Conductivity – 0.483 W/mmK 
Specific Heat – 385 J/Kg K 
Density – 0.000007764 Kg/mm3 
Cutter-HCHCR Tool Steel 
Thermal Conductivity – 0.020W/mmK 
Specific Heat – 460J/Kg K 
Density – 0.00000767Kg/mm3 
Import IGES model 
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Meshed model 

 
Enter material properties  
Work piece-Aluminum Alloy 5083 
Young’s Modulus – 70300 MPa 
Poisson’s Ratio – 0.33 
Density – 0.00000266 Kg/mm3 
Copper 
Young’s Modulus – 110000 MPa 
Poisson’s Ratio – 0.343 
Density – 0.000007764 Kg/mm3 
Cutter-HCHCR Steel 
Young’s Modulus – 209900 MPa 
Poisson’s Ratio – 0.3 
Density – 0.00000767 Kg/mm3 

 
III. RESULTS TABLE 

 
ROUND TOOL 

 700rpm 1150 rpm 1350 rpm 
Nodal Temperature (K) 673 673 673 
Thermal Gradient (K/mm) 323.413 575.392 758.425 
Thermal Flux (W/mm2) 66.237 126.416 136.518 
Displacement (mm) 0.030632 0.011474 0.011541 
Stress (N/mm2) 143.246 143.464 144.21 
Strain 0.006231 0.003058 0.003078 
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IV. EXPERIMENTAL INVESTIGATION 
 

Experimental investigation is done to verify the mechanical properties of friction stir welding of aluminum alloy 5083 
and copper. The properties investigated are tensile strength and hardness compared before and after welding. The 
welding is done on Conventional Vertical milling machine.  

TOOL SPEED (rpm) FEED (mm/min) 

Round 700 30 

Round 1150 45 

Round 1350 60 

ROUND    PROFILE   TOOL 

 
 
WORKPIECES BEFORE WELDING 

 
 
AFTER WELDING: 
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TENSILE TEST 
Type of test – Mechanical Tensile 
Equipment used – UTM 250KN 
Specimen Width – 28mm 
Specimen Thickness – 3mm 

 UTS (MPa) 

Sample 1 30.14 

Sample 2 35.74 

Sample 3 27.02 
 
VICKERS HARDNESS TEST 
MACHINE DETAILS 
Name – VICKERS HARDNESS 
Srl No: VM – 50 MCS 
TEST DETAILS 
Test Procedure – IS 1501:2002 
Type of Hardness – HV 
Indentor – Diamond 
Load Applied – 5Kgs 
 

  Observed Values in HV5 

 Location Impression 1 Impression 2 Impression 3   Average 

Sample 1 On Surface 210 206 206 207.33 
Sample 2 On Surface 180 178 180 179.33 
Sample 3 On Surface 210 212 210 210.67 

 
RESULTS 

Temperature distribution 
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Thermal flux 

 
Displacement 

 
 
Von mises stress 

 
 

V. CONCLUSION 
 
      By observing the tensile test results, ultimate tensile strength is more for the sample welded at speed of 700 rpm. By 
observing the hardness Test results, the hardness is more done at speed of 1350rpm. So it can be concluded that by 
increasing the speeds the strength decreases whereas by increasing the speeds the hardness increases. 
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Abstract— In this experimental work it is planned 
to study the effect of welding parameters like 
welding current, voltage, etc. on the quality of 
weldments produced by TIG Welding process. The 
following tests are planned to conduct on 
weldments.  
1. Tensile strength test 
2. Micro hardness test 
3. Micro structure 
After knowing the above reasons conclusion will be 
given how quality is varying with the various 
welding parameters on welding at AA-6082 using 
TIG welding. 
 

 
Keywords: Automated TIG Welding System, Micro 
hardness Test, Tensile Test 

 
I. INTRODUCTION 

 

Welding is a permanent joining process used to join 

different materials like metals, alloys or plastics, 
together at their contacting surfaces by application 
of heat and or pressure. During welding, the work-
pieces to be joined are melted at the interface and 
after solidification a permanent joint can be 
achieved. Sometimes a filler material is added to 
form a weld pool of molten material which after 
solidification gives a strong bond between the 
materials. Weld ability of a material depends on 
different factors like the metallurgical changes that 
occur during welding, changes in hardness in weld 
zone due to rapid solidification, extent of oxidation 
due to reaction of materials with atmospheric 
oxygen and tendency of crack formation in the joint 
position. 
 
1.1 Different type of welding processes 
 
Based on the heat source used welding processes 
can be categorized as follows: 
 
1.1.1 Arc Welding: In arc welding process an 
electric power supply is used to produce an 
arcbetween electrode and the work-piece material to 

joint, so that work-piece metals melt at the interface 
and welding could be done. Power supply for arc 
welding process could be AC or DC type. The 
electrode used for arc welding could be consumable 
or non-consumable. For non-consumable electrode 
an external filler material could be used.  
 
1.1.2 Gas Welding: In gas welding process a 
focused high temperature flame produced 
bycombustion of gas or gas mixture is used to melt 
the work pieces to be joined. An external filler 
material is used for proper welding. Most common 
type gas welding process is Oxy-acetylene gas 
welding where acetylene and oxygen react and 
producing some heat.  
 
1.1.3 Resistance Welding: In resistance welding 
heat is generated due to passing of highamount 
current (1000–100,000 A) through the resistance 
caused by the contact between two metal surfaces. 
Most common types resistance welding is Spot-
welding, where a pointed electrode is used. 
Continuous type spot resistance welding can be used 
for seam-weldingwhere a wheel-shaped electrode is 
used. 
 
1.1.4High Energy Beam Welding: In this type of 
welding a focused energy beam with highintensity 
such as Laser beam or electron beam is used to melt 
the work pieces and join themtogether. These types 
of welding mainly used for precision welding or 
welding of advanced material or sometimes welding 
of dissimilar materials, which is not possible by 
conventional welding process. 
 
1.1.5 Solid-State Welding: Solid-state welding 
processes do not involve melting of the workpiece 
materials to be joined. Common types of solid-state 
welding are ultrasonic welding, explosion welding, 
electromagnetic pulse welding, friction welding, 
friction-stir-welding etc. 
 
1.1.6 Arc Welding: 
 
Among all these types of welding processes arc 
welding is widely used for different types of 
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materials. Common types of arc welding process 
are: 
 
1.1.6.1 Shielded Metal Arc Welding(SMAW) or 
Manual Metal Arc Welding: This is mostcommon 
type arc welding process, where a flux coated 
consumable electrode is used. As the electrode 
melts, the flux disintegrates and produces shielding 
gas that protect the weld area from atmospheric 
oxygen and other gases and produces slag which 
covers the molten filler metal as it transfer from the 
electrode to the weld pool. The slag floats to the 
surface of weld pool and protects the weld from 
atmosphere as it solidifies.  
 
1.1.6.2 Gas Metal Arc Welding(GMAW) or 
Metal inert or active gas welding(MIG/MAG): In 
this type of welding process a continuous and 
consumable wireelectrode is used. A shielding gas 
generally argon or sometimes mixture of argon 
andcarbon dioxide are blown through a welding gun 
to the weld zone. 
 
1.1.6.3 Gas Tungsten Arc Welding(GTAW)or 
Tungsten Inert Gas (TIG):GTAW or TIGwelding 
process is an arc welding process uses a non-
consumable tungsten electrode to produce the weld. 
The weld area is protected from atmosphere with a 
shielding gas generally Argon or Helium or 
sometimes mixture of Argon and Helium. A filler 
metal may also feed manually for proper welding. 
GTAW most commonly called TIG welding process 
was developed during Second World War. With the 
development of TIG welding process, welding of 
difficult to weld materials e.g. Aluminium and 
Magnesium become possible. The use of TIG today 
has spread to a variety of metals like stainless steel, 
mild steel and high tensile steels, Al alloy, Titanium 
alloy. Like other welding system, TIG welding 
power sources have also improved from basic 
transformer types to the highly electronic controlled 
power source today.  
 
1.2 Basic mechanism of TIG welding: 
 
TIG welding is an arc welding process that uses a 
non-consumable tungsten electrode to produce the 
weld. The weld area is protected from atmosphere 
by an inert shielding gas (argon or helium), and a 
filler metal is normally used. The power is supplied 
from the power source (rectifier), through a hand-
piece or welding torch and is delivered to a tungsten 
electrode which is fitted into the hand piece. An 
electric arc is then created between the tungsten 
electrode and the work piece using a constant-
current welding power supply that produces energy 
and conducted across the arc through a column of 
highly ionized gas and metal vapours. The tungsten 
electrode and the welding zone are protected from 
the surrounding air by inert gas. The electric arc can 

produce temperatures of up to 20,000oC and this 
heat can be focused to melt and join two different 
part of material. The weld pool can be used to join 
the base metal with or without filler material. 
Schematic diagram of TIG welding and mechanism 
of TIG welding are shown in Fig. 1 & Fig. 2 
respectively. 

 
 
 

Fig 1: Schematic Diagram of TIG Welding System. 
 

Tungsten electrodes are commonly available from 
0.5 mm to 6.4 mm diameter and 150 - 200 mm length. 
The current carrying capacity of each size of electrode 
depends on whether it is connected to negative or 
positive terminal of DC power source. 

 
The power source required to maintain the TIG arc 
has a drooping or constant current characteristic 
which provides an essentially constant current output 
when the arc length is varied over several millimeters. 
Hence, the natural variations in the arc length which 
occur in manual welding have little effect on welding 
current. The capacity to limit the current to the set 
value is equally crucial when the electrode is short 
circuited to the work piece, otherwise excessively 
high current will flow, damaging the electrode. Open 
circuit voltage of power source ranges from 60 to 80 
V. 

 
Fig. 2: Principle of TIG Welding 
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1.3 Types of welding current used in TIG welding 
 
1. DCSP-Direct Current Straight Polarity- In 
this type of TIG welding direct currentis used. 
Tungsten electrode is connected to the negative 
terminal of power supply. This type of 
connection is the most common and widely used 
DC welding process. With the tungsten being 
connected to the negative terminal it will only 
receive 30% of the welding energy (heat). The 
resulting weld have good penetration and a 
narrow profile.  
 
2. DCRP-Direct Current Reverse Polarity-In 
this type of TIG welding settingtungsten 
electrode is connected to the positive terminal of 
power supply. This type of connection is used 
very rarely because most heat is on the tungsten, 
thus the tungsten can easily overheat and burn 
away. DCRP produces a shallow, wide profile 
and is mainly used on very light material at low 
amps. 
3. AC-Alternating Current -It is the preferred 
welding current for most white metals,e.g. 
aluminium and magnesium. The heat input to 
the tungsten is averaged out as the AC wave 
passes from one side of the wave to the other. 
On the half cycle, where the tungsten electrode 
is positive, electrons will flow from base 
material to the tungsten. This will result in the 
lifting of any oxide skin on the base material. 
This side of the wave form is called the cleaning 
half. As the wave moves to the point where the 
tungsten electrode becomes negative the 
electrons will flow from the welding tungsten 
electrode to the base material. This side of the 
cycle is called the penetration half of the AC 
wave forms.  
 
4.AC-Alternating Current with Square 
Wave-With the advent of modern electricity 
ACwelding machines can now be produced with 
a wave form called Square Wave. The square 
wave has better control and each side of the 
wave can give a more cleaning half of the 
welding cycle and more penetration. Once the 
welding current gets above a certain amperage 
(often depends on the machine)the HF can be 
turned off allowing the welding to be carried on 
with the HF interfering with anything in the 
surrounding area. 
 
1.4 ADVANTAGES OF TUNGSTEN INERT 
GAS WELDING  
 
TIG welding process has specific advantages 
over other arc welding process as follows - 
 

1. Narrow concentrated arc 
 

2. Able to weld ferrous and non-ferrous metals 
 
3. Does not use flux or leave any slag (shielding 
gas is used to protect the weld-pool and tungsten 
electrode) 
 
4. No spatter and fumes during TIG welding 
 
5. TIG produces no fumes but can produce 
ozone. 

 
 

1.5 Applications of TIG Welding 
 
The TIG welding process is best suited for metal plate 
of thickness around 5- 6 mm. Thicker material plate 
can also be welded by TIG using multi passes which 
results in high heat inputs, and leading to distortion 
and reduction in mechanical properties of the base 
metal. In TIG welding high quality welds can be 
achieved due to high degree of control in heat input 
and filler additions separately. TIG welding can be 
performed in all positions and the process is useful for 
tube and pipe joint. The TIG welding is a highly 
controllable and clean process needs very little 
finishing or sometimes no finishing. This welding 
process canbe used for both manual and automatic 
operations. The TIG welding process is extensively 
used in the so-called high-tech industry applications 
such as 

• Nuclearindustry 
• Aircraft  
• Food processing industry  
• Maintenance and repair work  
• Precision manufacturing industry 
• Automobile industry 

 
1.6 Process parameters of TIG welding 
 
The parameters that affect the quality and outcome of 
the TIG welding process are given below. 
 
a) Welding Current 
 
Higher current in TIG welding can lead to splatter and 
work piece become damage. Again lower current 
setting in TIG welding lead to sticking of the filler 
wire. Sometimes larger heat affected area can be 
found for lower welding current, as high temperatures 
need to applied for longer periods of time to deposit 
the same amount of filling materials. Fixed current 
mode will vary the voltage in order to maintain a 
constant arc current. 
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b) Welding Voltage 

 
Welding Voltage can be fixed or adjustable 
depending on the TIG welding equipment. A high 
initial voltage allows for easy arc initiation and a 
greater range of working tip distance. Too high 
voltage, can lead to large variable in welding 
quality. 
 
c) Inert Gases 
 
The choice of shielding gas is depends on the 
working metals and effects on the welding cost, 
weld temperature, arc stability, weld speed, splatter, 
electrode life etc. it also affects the finished weld 
penetration depth and surface profile, porosity, 
corrosion resistance, strength, hardness and 
brittleness of the weld material. Argon or Helium 
may be used successfully for TIG welding 
applications. For welding of extremely thin material 
pure argon is used. Argon generally provides an arc 
which operates more smoothly and quietly. 
 
Penetration of arc is less when Argon is used than 
the arc obtained by the use of Helium. For these 
reasons argon is preferred for most of the 
applications, except where higher heat and 
penetration is required for welding metals of high 
heat conductivity in larger thicknesses. Aluminum 
and copper are metals of high heat conductivity and 
are examples of the type of material for which 
helium is advantageous in welding relatively thick 
sections. Pure argon can be used for welding of 
structural steels, low alloyed steels, stainless steels, 
aluminum, copper, titanium and magnesium. Argon 
hydrogen mixture is used for welding of some 
grades of stainless steels and nickel alloys. Pure 
helium may be used for aluminum and copper. 
Helium argon mixtures may be used for low alloy 
steels, aluminum and copper. 
 
d) Welding speed: 
Welding speed is an important parameter for TIG 
welding. If the welding speed is increased, power or 
heat input per unit length of weld is decreases, 
therefore less weld reinforcement results and 
penetration of welding decreases. Welding speed or 
travel speed is primarily control the bead size and 
penetration of weld. It is interdependent with 
current. Excessive high welding speed decreases 
wetting action, increases tendency of undercut, 
porosity and uneven bead shapes while slower 
welding speed reduces the tendency to porosity. 
 
1.7 Properties and advantages of Al: 

Aluminum is a very light weight metal 
(specific weight of 2.7 g/cm3). Use of aluminum in 
automobile and aerospace reduces dead-weight and 
energy consumption. Strength of aluminum can be 

improved as per the required properties for various 
applications by modifying the composition of its 
alloys. Aluminum is a highly corrosion resistant 
material. Different types of surface treatment can 
further improve its corrosion resistance property. 
Aluminum is an excellent heat and electricity 
conductor and in relation to its weight is almost 
twice as good a conductor as copper. This has made 
aluminum the most commonly used material in 
major power transmission lines. 
Aluminium is ductile and has a low melting point. 
In a molten condition it can be processed in a 
number of ways. Its ductility allows products of 
aluminium to be basically formed close to the end of 
the product’s design. 
1.8 Welding of Aluminium and Aluminium alloy 
 
 
Aluminium can be joined in many ways such as 
bolting, riveting (temporary joint) and welding 
(permanent methods). Aluminium and its alloys are 
welded in industry by a variety of methods. 
 
Thermal conductivity of Aluminium is quite high; 
therefore heat is easily conducted away from the 
welding area. It is essential that the heat source is 
powerful enough to rapidly reach aluminum’s 
melting point of 565 /650ºC. Coefficient of thermal 
expansion of Aluminium is also high compared to 
steel, so it is prone to distortion and stress 
inducement if the proper welding procedure is not 
followed. Aluminium is a reactive metal that 
quickly forms an oxide layer on the surface and 
strength of the weld area become weak. Therefore 
welding of Aluminium by conventional arc welding 
process is become difficult. 
 
By understanding the welding characteristics and 
utilizing proper procedures Aluminium and its 
alloys could be easily weld. The most common 
commercial aluminium and aluminium alloy 
welding methods use an electric arc with either a 
continuously fed wire electrode [with DC current, 
with and without pulsed current] or a permanent 
tungsten electrode plus filler wire with AC current. 
 
To ensure an acceptable weld quality, there are two 
basic factors to consider breaking loose and 
removing the oxide film, and preventing the 
formation of new oxide during the weld process. It 
is essential that proper preparations and precautions 
always be taken before welding commences. The 
surfaces to be joined and the area around the weld 
zone [~50 mm] must be degreased using as solvent 
[acetone or toluene] and a clean cloth. The area 
must be clean and completely dry as grease and 
moisture can form gases and cause pores in the 
welded joint. 
 
 



 
INTERNATIONAL JOURNAL OF EMERGING TRENDS IN TECHNOLOGY AND SCIENCES 

 (ISSN: 2348-0246(online)), VOLUME-05, ISSUE-03, SEPTEMBER-2015 

411 

www.ijetts.org  

 
II.  Experimental Work and Methodology 

 
3.1 Material and Methodology 
 
In this research, AA-6082 alloy plates of 3mm 
thickness are welded by TIG welding 
technique.AA6082is a medium strength alloy with 
excellent corrosion resistance. It has the highest 
strength of the 6000 series alloys. Alloy 6082 is 
known as a structural alloy. In plate form, AA6082is 
the alloy most commonly used for machining. As a 
relatively new alloy, the higher strength of AA6082 
has seen it replace 6061 in many applications. The 
addition of a large amount of manganese controls 
the grain structure which in turn results in a stronger 
alloy. In the T6 and T651 temper AA6082 machines 
well and produces tight coils of swarf when chip 
breakers are used.AA6082 has very good 
weldability but strength is lowered in the weld zone. 
When welded to itself, alloy 4043 wire is 
recommended. If welding AA6082 to 7005, then the 
wire used should be alloy 5356. 
Originality:  TIG welding technique was 
successfully carried out on AA-6082 and better 
structural and mechanical properties were obtained 
using weld current as varying parameter. 
The sheets of aluminum alloy 6082 have been cut 
into requires size 120mmx50mmx3mm by shearing 
machine. Chemical compositions and mechanical 
properties are shown in Table 3.1 and 3.2 
 

Component Amount (wt %) 

Silicon 0.7-1.3 

Iron 0.5 

Copper 0.1 

Manganese 0.4 – 1.0 

Magnesium 0.6 – 1.2 

Zinc 0.2 

Titanium 0.1 

Chromium 0.25 

Aluminum Balance 

 
Table: 3.1 Chemical composition of AA 6082 

 

 

Material UTS(Mpa) 0.2% 

Y.S(Mpa) 

% 

Elongation 

AA-6082 362 322 16 

Table: 3.2 Mechanical properties of AA-6082 at heat 

treated condition 

These sheets are chemically cleaned in hot Sodium 
Hydroxide for 10 minutes followed by dipping in 
Nitric Acid solution for about 15 minutes and then 
washed in water to remove dirt, grease and other 
foreign materials. Edge preparation is carried out 
where double V edge is prepared for an angle of 45 
degrees. The aluminum sheets are placed on 
welding table and the initial joint configuration is 
obtained by securing plates in position using 
mechanical clamps where the welding process is 
carried out.  
 
The filler wires used to transfer the extra material to 
fill the gap between the joints of same composition 
of base metal. There are different types of filler 
wires such as 5356, 4043and 5654 available in the 
market on the basis of base metalcompositions of 
AA6082.Inthis research filler wires 5356 and 4043 
are used for welding the specimens because of its 
good physical, mechanical properties and chemical 
compositions for obtaining the best weld joint. The 
chemical composition of 5356 and 4043 filler wire 
is shown table 3.3 and 3.4 
 

Component Amount (wt %) 

Silicon 0.25 

Iron 0.40 

Copper 0.1 

Manganese 0.05 – 0.20 

Magnesium 4.5 – 5.5 

Zinc 0.1 

Titanium 0.06 – 0.20 
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Chromium 0.05 – 0.20 

Beryllium 0.0003 

Aluminum Balance 

Table: 3.3 Chemical Compositions of filler wire 

ER 5356 

Component Amount (wt %) 

Silicon 4.5 – 6.0 

Iron 0.80 

Copper 0.3 

Manganese 0.05 

Magnesium 0.05 

Zinc 0.1 

Titanium 0.20 

Chromium 0.05 – 0.15 

Beryllium 0.0003 

Aluminum Balance 

Table: 3.4 Chemical Compositions of filler wire ER 
4043 

 
Fig. 3.1 Experimental set-up for TIG welding 

 

The welding setup consists mainly following parts 
 
a) Speed control unit (movable 
tractor) – Here, speed control unit is a movable 
tractor which run with a predefined speed required 
for welding. TIG welding torch is fixed with it using 
a clamp in a particular angle so that during welding 
a stable and continuous arc form. Welding speed 
can be change using a regulator. Distance between 
the torch tip and work piece and angle of torch tip 
can also be control using the adjustable knob.  
 
b) Rail track –Movable tractor is 
run in a particular speed over this rail track in a 
straight line.  
 
c) TIG Welding torch- Torch is fixed with the 
movable tractor unit. A tungsten electrode is fixed 
in the torch and Ar gas is flow through this.  
 
d) TIG welding machine– This is the main part of 
TIG welding setup by which controlled amount of 
current and voltage is supplied during welding. A 
Rectifier (made by FRONIUS) with current range 
10-180 A and voltage up to 230 V, depending on the 
current setting has been used.  
 
e) Gas cylinder- For TIG welding Ar gas is 
supplied to the welding torch with a particular flow 
rate so that an inert atmosphere formed and stable 
arc created for welding. Gas flow is control by 
regulator and valve.  

 
f) Work holding table- a surface plate (made of 

grey cast iron) is used for holding the work piece so 

that during welding gap between the tungsten 

electrode and work piece is maintained. Proper 

clamping has been used to hold the work piece.  
 
g) The torch was maintained at an angle 

approximate 90° to the work piece.  
 
3.2 Experimental procedure: 
In this process, all the various welding parameters 

such as the welding speed, flow rate, inert gas used 

and the number of passes is kept constant for all the 

trails and the welding current is used as varying 

parameter to study the effect of welding current on 

the structural and mechanical properties of 

weldments.  
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The inert gas used in this investigation is 99.9% 
pure argon keeping the flow rate constant. The filler 
metals selected for the process is 5356 and 4043 
which are standard filler rods to be used for AA-
6082 alloy. In this study, TIG welding technique 
was adopted with three different welding currents 
for the Aluminum plates i.e., 70A, 75A and 80A 
respectively. 
 
3.3.1 Experimental Methodology: 
 
Commercial Aluminum plate of thickness 3 mm 
was selected as work piece material. Al plate was 
cut with dimension of 120 mm x 50 mm with the 
help of band-saw and grinding done at the edge to 
smooth the surface to be joined. After that surfaces 
are polished with emery paper to remove any kind 
of external material. 

 

Edge preparation: 

 
                     Fig 3.2 Edge preparation 

 
After sample preparation, Aluminum plates are 
fixed in the working table with flexible clamp side 
by side and welding done so that a butt join can be 
formed. In this TIG process the arc is formed 
between pointed tungsten electrode and the work 
piece in an inert atmosphere of argon or helium. The 
small intense arc provided by the pointed electrode 
is ideal for high quality and precision welding. 
Because the electrode is not consumed during 
welding ,the welder does not have to balance the 
heat input from the arc as the metal is deposited 
from the melting electrode.when filler metal is 
required it must be added separately to the weld 
pool. 

 
TIG welding method is adopted to carry out the 
experiment.6082 Al-alloy is welded by TIG welding 
machine at threedifferent welding modes on the 
basis of current levels listed in Table 3.5 
 
 
 
 
 

 

Welding 

mode 

Welding 

current(ampere) 

1 70 

2 75 

3 80 

Table 3.5 Weld modes 

TIG welding with Alternate Current (AC) was 
used in experiments as it concentrates the heat in 
the welding parameters of experiment. 
 
 

Parameters Range 

Welding 

Current 

(70-80) A 

Voltage 50v 

Dimension 120mm*50mm*3mm 

Distance of 

tip from 

weld centre 

3mm 

Gas flow 

rate 

(10-13) l/min 

Current type AC 

Table 3.6 Weld parameters 
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Fig 3.3 Welding process of TIG 

 

After performing the welding, welded specimens 

were cut with dimension of 100 mm x 25 mm for 

tensile test, which were further cut in to I shape. 

Tensile test was performed with universal tensile 

testing machine with maximum load capacity of 400 

kN. 
 
Further, a 10 mm x5 mm x3 mm specimen were cut 

at the cross section for microstructural study and 

micro-hardness measurement from each sample. 

Before micro-hardness measurement cross section 

of the welded specimen mounted and polished with 

220, 600 and 1200 grit size polishing paper 

sequentially. Micro-hardness was measured with 

Rockwell micro-hardness tester. Optical image of 

the cross section of the welded zone was taken with 

an optical microscope. 

 
Fig 3.4 Plates after welding 

 
 
 

Machine details of Tensile test: 
 

Name MCS 40 
UTN-40 

Serial No 10/90 - 1346 

Calibrate date 9/9/2014 

Next due date 9/9/2015 

 
 

 
Fig 3.5 Setup of UTM 

 

 
Fig 3.6 Setup of Microscope 
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Fig 3.7 Setup of Rockwell Hardness test 

 
 

 
III.  Result and discussion: 

 
Results and analysis of the study describes the 
influence ofinput parameters on the output 
parameters such as tensilestrength 6082 Al-Alloy 
weld joint. 
 
4.1 Tensile strength:  

Tensile strength of aluminium alloy joint is mainly 
affectedby welding parameters such as welding 
current, gas flow rate. Tensile strength of aluminium 
alloyincreases by increasing the welding current as 
well as gas flowrate. 
 
After making dumble shaped specimens perform 
tensile teston UTM machine for each specimens one 
by one and get theresults of tensile strength which 
are listed in Table 4.1. Thespecimen G gives 
minimum tensile strength of weld joint andspecimen 
B gives maximum tensile strength of weld joint. 
Thetable of tensile strength values clearly 
shows that maximumtensile strength is 
obtained with welding current value of 
75amps followed by gas flow rate of 10 
Lt/min. 

 

 

 

 

 

Specimen Filler 
rod 

Welding 
current 

(Amps) 

Gas flow 
rate 

(Lit/Min) 

Ultimate 
Tensile 
strength 

(Mpa) 

%Elongation 

A 5356 70 10 112.4 2.4 

B 5356 75 10 138.5 2.04 

C 5356 80 10 101.3 2.0 

D 5356 70 13 110.2 2.1 

E 5356 75 13 121.3 2.01 

F 5356 80 13 105.5 2.12 

G 4043 70 10 97.2 2.2 

H 4043 75 10 135.1 2..02 

I 4043 80 10 129.4 2.15 

 J 4043 70 13 132.6 2.3 

K 4043 75 13 128.6 2.03 

L 4043 80 13 121.5 2.1 

Table 4.1 TensileProperties for AA6082 

The effect of welding input parameters on tensile 
strength of the weld joint is discussed as below: 
4.1.1. Effect of Welding Current on Tensile 
Strength of Weld Joint 
This phase reveals the effect of welding current of 
differentlevels such as 70 amps, 75 amps and 80 
amps onmechanical properties of weld joint such as 
tensile strength. Fig. 2 shows the effect of welding 
current on tensile strengthof weld joint. As welding 
current increases at constant gasflow rate, the tensile 
strength increases till optimum value of75 amps 
current that shows the maximum tensile strength 
of138 MPa of weld joint. 
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Table 4.1.1 TensileProperties for AA6082 using 

5356 filler rod 

 

 

Fig 4.1.1 Representation of UTS for AA6082 using 5356 

filler rod 

Table 4.1.2TensileProperties for AA6082 using 4043 

filler rod 
 

Fig 

4.1.2 Representation of UTS for AA6082 using 5356 

filler rod 

 
 

 

4.2 HARDNESS TEST ON TIG WELDING: 
4.2.1 Rockwell Hardness 
Hardness is not an intrinsic material property 
dictated by precise definitions in terms of 
fundamental units of mass, length and time. 
Hardness property value is the result of a defined 
measurement procedure. Hardness is the property of 
the material that enables it to resist plastic 
deformation, usually by penetration. However, the 
term hardness may also refer to resistance to 
bending, scratching, abrasion or cutting. 

 

 
Fig 4.2.1 Rockwell hardness test 

4.2.2 Hardness test on parent material:  

 

Name ROCKWELL 

HARDNESS 

Serial No. 10/90-1346 

Calibration on 

date 

09.09.2014 

Calibration due 

date 

09.09.2015 

Table 4.2.2.1 Machine specifications of Hardness 
Test 

 

 

 

 

 

 

Current, 

A 

Utltimate Tensile 

Strength (UTS) 

Mpa 

Elongation 

% 

80 101.3 2 

75 138.5 2.04 

70 112.4 2.4 

Current, 

A 

Utltimate Tensile 

Strength (UTS) Mpa 

Elongation 

% 

80 129.4 2.15 

75 135.1 2.02 

70 97.2 2.2 
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Test Procedure IS 1501:2002 

Type of hardness HR 

Indentor Diamond Rockwell 

Load Applied 5kg 

Table 4.2.2.2: Test Details Of TIG 

 
4.2.3 Micro hardness Traverse 

 
S 

No 

Location, 

mm 

Hardness, 

HRB, 80A 

Hardness, 

HRB, 75A 

Hardness, 

HRB, 70A 

1 -40 41 37 43 

2 -30 32 35 39 

3 -20 33 40 35 

4 -10 38 48 37 

5 0 44 50 42 

6 10 46 49 45 

7 20 50 54 52 

8 30 45 47 46 

9 40 43 45 47 

 

Table 4.2.3 Rockwell Micro hardness for 6082 

 
 

Fig 4.2.3 Represent the graph obtained for Rockwell 

micro hardness test 

 
 

 

 

 

 

 

 

 

4.3MICRO STRUCTURE OF TIG WELDING: 
 
Microstructural characterization studies were 
conducted on metallographically polished and 
chemically etched samples to investigate 
morphological characteristics of grains and 
secondary phases. The microstructure of base metal 
is shown in the Fig. 4.3 

 

 

 

 

Fig 4.3 Microstructureof Base metal, Weld Metal and 

Heat Affected Zone 
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IV.   CONCLUSION 
 

All the experimental trials are analyzed under 
precautionarymeasures in order to keep the error 
factors low and optimizethe reliability of results to 
produce the efficient weld joint with 6082 Al-alloy 
specimens. The following conclusions aredrawn 
from the analysis of collected data of input and 
outputparameters:- 

 
• Maximum tensile strength of 138 MPa is 

obtained atwelding current of 75 amps, gas 
flow rate of 10 Lt/min.The tensile strength of 
weld joint in 6082 Al-alloy for current of 75 
amps and after thattensile strength decreases 
by further increasing weldingcurrent. 

 
• The optimum range of input parameters are 

evaluated as75 amps of welding current, 10 
Lt/min of gas flow rateusingfiller rod 4043by 
which efficient weldjoint is produced with 
good tensile strength of weld joint and 
hardness.  

 
• Hardness found more in fusion zone when 

compared to other regions because of grain 
refinement in this region. 

 
 
 

V. Future Scope 
The future scope of the study is discussed in steps 
such asshown below: 
 
In the present study, welding current, gas flow rate 
are taken into account as input parameters. The 
other welding parameters such as arc voltage, 
heatinput, stand of distance and welding speed can 
be investigated on same aswell as different alloys of 
aluminium. 
 
Further post weld heat treatment can be applied on 
sameor different materials to achieve better results. 
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Abstract - An experimental study has been carried out to 

determine the effect of the amount of working fluid (water) on 

the performance of the carbon steel–water screen covered 

axial grooved heat pipe. It was found that the effective 

thermal resistance decreases with an increase in heat flux and 

maintained approximately constant value at higher heat 

fluxes. The heat pipe with amounts of working fluid close to 

that required to fully saturate the wick performed well. The 

heat pipe with significantly less working fluid had somewhat 

lower effective thermal resistances, but the heat transfer rate 

was decreased.  

Keywords- Heat pipe, axial groove, screen, working fluid, 

effective thermal resistance, heat transfer rate. 

I. INTRODUCTION 

Heat pipe is device which transfers heat from one point 

other point or from a heat source to heat sink with least 

possible temperature drop. The heat pipe can be called as a 

high potential heat exchanger since it transfers high rates of 

heat energy with least temperature gradient. The interest in 

the use of heat pipes for thermal management increases due 

to increasing heat flux requirements and thermal constraints 

in many industrial applications. The thermal response of 

heat pipes is typically characterized by both its maximum 

heat transport rate and its effective thermal resistance. 

There are a number of different failure modes that limit the 

maximum heat transfer rate in heat pipes. In many 

moderate temperature applications, the heat transport rate is 

typically limited by the capillary pressure that can be 

generated by the wick structure. So there has been 

considerable research focused on developing better models 

to predict the pressure drop that occurs in heat pipes. This 

has included so many numerous numerical and analytical 

investigations in the area of heat pipes. 

 

 

 

The concept of heat pipe could be credited separately to 

RS Gaugler [1] of General Motors Corporation USA and 

also to G.M.Grover [2] of US Atomic Commission. Since 

heat pipes are very effective devices for transporting large 

amount of heat with small temperature gradients, they have 

been emphasized to cool the various electronic components 

such as power electronics, electronic chips, thermo 

electrics, air conditioning, engine cooling and others [3, 4]. 

Axial groove heat pipe is an important type finding a 

role in air preheaters, space applications, air craft and boiler 

applications and cooling the electronic equipment. It 

ensures low resistance to the liquid flow. For small 

temperature drops and relatively high axial heat flow rates 

in conjunction with low conductivity working fluids, the 

axial groove heat pipes are most suitable. Since it provides 

high conductance and reliability at a moderate cost, the 

research is going on this grooved heat pipes. 

Since the studies on axial grooved heat pipes, 

theoretically and experimentally are seldom found in the 

literature [5, 6, 7], this work is an attempt in this direction 

and deals with the experimental investigation of the 

performance of a screen covered axial grooved heat pipe. 

The analysis of the steady state characteristics is carried out 

in this work and also the effect of working fluid loading on 

the performance of the heat pipe. 

II. EXPERIMENTAL SETUP 
 

A screen covered axial grooved heat pipe is used to 

conduct the experimental studies. The schematic layout of 

experimental setup is shown in fig.1. The total length of the 

heat pipe is 1000 mm, the outer and inner diameters are 

30.8mm, 25.4 mm respectively. The inner axial grooves are 

in rectangular shape of size 1.6mm x 1.0mm. One layer of 

stainless steel 50# mesh wire has been wrapped at the inner 

side of the pipe over the grooves.  
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The pipe is cleaned initially, with the help of evacuating 

and filling rig, the working fluid is admitted in to the pipe. 

Heat pipe comprises of 4 sections. The bottom section or 

one end of the pipe is called evaporator is of length, 

300mm to which heat is supplied with the help of heaters 

and the second section is adiabatic of length 200mm which 

is externally insulated by glass wool, the third section is 

condenser of length 400mm from which heat is taken out 

from the system by the circulation of cooling water flowing 

through the water jacket provided to the condenser of the 

heat pipe. The fourth section is non-condensable section of 

length 100mm for non condensable gases. 
 
 
 
 
 
 
 
 
 

 
(E=Evaporator, C=Condensor, A=Adiabatic section, N=Non-condensible 

zone. (All dimensions are in cm) 

Figure 1: Schematic Layout of experimental setup. 

The experiment is conducted to evaluate the 

performance of heat pipe in horizontal and vertical, other 

inclination modes. When the heat is supplied to evaporator 

section, the same amount of energy is absorbed by the 

working fluid in the form of latent heat through 

vaporization process of working fluid and turned to vapor. 

These vapors moves to the other end of the pipe passing 

through adiabatic section of heat pipe and enters the 

condenser section and gives this heat to the cooling water 

which is continuously flowing through the water jacket and 

thus condensed. The liquid condensate returns back to the 

evaporator along the grooves due to capillary pumping 

head developed in the process when it is operated in 

horizontal mode. The gravitational forces assist the 

capillary head to bring the liquid condensate from 

condenser to evaporator in the case of vertical mode of 

operation and other inclination modes of operation. The 

non condensable gases if any, occupies the non-

condensable zone of the pipe. Heat pipe can transmit as 

high as 100 times to that of a standard heat conductor of 

similar size. 

Heat pipe steady state characteristics are studied for 

different water flow rates at a particular heat input.  

 

 

 

Similar type of experiment is carried for the same water 

flow rates at different heat in puts. In the same manner the 

experiments are done for horizontal and vertical modes and 

also for other inclination modes of operation. 

In the second stage of experimentation, the heat pipe is 

tested with 100 %, 90%, 80% working fluid (water) loading 

for different heat inputs at 100W, 200W, 300W, 400W, 

500W under the condenser cooling water flow rates of 1 

lpm, 1.25 lpm, 1.50 lpm respectively. 

III. RESULTS AND DISCUSSIONS 
 

The temperature distribution along the wall of the heat 

pipe with 100% working fluid loading, when operated in 

horizontal position for heat inputs of 100W, 200W, 300W, 

400W and 500W at a water flow rate of 1.25 lpm is shown 

in Fig.2. It is observed that the temperature is fairly 

uniform over the condenser wall and it varies appreciably 

along the evaporator length with the maximum occurring at 

the middle of the evaporator section. It is because the heat 

transfers through end cap of heat pipe to the surrounding 

atmosphere at one end and through the condenser on the 

other end of the evaporator section. These two are 

responsible to maintain the lower temperatures on either 

side of the evaporator section of heat pipe. 

 

Figure 2: Temperature distribution along axis (Horizontal Position). 

The temperature distribution along the wall of the heat 

pipe with 100% working fluid loading, when operated in 

vertical position with the same heat inputs and water flow 

rate, is shown in Fig 3. Similar thermal behavior is noted in 

this case also. The temperature of the condenser section is 

found to be the same. But there is a variation in the 

temperatures in the evaporator section. It is observed that 

when the heat pipe is operated in horizontal position, the 

maximum temperature is about 130
0
 c in the evaporator 

section, where in vertical mode, the maximum temperature 

is about 105
0
 c. 
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Figure 3: Temperature distribution along axis (Vertical Position). 

This maximum temperature recorded in horizontal mode 

of operation is due to the fact that insufficient quantity of 

working fluid available in the evaporator section because 

the condensate flow is caused by capillary forces only. The 

minimum temperature is recorded in vertical mode of 

operation, since the condensate flow is assisted by gravity 

forces. So the heat pipe can take more heat load in vertical 

mode (keeping the evaporator section at bottom of the pipe) 

of operation compared to the heat pipe operated in 

horizontal position. 

IV. EFFECT OF FLUID LOADING 

The effective thermal resistances for the heat pipe with 

100% working fluid loading for different heat inputs 100W, 

200W, 300W, 400W, 500W under condenser cooling water 

flow rates of 1 lpm, 1.25 lpm, 1.50 lpm respectively have 

been calculated for the horizontal and vertical modes of 

heat pipe operations.   

 

Figure 4: Variation of effective Thermal resistance with power inputs 

under different condenser cooling water flow rates  (Horizontal 

Position). 

 

 

Figure 5: Variation of effective Thermal resistance with power inputs 

under different condenser cooling water flow rates (Vertical Position). 

The above fig. 4 & 5 shows the variation of effective 

thermal resistance with different heat inputs 100W, 200W, 

300W, 400W, 500W with 100% working fluid loading at 

different condenser water cooling flow rates of 1 lpm, 1.25 

lpm, 1.5 lpm respectively. It is observed that the effective 

thermal resistance decreases from lower heat inputs to 

higher heat inputs.     

 

Figure 6: Variation of effective Thermal resistance with different 

condenser cooling water flow rates (1 lpm, 1.25 lpm, 1.5 lpm) at 200w   
(Horizontal Position vs Vertical Position). 

The above fig.6 shows the variation of effective thermal 

resistance with a comparison between horizontal and 

vertical modes at heat input 200W with 100% working 

fluid loading at different condenser water cooling flow 

rates of 1 lpm, 1.25 lpm, 1.5 lpm respectively. It is 

observed that the effective thermal resistance is higher in 

the case of vertical mode of operation. This is because 

under low heat inputs the performance of the heat pipe with 

vertical mode of operation is less when compare with 

horizontal mode of operation.  
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Figure 7: Variation of effective thermal resistance with power input 

Under different working fluid loading (Horizontal Position). 

 

Figure 8: Variation of effective thermal resistance with power input 

Under different working fluid loading (Vertical Position). 

The above fig. 7 & 8 shows the variation of effective 

thermal resistance with different heat inputs 100W, 200W, 

300W, 400W, 500W with 100%, 90%, 80% working fluid 

loadings at condenser water cooling flow rate of 1.25 lpm 

when heat pipe is operated in horizontal and vertical mode 

respectively. It is observed that the effective thermal 

resistance of heat pipe is increased when the working fluid 

charge was increased. It is also observed that the effective 

thermal resistance is more with working fluid loading is 

almost saturated level i.e., nearer to 100%. 

For the lower FR 80% the thermal resistance was lower 

but this had significantly lowers the maximum heat 

transfer. Since the working fluid did not completely 

saturated the wick. If the working fluid FR is more than 

100%, had a higher thermal resistance but in this case the 

excess liquid must pool in the heat pipe and affects the 

evaporation and condensation processes. 

 

 

Figure 9: Effect of orientation on the heat transfer rate (a comparison 

Horizontal Vs Vertical) 

The fig. 9 shows the effect of the orientation on the heat 

transfer rate of the heat pipe. The comparison curve 

between vertical and horizontal modes of operation at fill 

ratio 100% shows that the heat pipe under vertical mode of 

operation performs well and transferring more amount of 

heat energy when compare with horizontal mode. It is 

because in vertical mode, the gravitational forces assists the 

capillary forces. 

 

Figure 10: Effect of mesh layer on the heat transfer rate (A 

comparison AGHE Vs SCAGHE) 

The fig. 10 shows the effect of mesh layer on the 

performance of the heat pipe.  
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The figure shows a comparison between AGHE (with 

zero layer mesh) and SCAGHE (with one layer mesh) at 

vertical position with 1.25 lpm of condenser cooling water 

flow rate. From this fig 10, it is seen that the performance 

of SCAGHE is more than AGHE. 

V. CONCLUSION 
 

The performance of a screen covered axial grooved heat 

pipe is evaluated for the same working fluid (water) at 

horizontal and vertical modes, other inclination modes of 

operation. Since the gravitational forces are acted beside 

the pumping head, the performance of vertical mode heat 

pipe is better than horizontal mode heat pipe when 

operating between the same conditions of parameters.  
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1. INTRODUCTION 

Normally a fossil fuel occurs with an 

oxidizer (usually air) in a chamber that is an integral 

part of the working fluid flow circuit. In an internal 

combustion engine (ICE) the expansion of the high-

temperature and high-pressure gases produced by 

combustion apply direct force to some component 

of the engine. The force is applied typically 

to pistons, turbine blades, or a nozzle. This force 

moves the component over a distance, transforming 
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ABSTRACT 

The valves used in the IC engines are of three types: Poppet or mushroom valve or 

Sleeve valve or Rotary valve. Of these three types, Poppet valve is most commonly 

used. Since both the inlet and exhaust valves are subjected to high temperatures of 

1930°C to 2200°C during the power stroke, therefore, it is necessary that the 

materials of the valves should withstand these temperatures. The temperature at the 

inlet valve is less compared to exhaust valve. Thus the inlet valve is generally made of 

nickel chromium alloy steel and exhaust valve is made of silchrome steel. 

Automobile engines are usually petrol, diesel or gasoline engines. Petrol engines are 

Spark Ignition engines and diesel engines are Compression Ignition engines. Blended 

fuels are mixtures of traditional and alternative fuels in varying percentages. In this 

thesis, the effect of petrol, diesel and blended fuels on valve is studied by 

mathematical correlations applying thermal loads produced during combustion. 

Blended fuels are usually Ethanol fuels blended in different percentages. Percentages 

vary from 10%, 15% and 25%.  

Internal combustion engines produce exhaust gases at extremely high temperatures 

and pressures. As these hot gases pass through the exhaust valve, temperatures of 

the valve, valve seat, and stem increase. To avoid any damage to the exhaust valve 

assembly, heat is transferred from the exhaust valve through different parts, 

especially the valve seat insert during the opening and closing cycle as they come 

into contact with each other.  

In this thesis, a finite-element method is used for modeling the thermal analysis of an 

exhaust valve. The temperature distribution and resultant thermal stresses are 

evaluated. Detailed analyses are performed to estimate the boundary conditions of 

an internal combustion engine. In this thesis, Pro/Engineer is employed for modeling 

and ANSYS is used for analysis of the exhaust valve. 

Keywords: Blended fuels, combustion, exhaust valve, transient thermal 
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chemical energy into useful mechanical energy. The 

first commercially successful internal combustion 

engine was created by Etienne Lenoir. 

 The term internal combustion 

engine usually refers to an engine in which 

combustion is intermittent, such as the more 

familiar four and two-stroke piston engines, along 

with variants, such as the six-stroke piston engine 

and the Winkle rotary engine. A second class of 

internal combustion engines use continuous 

combustion: gas turbines, jet engines and 

most rocket engines, each of which are internal 

combustion engines on the same principle as 

previously described. 

 The ICE is quite different from external 

combustion engines, such as steam or Stirling 

engines, in which the energy is delivered to a 

working fluid not consisting of, mixed with, or 

contaminated by combustion products. Working 

fluids can be air, hot water, pressurized or even 

liquid sodium, heated in some kind of boiler. ICEs 

are usually powered by energy-dense fuels such as 

gasoline or diesel, liquids derived from fossil fuels. 

While there are many stationary applications, most 

ICEs are used in mobile applications and are the 

dominant power supply for cars, aircraft, and boats. 

 All internal combustion engines depend 

on combustion of a chemical fuel, typically with 

oxygen from the air (though it is possible to 

inject nitrous oxide to do more of the same thing 

and gain a power boost). The combustion process 

typically results in the production of a great quantity 

of heat, as well as the production of steam and 

carbon dioxide and other chemicals at very high 

temperature; the temperature reached is 

determined by the chemical makeup of the fuel and 

oxidizers (see stoichiometry), as well as by the 

compression and other factors. 

 The most common modern fuels are made 

up of hydrocarbons and are derived mostly 

from fossil fuels (petroleum). Fossil fuels 

include diesel fuel, gasoline and petroleum gas, and 

the rarer use of propane. Except for the fuel delivery 

components, most internal combustion engines that 

are designed for gasoline use can run on natural 

gas or liquefied petroleum gases without major 

modifications. Large diesels can run with air mixed 

with gases and a pilot diesel fuel ignition injection. 

Liquid and gaseous bio fuels, such as as soybeanoil), 

ethanol and biodiesel (a form of diesel fuel that is 

produced from crops that yield triglycerides such 

can also be used. Engines with appropriate 

modifications can also run on hydrogen gas, wood 

gas, or charcoal gas, as well as from so-

called producer gas made from other convenient 

biomass. Recently, experiments have been made 

with using powdered solid fuels, such as 

the magnesium injection cycle. 

 Internal combustion engines require 

ignition of the mixture, either by spark ignition 

(SI) or compression ignition (CI). Before the 

invention of reliable electrical methods, hot tube 

and flame methods were used. Experimental 

engines with laser ignition have been built. 

2. THEORETICAL CALCULATIONS 

TECHNICAL SPECIFICATIONS OF RxE Diesel 85 PS  

Engine Type  K9K Diesel Engine 

Engine Description 1.5-litre,83.8bhp  

   4Cylinder K9K Diesel 

   Engine 

Displacement (cc) 1461 

Power (PS@rpm)  83.8bhp@3750rpm 

Torque (Nm@rpm) 200Nm@1900rpm 

No. of Cylinders  4 

Valves per Cylinder 4 

Fuel Type  Diesel 

Fuel System  CRDI 

Turbo Charger  Yes 

Transmission 

Transmission Type Manual 

Gears   5 

Gear Box Type  5 Speed 

Drive Type  FWD 

Fuel Economy 

Mileage Highway (km/liter)20.46 

Mileage City (km/liter) 18.0 

Dimensions and Weights 

Overall Length (mm) 4315 

Overall Width (mm) 1822 

Overall Height (mm) 1695 
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Wheel Base (mm)  2673 

Ground Clearance (mm)  205 

Front Track (mm)   1560 

Rear Track (mm)   1567 

Gross Vehicle Weight (kg ) 1758 

No of Doors   5 

Minimum Turning Radius (mt) 5.2 

Front Brakes   Ventilated Disc 

Rear Brakes   Drum 

Wheels and Tyres 

Wheel Type   Alloy 

Wheel Size   R16 

Tyre Type   Tubeless Tyres 

Tyre Size   215/65 R16 

Pbmean =
𝑛  𝑊

vd 𝑁   

Pbmean=break mean effective pressure in N/𝑚2  

n= no. of power cycles 

N=speed in rev/sec 

vd= Displacement in 𝑚3  

PV=MRT 

V=induced volume=
𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 ×𝑠𝑝𝑒𝑒𝑑

2
 

T=temperature in Kelvin 

M =mass 

R = universal gas constant=8.314 J/k mol 

FOR BLENDED FUELS: 

Ethanol=10%                        Diesel =90% 

Md=1.2×
90

100
= 1.08 × 0.233 = 0,25164kg 

Me=1.2×
10

100
= 0.12 × 0.046 = 0.00552kg 

T=
𝑃𝑉

𝑀𝑅
 

 =
369249 .41×0.046

1.08

0.251
+

𝟎.𝟏𝟐

𝟎.𝟎𝟎𝟓𝟓𝟐
×8.314

 

   =290.90k 

Ethanol=15%                        Diesel =85% 

Md=1.2×
85

100
= 1.02 × 0.233 = 0,237kg 

Me=1.2×
15

100
= 0.18 × 0.046 = 0.0082kg 

T=
𝑃𝑉

𝑀𝑅
 =

369249 .41×0.046
1.02

0.237
+

𝟎.𝟏𝟖

𝟎..𝟎𝟎𝟖𝟐
×8.314

 

   =288.54k 

Ethanol=25%                        Diesel =75% 

Md=1.2×
75

100
= 1.9 × 0.233 = 0,2092kg 

Me=1.2×
25

100
= 0.3 × 0.046 = 0.0138kg 

T=
𝑃𝑉

𝑀𝑅
 

 =
369249 .41×0.046
0.9

0.2097
+

𝟎.𝟑

𝟎..𝟎𝟎𝟑𝟖
×8.314

 

   =291.03k 

3. DESIGN OF EXHAUST VALVE          

 a. Size of valve port   

 𝑎𝑝  𝑣𝑝 = 𝑎𝑉  

        𝑎𝑝 =
𝜋

4
(𝑑𝑝)2 

b .Thickness of valve disc 

  t = K𝑑𝑝 
𝑝

𝜎𝑏
 

 c. Maximum lift of the valve 

  h = lift of the valve 

  h = 
𝑑𝑝

4 cos 𝛼
 

d. Valve steam diameter 

     𝑑𝑠 =
12.768

8
+ 6.35  or 

    𝑑𝑠 = 1.596 + 6.35 

MODEL OF EXHAUST VALVE 

    

Fig1. Model of Exhaust valve 

 
Fig2. 2D Drafting 

THERMAL ANALYSIS OF VALVE 

CONVENTIONAL FUEL – DIESEL 
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Fig3. Imported Model 

 
Fig4. Meshed Model 

Material Properties: Thermal Conductivity – 

0.03W/mmK 

Specific Heat – 506 J/Kg K 

Density - 0.00000789 Kg/mm
3 

                           Fig5. Nodal Temperature 

 
Fig6.Thermal Gradient 

 
Fig7.Thermal Flux 

RESULTS TABLE 

 

NODAL 

TEMPERATURE 

(K) 

THERMAL 

GRADIENT 

(K/mm) 

HEAT 

FLUX 

(W/mm2) 

Conventional 

Fuel 
1470.97 38.8788 1.166639 

D – 90%,  

E – 10% 
312.98 0.742026 0.022261 

D – 85%, 

 E – 15% 
312.978 0.821 0.0246 

D – 75%,  

E – 25% 
312.98 0.737661 0.02213 
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CONCLUSION 

 In this thesis, the effect of diesel and 

blended fuels on exhaust valve is studied by 

mathematical correlations to calculate thermal loads 

produced during combustion. Fuels considered are 

Diesel and Blended fuels. Blended fuels are usually 

Ethanol fuels blended in different percentages. 

Percentages vary from 10%, 15% and 25%.  Material 

used for Valve is Steel is Cast Iron. 

 Theoretical calculations are done to 

calculate the temperature produced for combustion 

when fuel is changed. Thermal analysis is done on 

the valve applying temperature by changing the 

fuels used for combustion. The cases considered are 

Diesel, Diesel + 10% Ethanol, Diesel + 15% Ethanol, 

Diesel + 25% Ethanol. 

 By observing the analysis results, by using 

only diesel as fuel the heat transfer rate is more 

than by taking blended fuels. When the blended 

fuels are considered, by increasing the percentage of 

ethanol, the heat transfer rate is reducing. So it can 

be concluded that, for blending fuels, less 

percentage of ethanol is better. 

FUTURE SCOPE 

 More experiments have to be done for 

using higher percentages of ethanol so that the use 

of conventional fuels is reduced with minimizing 

disadvantages of using ethanol. 
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The Earth receives 174 PetaWatts (PW) of incoming so-
lar radiation at the upper atmosphere. Approximately 
30% is reflected back to space while the rest is absorbed 
by clouds, oceans and land masses.Earth’s land sur-
face, oceans and atmosphere absorb solar radiation, 
and this raises their temperature. Warm air containing 
evaporated water from the oceans rises, causing atmo-
spheric circulation or convection. When the air reaches 
a high altitude, where the temperature is low, water va-
por condenses into clouds, which rain onto the Earth’s 
surface, completing the water cycle [4].

II.THERMOELECTRIC COOLING:

Thermoelectric cooling uses the Peltier effect to cre-
ate a heat flux between the junctions of two different 
types of materials. A Peltier cooler, heater, or thermo-
electric heat pump is a solid-state active heat pump 
which transfers heat from one side of the device to the 
other, with consumption of electrical energy, depend-
ing on the direction of the current. Such an instrument 
is also called a Peltier device, Peltier heat pump, solid 
state refrigerator, or Thermo Electric Cooler (TEC). It 
can either be used for heating or for cooling, although 
in practice the main application is cooling. It can also 
be used as a temperature controller that either heats 
or cools [2].

A Peltier cooler can also be used as a thermoelectric 
generator. When operated as a cooler, a voltage is ap-
plied across the device, and as a result, a difference 
in temperature will build up between the two sides. 
When operated as a generator, one side of the device 
is heated to a temperature greater than the other side, 
and as a result, a difference in voltage will build up be-
tween the two sides (the Seebeck effect). However, a 
well-designed Peltier cooler will be a mediocre thermo-
electric generator and vice versa, due to different de-
sign and packaging requirements.

Abstract:

Soldiers are the Army’s most important resource and 
the back bone to keep the nation’s peace intact. They 
will always be the one responsible for taking and hold-
ing the duty in extreme weather conditions throughout 
the year. While providing security to the nation, they 
may face troubles in extreme hot or cold weather con-
ditions. We have designed and produced a solar pow-
ered thermal jacket which gives better protection to 
them who are working in extreme weather conditions. 
Here we used a peltier plate of 5V, 500mA supply for 
cooling and heating the jacket. This peltier plate, main-
ly called as thermo electric cooler, will be powered by 
a flat plate solar panel. A 12 V Direct Current lead acid 
rechargeable battery is used for storing the energy.

Keywords:

Peltier Plate;Thermo Electric Cooler(TEC); Flat Plate So-
lar Panel; lead acid rechargeable battery.

I. INTRODUCTION:

Solar energy is radiant light and heat from the sun har-
nessed using a range of ever-evolving technologies 
such as solar heating, solar photovoltaics, solar thermal 
energy, solar architecture and artificial photosynthesis. 
It is an important source of renewable energy and its 
technologies are broadly characterized as either pas-
sive solar or active solar depending on the way they 
capture and distribute solar energy or convert it into 
solar power. Active solar techniques include the use of 
photovoltaic systems, concentrated solar power and 
solar water heating to harness the energy. Passive so-
lar techniques include orienting a building to the Sun, 
selecting materials with favorable thermal mass or 
light dispersing properties, and designing spaces that 
naturally circulate air [1].
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Fig. 2.Operating principle of thermo electric cooler 
and heater

III.EXPERIMENTAL SETUP:

The experimental setup in this project consists of

A. Rechargable Battery:

A rechargeable battery or storage battery is a group 
of one or more electrochemical cells. They are known 
as secondary cells because their electrochemical reac-
tions are electrically reversible. Rechargeable batteries 
come in many different shapes and sizes, ranging any-
thing from a button cell to megawatt systems connect-
ed to stabilize an electrical distribution network. Sev-
eral different combinations of chemicals are commonly 
used, including: lead-acid, nickel cadmium(NiCd), nickel 
metal hydride (NiMH), lithium ion (Li-ion), and lithium 
ion polymer (Li-ion polymer) [5].

B. Solar Panel:

Fig.3 shows the solar panel used in the project. Solar 
panels are devices that convert light into electricity. So-
lar panels make use of renewable energy from the sun, 
and are a clean and environmentally sound means of 
collecting solar energy. A solar panel is a collection of 
solar cells. Lots of small solar cells spread over a large 
area can work together to provide enough power to 
be useful. The more light that hits a cell, the more elec-
tricity it produces.

Solar panels can be used as a component of a larger 
photovoltaic system to generate and supply electricity 
in commercial and residential applications. Each mod-
ule is rated by its DC output power under standard test 
conditions, and typically ranges from 100 to 320 watts. 
The efficiency of a module determines the area of a 
module given the same rated output – an 8% efficient 
230 watt module will have twice the area of a 16% effi-
cient 230 watt module. Solar modules use light energy 
(photons) from the sun to generate electricity through 
the photovoltaic effect. The majority of modules use 
wafer-based crystalline silicon cells or thin-film cells 
based on cadmium telluride or silicon. The structural 
(load carrying) member of a module can either be the 
top layer or the back layer.

A. Operating principle:

Fig.1 shows the working of Thermoelectric coolers by 
the Peltier effect (which also goes by the more gen-
eral name thermoelectric effect). The device has two 
sides, and when DC current flows through the device, it 
brings heat from one side to the other, so that one side 
gets cooler while the other gets hotter. The “hot” side 
is attached to a heat sink so that it remains at ambi-
ent temperature, while the cool side goes below room 
temperature. In some applications, multiple coolers 
can be cascaded together for lower temperature [2].

Fig. 1.Schematic layout of peltier plate
B. Construction of thermo electric cooler:

Fig.2 shows two unique semiconductors, one n-type 
and another p-type, are used because they need to 
have different electron densities. The semiconductors 
are placed thermally in parallel to each other and electri-
cally in series and then joined with a thermally conduct-
ing plate on each side. When a voltage is applied to the 
free ends of the two semiconductors there is a flow of 
Direct Current (DC) current across the junction of the 
semiconductors causing a temperature difference. The 
side with the cooling plate absorbs heat which is then 
moved to the other side of the device where the heat 
sink is provided. TECs are typically connected side by 
side and sandwiched between two ceramic plates. The 
cooling ability of the total unit is then proportional to 
the number of TECs in it [2].
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A PRT (platinum resistance thermometer) sensor posi-
tioned at the center of the plate ensures accurate tem-
perature measurement and control. A peltier cooler is 
a cooler that uses a Peltier element (TEC). Peltier cool-
ers consist of the Peltier element itself, and a powerful 
heat sink fan combination to cool the TEC. The typical 
maximum temperature difference between the hot 
side and the cold side of a TEC, referred to as delta 
Tmax, is around 70°C. This does not mean that simply 
adding a Peltier element between heat sink and heat 
source will cause the temperature of the cooled device 
to drop by 70°C [1].

IV.RESULTS AND DISCUSSION:
 
Table I shows different types of absorptive coatings and 
their effectiveness. It clearly states that Black chrome 
over nickel is most efficient and has higher break down 
temperature. The emittance of black chrome over 
nickel is very low comparatively, that means losses are 
less. The temperature this type of coating can handle 
is 450oc.

TABLE I. CHARACTERISTICS OF ABSORPTIVE 
COATINGS:

Table II gives the characteristics of insulation materi-
als which is fiber glass with organic binder. The thermal 
conductivity and temperature limits vary whit change 
in density of the insulation material.

Cells must also be protected from mechanical damage 
and moisture. Most solar modules are rigid, but semi-
flexible ones are available, based on thin-film cells. 
Electrical connections are made in series to achieve a 
desired output voltage and/or in parallel to provide a 
desired current capability. The conducting wires that 
take the current off the modules may contain silver, 
copper or other non-magnetic conductive transition 
metals. The cells must be connected electrically to one 
another and to the rest of the system.

Fig. 3.Solar panel used in project

C.Peltier Plate:

Thermoelectric cooling uses the Peltier effect to cre-
ate a heat flux between the junctions of two different 
types of materials. A Peltier cooler, heater, or thermo-
electric heat pump is a solid-state active heat pump 
which transfers heat from one side of the device to the 
other side against the temperature gradient (from cold 
to hot), with consumption of electrical energy. Such an 
instrument is also called a Peltier device, Peltier heat 
pump, solid state refrigerator, or thermoelectric cooler 
(TEC). The Peltier device is a heat pump: when direct 
current runs through it, heat is moved from one side 
to the other. Therefore it can be used either for heat-
ing or for cooling (refrigeration), although in practice 
the main application is cooling. It can also be used as a 
temperature controller that either heats or cools. The 
most common temperature control option for the AR 
rheometers is the Peltier Plate. The AR-G2, AR 2000ex 
and AR 1500ex Peltier plates have a temperature range 
of -40ºC to 200ºC with a typical heating rate of up to 
20ºC /min. and a temperature accuracy of +/- 0.1ºC. 
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Fig. 5.Heat Sink for the Peltier Plate
As only one Peltier plate is integrated in the jacket the 
heat or cold cannot be transferred totally through the 
jacket. So, more than one Peltier plate should be used 
in the jacket. This in turn increases the weight and cost 
factors. The only way to overcome this problem is to 
use pneumatic boots in the center layer of the jacket. A 
pneumatic boot is a balloon kind of thing which can be 
filled with air. Even if one Peltier plate is used the air in-
side the boots helps in transfer of heat or cold through 
the jacket.

VI. CONCLUSION:
  
The project “Solar powered thermal jacket for soldiers 
in extreme temperatures” is successfully tested. By 
using this project in real time applications the thermal 
jacket can help soldiers to work even in extreme weath-
er conditions. It is a highly durable and self-repairing 
solar technology, ideally suited for mobile applications. 
Combined with integrated charge control and optional 
battery/charger systems, it provides the conveniences 
of back-up and always ON, on-demand small scale solar 
electrical power.
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TABLE II. CHARACTERISTICS OF INSULATION 
MATERALS:

Fig.4 shows the final result of the project. It has a ther-
mal jacket with a peltier plate integrated in it. 

 
Fig. 4.Thermal Jacket Setup.

V. CHALLENGES:

The main and the only challenge faced during the work 
is the Peltier plate. The main concept of the Peltier plate 
is the change in direction of current results in the one 
side heating and other side cooling of the plate. As the 
plate is required to be cool in hot weather conditions 
the heat of the plate on the other side is conducted to 
the other side. 

As a result the total plate is heated which results in the 
failure of the project. To overcome this problem a heat 
sink is introduced to the hot side of the plate through 
which the unwanted heat is dissipated. Fig 5 shows the 
heat sink used to overcome the challenge.
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A PRT (platinum resistance thermometer) sensor posi-
tioned at the center of the plate ensures accurate tem-
perature measurement and control. A peltier cooler is 
a cooler that uses a Peltier element (TEC). Peltier cool-
ers consist of the Peltier element itself, and a powerful 
heat sink fan combination to cool the TEC. The typical 
maximum temperature difference between the hot 
side and the cold side of a TEC, referred to as delta 
Tmax, is around 70°C. This does not mean that simply 
adding a Peltier element between heat sink and heat 
source will cause the temperature of the cooled device 
to drop by 70°C [1].

IV.RESULTS AND DISCUSSION:
 
Table I shows different types of absorptive coatings and 
their effectiveness. It clearly states that Black chrome 
over nickel is most efficient and has higher break down 
temperature. The emittance of black chrome over 
nickel is very low comparatively, that means losses are 
less. The temperature this type of coating can handle 
is 450oc.

TABLE I. CHARACTERISTICS OF ABSORPTIVE 
COATINGS:

Table II gives the characteristics of insulation materi-
als which is fiber glass with organic binder. The thermal 
conductivity and temperature limits vary whit change 
in density of the insulation material.

Cells must also be protected from mechanical damage 
and moisture. Most solar modules are rigid, but semi-
flexible ones are available, based on thin-film cells. 
Electrical connections are made in series to achieve a 
desired output voltage and/or in parallel to provide a 
desired current capability. The conducting wires that 
take the current off the modules may contain silver, 
copper or other non-magnetic conductive transition 
metals. The cells must be connected electrically to one 
another and to the rest of the system.

Fig. 3.Solar panel used in project

C.Peltier Plate:

Thermoelectric cooling uses the Peltier effect to cre-
ate a heat flux between the junctions of two different 
types of materials. A Peltier cooler, heater, or thermo-
electric heat pump is a solid-state active heat pump 
which transfers heat from one side of the device to the 
other side against the temperature gradient (from cold 
to hot), with consumption of electrical energy. Such an 
instrument is also called a Peltier device, Peltier heat 
pump, solid state refrigerator, or thermoelectric cooler 
(TEC). The Peltier device is a heat pump: when direct 
current runs through it, heat is moved from one side 
to the other. Therefore it can be used either for heat-
ing or for cooling (refrigeration), although in practice 
the main application is cooling. It can also be used as a 
temperature controller that either heats or cools. The 
most common temperature control option for the AR 
rheometers is the Peltier Plate. The AR-G2, AR 2000ex 
and AR 1500ex Peltier plates have a temperature range 
of -40ºC to 200ºC with a typical heating rate of up to 
20ºC /min. and a temperature accuracy of +/- 0.1ºC. 
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Fig. 5.Heat Sink for the Peltier Plate
As only one Peltier plate is integrated in the jacket the 
heat or cold cannot be transferred totally through the 
jacket. So, more than one Peltier plate should be used 
in the jacket. This in turn increases the weight and cost 
factors. The only way to overcome this problem is to 
use pneumatic boots in the center layer of the jacket. A 
pneumatic boot is a balloon kind of thing which can be 
filled with air. Even if one Peltier plate is used the air in-
side the boots helps in transfer of heat or cold through 
the jacket.

VI. CONCLUSION:
  
The project “Solar powered thermal jacket for soldiers 
in extreme temperatures” is successfully tested. By 
using this project in real time applications the thermal 
jacket can help soldiers to work even in extreme weath-
er conditions. It is a highly durable and self-repairing 
solar technology, ideally suited for mobile applications. 
Combined with integrated charge control and optional 
battery/charger systems, it provides the conveniences 
of back-up and always ON, on-demand small scale solar 
electrical power.
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mal jacket with a peltier plate integrated in it. 

 
Fig. 4.Thermal Jacket Setup.

V. CHALLENGES:

The main and the only challenge faced during the work 
is the Peltier plate. The main concept of the Peltier plate 
is the change in direction of current results in the one 
side heating and other side cooling of the plate. As the 
plate is required to be cool in hot weather conditions 
the heat of the plate on the other side is conducted to 
the other side. 

As a result the total plate is heated which results in the 
failure of the project. To overcome this problem a heat 
sink is introduced to the hot side of the plate through 
which the unwanted heat is dissipated. Fig 5 shows the 
heat sink used to overcome the challenge.
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Design and Analysis of a Heat Sink for a High 

Power LED System 
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Abstract   - Recently, the high-brightness LEDs have begun to be designed for illumination application. The enhanced electrical currents 

accustomed drive LEDs result in thermal problems. Thermal management for crystal rectifier module could be a key style parameter 

as high operation temperature directly affects their most light-weight output, quality, dependability and life time. during this study a 

conductor is intended to dissipate heat created by the contact of a high power crystal rectifier light-weight. the look involves a series of 

crystal rectifier lights in a very industrial setting that required to be cooled. the warmth sinks area unit designed to use water (60psi) 

because the fluid to cool down the LED’s properly. every conductor could be a compact device with semi-circular fins to function buffer 

plates to reinforce heat transfer.   The mass flow rates of the fluid varied because the parameter for explicit fin styles. 3 mass flow rates 

and 4 fin geometries were investigated parametrically. the ultimate results of the study proposes Associate in Nursing optimum style 

with minimum pressure drop across every conductor whereas maintain the crystal rectifier junction temperature underneath check.  

Key words: LED, p-n junction, heat sink, heat exchanger, fin etc.  

Nomenclature 

𝛷 Dissipation function due to viscous forces  T Time scale  

Sh Energy Source   2v  
Velocity scale   

G Generation  k Turbulence kinetic energy  

RNG k-Є   CFD Computational Fluid Dynamics 

K Thermal conductivity  LED Light Emitting Diode 
Є    COB Chips On Board 

Gk 

 

  Generation of turbulence kinetic energy due to the     

mean velocity gradients 

 Re Reynolds Number 

Gb 

 

Generation of turbulence kinetic energy due to buoyancy  ∆P Pressure Difference  

C1Є, C2Є, C3Є Constants  𝑆𝑀𝑥 , 𝑆𝑀𝑦 𝑎𝑛𝑑 𝑆𝑀𝑧



     The source terms 

 Density  T Temperature 

u, v and w velocity components        Thermal Expansion 

p, P Pressure  
C  

    Turbulence model constant 

S Source terms  
LC  

  Co-efficient of lift 

Τ viscous stress    

t Eddy-viscosity   L  
Variable length 

1. INTRODUCTION 
In recent years High power LED's are becoming more 

popular because of their low power usage. About twenty 

percent of power input to LED is converted into the light 

energy and the rest into heat, if the heat could not be 

dissipated immediately, it will concentrate on the tiny LED 

chip and cause the junction temperature of the chip to rise to 

a harmful level. LED is particularly suitable for illumination 

due to the advantages of lower power consumption, little 

infrared emission, no UV, and relatively long life. Even 

though LEDs may have a very long life, poorly designed 

LED lamps can experience a short life and a poor lighting 

quality. The lifetime and lighting quality of LED lamps 

largely depend on junction temperature. LED lamps may 

experience wavelength shifts, epoxy degradation and low 

quantum efficiency, under high junction temperature. 

Narendran N et al [1]have experimentally verified that the 

LED life diminish with rise in junction temperature in an 

exponential manner. Therefore, low junction temperature is 

essential for LED performance, which is a characteristic 

feature of LED lamp versus conventional lighting. Since the 

market requires that LEDs have high power and packaging 

density, it poses a contradiction between the power density 

and the operation temperature, especially when LEDs are 

operated at a normal or higher driver current to obtain the 

desired lumen output. So heat dissipation becomes a key 

issue in the application of high-power LED. 

Maw-Tyan Sheen et al [2] were stated that micro-tube water-

cooling systems rendered an improvement in thermal 

management that effectively decreases the thermal 

resistance and provides very good thermal dissipation. 
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Simulation and experimental results show that the LED 

module with a water-cooling tube exhibits better thermal 

performances than the others. Dae-Whan Kim et al [3] 

demonstrated that the two-phase thermo fluid characteristics 

of a dielectric liquid data obtained for single-phase water 

yielded excellent agreement with predictions for the 

convective heat transfer coefficients, dielectric fluids and 

therefore the back surface of a full of life electronic part, 

supply a most promising approach for cooling high-powered 

LEDs. 

T.Cheng et al[4] were demonstrated Increasing pump rate of 

flow can build a pointy increase of the flow resistance. the 

fabric of device shell with high thermal physical 

phenomenon will ameliorate the cooling performance, 

however the perform is restricted. in line with preliminary 

tests and numerical optimization, An optimized small jet 

cooling system is unreal and applied in thermal management 

of a light-emitting diode lamp. The temperature check 

demonstrates the cooling system works well.  

Ming-Tzer Lin et al [5] were explained water-cooling 

container in the high power LED array gave more efficient 

convection and the heat created by the LEDs was easily 

removed in the experiments. It was shown that micro-tube 

water-cooling systems rendered an improvement in thermal 

management that effectively decreases the thermal 

resistance and provides very good thermal dissipation. 

2. HEAT GENERATION AND TRANSFER IN LED 

  

LEDs produce light and heat by means of different 

mechanisms as compared to the incandescent bulb. By 

supplying electrical energy, the electron energy will be 

partly transformed into light and fairly into heat. Apparently 

the research into LED technology is paying attention on 

optimizing the light emitting efficiency. 

 

Figure 1. shows various means of heat dissipation from LED 

Although each module has a unique structure, generally the 

LED package consists of a LED chip enclosed in a package 

of a polymer lens and a plastic carrier holder. Heat is 

generated by the LED chip inside the package. Although 

some amount of heat can be dissipated to surroundings by 

radiation and natural convection along the package surfaces, 

most of the heat will be conducted to the heat sink. The 

major part of the heat is transferred to the surroundings by 

convection from an optimized designed heat sink. On the 

other hand, radiation on the surface of the heat sink occurs 

naturally and it cannot be ignored as the average critical 

temperature of the LED module is high. 

2.1 ADHESIVE 

Adhesive is commonly used as bonding material between 

LED and board, and board and heat sinks. Using a thermal 

conductive adhesive can optimize the thermal performance. 

Epoxy is costlier than tape, however provides a larger 

mechanical bond between the heat sink and element, in 

addition as improved thermal conduction. Most epoxies are 

two-part liquid formulations that has got to be totally mixed 

before being applied to the heat sink, and before the heat sink 

is placed on the element. 

The epoxy is then cured for a nominative time, which might 

vary from a pair of hours to forty eight hours. quicker cure 

time are often achieved at higher temperatures. The surfaces 

to that the epoxy is applied should be clean and freed from 

any residue [6]. 

2.2 HEAT SINK 

Heat flows from the LED source to outside through the Heat 

sinks. Heat sinks can dissipate heat in three ways: 

conduction (heat transfer from one solid to another), 

convection (heat transfer from a solid to a moving fluid), or 

radiation. 

 

2.2.1 Material – The thermal conductivity of the material 

plays an important role in conduction of heat from the heat 

sink. Normally this is aluminum (Al), even though copper 

may be used with an advantage for flat-sheet heat sinks. 

More advanced materials like thermoplastics that are used 

when heat dissipation requirements are lower than normal or 

complex shape would be advantaged by injection molding, 

and natural graphite solutions which offer better thermal 

transfer than copper with a lower weight than aluminum plus 

the ability to be formed into complex 2D shapes. Graphite is 

considered an interesting cooling solution and does come at 

a higher production cost. Heat pipes may also be further 

added to aluminum or copper heat sinks to ease spreading 

resistance.  

2.2.2 Shape - Heat transfer takes place at the surface of the 

heat sink. Therefore, heat sinks should be considered to have 

a large surface area. This goal can be reached by using a 

large number of fine fins or by increasing the size of the heat 

sink itself. 
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Figure 2 Construction of LED with a Heat Sink 

2.2.3 Surface Finish - Thermal radiation of heat sinks 

could be a operate of surface finish, particularly at higher 

temperatures. A painted surface can have a greater 

emissivity than a bright, unpainted one. The impact is most 

outstanding with flat-plate heat sinks, wherever concerning 

tierce of the heat is dissipated by radiation. Moreover, a 

perfectly flat contact space permits the employment of a 

agent layer of thermal compound, which is able to cut back 

the thermal resistance between the heat sink and LED 

supply. On the opposite hand, anodizing or etching also will 

decrease the thermal resistance. Heat-sink mountings with 

screws or springs are better higher than regular clips, thermal 

conductive glue or sticky tape. 

2.3 PCB (Printed Circuit Board) 

MCPCB - MCPCB (Metal Core PCB) are those boards 

which incorporate a base metal material as heat spreader as 

an integral part of the circuit board. The metal core usually 

consists of aluminum alloy. Furthermore MCPCB can take 

advantage of incorporating a dielectric polymer layer with 

high thermal conductivity for lower thermal resistance. 

Separation - Separating the LED drive circuitry from the 

LED board prevents the heat generated by the driver from 

raising the LED junction temperature. 

2.4 PACKAGE TYPE 

Flip chip - The concept is similar to flip-chip in package 

configuration widely used in the silicon integrated 

circuit industry. Briefly speaking, the LED die is assembled 

face down on the sub-mount, which is usually silicon 

or ceramic, acting as the heat spreader and supporting 

substrate. The flip-chip joint can be eutectic, high-lead, lead-

free solder or gold stub. The primary source of light comes 

from the back side of the LED chip, and there is usually a 

built-in reflective layer between the light emitter and the 

solder joints to reflect the light emitted downwards up. 

Several companies have adopted flip-chip packages for their 

high-power LED, achieving bout 60% reduction in the 

thermal resistance of the LED while keeping its thermal 

reliability. 

 

 

3. DESIGN AND CFD SIMULATION 

The main objective of this project is analyze the 

performance of a heat sink which uses tap water to maintain 

and reduce the junction temperature while providing warm 

water for heating purpose. 

3.1. PARAMETERS 

The parameters that affect the study are volume, 

temperature, time and height of the heat exchanger. How 

much volume of water is sent into the heat exchanger, water 

with ambient temperature is sent into the exchanger. 

 Heat Input 56 W (20% illumination power of 70W 

LED) 

 Dimensions are according to the drawing. 

 Variation of Thickness in the inner cylinder 

 Flow rate 0.15kg/s, 0.25kg/s and 0.44kg/s 

3.2. DESIGN METHODOLOGY 

The commercial LED which we started working on is 

WHITELION LED product High bay Bridge lux LED 70W, 

5400Lm. It is an chip on Board LED suitable for outdoor 

applications especially for the warehouses and factories. The 

specifications are as follows 

 

 

 LED High Bay Light 70W as high efficiency 

replament for 640W Sodium/Metal Halide 

 70W LED High Bay Lights reduces energy savings 

up to 80% 

 LED 70W High Bay reaches full brightness 

instantly. 

 Operating temperature range between -45° and 

60℃ 

 Rated life of 50,000 hours 

 70W COB LED High Bay IP65 is suited to install 

on the 9-12M height, ideal for warehouse, factory 

and industry spaces 

 Input Voltage: AC85-265V, 50/60Hz 

 

Figure 3 dimensions (mm) of the 70W COB White lion LED light. 
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Figure 4 3D view of White lion LED Light 

 

 
Figure 5 The model and parts 

Figure 5 is the diagram for the newly designed heat sink 

in this project.  In the design,  inner shell (C) and heat 

slug(E) are made of Aluminum.  The Adhesives(D and 

F)  are CoolPoly® E8103 Thermally Conductive 

Thermoplastic Elastomer (TPE).  The properties of 

these materials are listed below. 

 
Table 1 Material properties of solid materials 

 

 

 
Figure 6 The inner shell, made of Aluminium with fin partitions 

Above figure shows the inner shell made of Aluminum with 

partitions to guide the flow. Each circular fin is designed be 

segmental to cover 270° C to allow flow to go in a cross flow 

pattern to take advantage of high heat transfer in the cross 

flows.   There are total 4 fins.  The inner shell passes the 

water with guiding towards outlet.  This inner shell is made 

up of Aluminium material.  

3.3. Governing Equations 

Numerical simulations are performed to predict the flow and 

heat transfer characteristics of the designed heat sink.   This 

chapter gives descriptions of the mathematics model used. 

3.4. Governing Equations of Fluid Flow 

The general form of fluid flow and heat transfer equations 

of incompressible for a Newtonian fluid in steady state flow 

is given as follows: 

𝑚𝑎𝑠𝑠:                                                            ∇ ∙ (𝜌�⃗� ) = 0 

                    

Momentum equation: 
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3.5. RNG k-Є model equations: 

RNG turbulence model (Yakhot and Orzag, 1986) differs 

from the standard kmodel in few aspects. The RNG 

model solves an additional term in the equation compared 

to the standard k-model and it solves an analytical formula 

for turbulent Prandtl numbers, while the standard k- model 

uses user-specified, constant values. The RNG model also 

provides for an option to treat the effective viscosity using 

the analytically derived formula that accounts for low-

Reynolds-number effect (Yakhot and Orzag, 1986). The 

kinetic energy of the turbulence, k and its dissipation rate, Є 

are the governed by separate transport equations. The RNG-

based k- Є turbulence model contains very few empirically 

adjustable parameters. 

  Sk
x

k

x
Pku

x jk

t

j

i

i









































   

 

  












S
xxT

CPC
u

x j

t

j

i

i







































 21      

          

  Sk
x

v

xk
vkfuv

x jk

t

j

i

i






































 2
22 6









 

Material Thermal 
conductivity 

(W/m-K) 

Specific 
heat (J/kg-

K) 

Densitykg/
m3 

Adhesive 5 1940 1130 

Aluminum 202.4 871 2719 
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The eddy-viscosity (t) is modeled using one time scale (T) 

and one velocity scale ( 2v ) instead of the turbulence kinetic 

energy (k) used in the k- model. The velocity variance scale 

( 2v ) can be thought of as the velocity fluctuations normal 

to the streamlines. This distinguishing feature of 2v - f 

model seems to provide a proper scaling in representing the 

damping of turbulent transport close to the wall, a feature 

that k does not provide in other eddy-viscosity model. 

3.6. PRE-PROCESSING AND MESH 

In CFD calculations, there are three main steps. 

1) Pre-Processing 

2) Solver Execution 

3) Post-Processing 

Pre-Processing is the step where the modeling goals are 

determined and computational grid is created. In the second 

step numerical models and boundary conditions are set to 

start up the solver. Solver runs until the convergence is 

reached. When solver is terminated, the results are examined 

which is the post processing part. 

 

 

 

 

 

In this study, the aim is to investigate the cooling 

characteristics of different heat sinks designed to cool the 

Light Emitting Diode (LED). So, an adequate numerical 

model is to be created. There are two important points here. 

The first one is the size of the domain, and the second one is 

the quality. Model size is the computational domain where 

the solution is done. It is important to build it as small as 

possible to prevent the model to be computationally 

expensive. On the other hand it should be large enough to 

resolve all the fluid and energy flow affecting the heat 

transfer around the LED. Inside the LED, Adhesive, and 

Heat slug are modeled. Since there were no CAD data for 

the chosen problem geometry, all the devices inside the case 

are created using ANSYS FLUENT Design Modeler 

creation tools. A high quality unstructured tetrahedral mesh 

is generated before the solution of the governing equations.  

A top quality unstructured tetrahedral mesh is generated 

before the solution of the governing equations. A wall is 

formed between the water and thuslid surface so on have a 

interface between the two mediums to transfer heat between 

them. Linear tetrahedral parts are either constant stress parts 

with four nodes or linear stress parts with ten nodes. These 

parts area unit developed in 3-dimensional house with three 

degrees of freedom per node; these area unit the translational 

degrees of freedom within the X, Y and Z directions, 

severally. The ten-node part is Associate in Nursing 

isoparametric part and stresses area unit calculated at the 

nodes. the subsequent element-based loadings could also be 

applied:  

Uniform or hydrostatic pressure on the element faces. 

Thermal gradients defined by temperatures at the nodes. 

Uniform inertial load in three directions. 

 

Figure 7 10-Noded Tetrahedral Element 

Table 2 Meshing information of each part 

Domain Nodes Elements 

Adhesive 5957 11943 

Big Adhesive 8199 16692 

Heat slug 67561 193833 

Inner shell 187740 406418 

Outer body 347414 972142 

All parts 616871 1601028 
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Figure 8 the half section of the mesh 

3.7. SOLVER SETTINGS 

 Settings are applied by ANSYS FLUENT to solve 

for Temperature variations. The model is having with 

Pressure based condition, energy condition is enabled for 

temperature variations, and then atmospheric pressure is 

taken as 60 psi to solve this analysis. Desired boundary 

conditions are applied by selecting boundary conditions tab. 

The wall created for the interface between the Fluid and 

Solid medium is set as ‘Interface’ and is coupled. Inlet has 

different mass flow rates for each case. Pressure velocity 

coupling method is SIMPLE (Semi Implicit Pressure Linked 

Equation). For solution methods Solution methods Pressure 

body force weighted, momentum, turbulent kinetic energy, 

turbulent viscosity, energy are first order upwind. Solution 

controls under relaxation factors values are taken as Pressure 

0.3, density 1, body forces 1, momentum 0.3, turbulent 

kinetic energy 0.8, turbulent viscosity 1, energy 0.8. For all 

cases, since the Reynolds number being greater than 

transition limit value, a RNG Turbulence model was 

sufficient. In this analysis flow model is k-ϵ turbulence with 

RNG model. The residual monitor is checked to print and 

plot the integration. The iterations are run at least 2000 in 

each case to ensure convergence of solutions.  

4. RESULTS AND DISCUSSION 

4.1. Effect of Heat Sink Thickness 

With the increase in the thickness of the inner cylinder of the 

heat sink the amount of aluminum increases and volume of 

water passing through decreases. So an optimum solution is 

considered by minimum thickness of the material and 

maximum heat transfer to the water. Several thickness 0.1-

0.25 inches with an interval of 0.5 inches are tested and the 

results are shown below with a constant mass flow rate of 

0.15kg/s and varying thickness. All other are maintained as 

follows 

Inlet Temperature   293K 

Inlet Pressure   60 psi 

Heat     56Watts 

 

Figure 9 the temperature contour for 0.1inch thickness inner cylinder with 
0.15kg/s mass flow rate 

Fig.9 shows the temperature contour variation for 0.1 inch 

thickness inner cylinder with 0.15kg/s mass flow rate. 

Temperature variation at the outlet is 299.35 K. 

 

Figure 10 the temperature contour for 0.2 inch thickness inner cylinder 
with 0.15kg/s mass flow rate 

Figure 10 shows the temperature contour variation for 0.2 

inch thickness inner cylinder with 0.15kg/s mass flow rate. 

Temperature variation at the outlet is 302.35 K. 

 

Figure 11 Variation of Water Temperature with mass flow rate and 

thickness of Inner Cylinder 
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Figure 12 Variation of Junction Temperature with mass flow rate and 
thickness of Inner Cylinder 

The above graph shows at different thickness to temperature 

variation graph at different mass flow rate. Here mass flow 

rate and thickness varies, then the temperature variation is 

increasing and then decreasing at different thickness. For 

0.15kg/s case with 0.1 inch thickness temperature (299.35 

K) variation is minimum, at 0.2 inch thickness temperature 

is maximum (302.35 K), and then it is decreasing to up to 

minimum (300.56 K). With increase in the thickness the 

volume of material increase and there is a decrease in the 

volume of water, in turn resulting less contact with heated 

surface. 

4.2. Effect of Reynolds number 

With the increase in the Reynolds number (flow rate) for the 

fixed thickness inner cylinder the temperature of the outlet 

water decreased. This is because of more velocity and less 

time of contact between the water and inner cylinder. 

 

Figure 13 Temperature variation at 0.2 inch thicknesses. 

The above graph shows at different Reynolds number to 

temperature variation graph at 0.2 inch thickness. Here 

thickness is constant mass flow rate is varying, and then the 

temperature variation is increasing and then decreasing at 

different mass flow rate. At Re = 18768 (0.15 kg/sec) the 

temperature variation is maximum (302.35 K), at Re = 

55052(0.44 kg/sec) mass flow rate the temperature is 

minimum (299.69 K). With decrease in the mass flow rate 

the temperature will further increase, but the water moving 

needs to maintain pressure in order to get the flow all along 

the pipes. So the further reduction of mass flow rate is not 

considered. 

With increase in the mass flow rate for the constant pressure 

60psi, the pressure drop is calculated and the graph below 

shows the variation of Reyonlds number with the pressure 

drop. 

 

Figure 14 Variation of pressure drop with Reynolds number for a 0.2 inch 

thick inner cylinder 

Fluent results for the cases, with all the input parameters and 

the desired output values are documented in the table below. 

Final Junction temperature shows the junction temperature 

of the LED light after the Heat Sink addition.  

Table 3 the output values of all the cases 

Mass-flow 

inlet (kg/s) 

Thickness 

(inches) 

Water 

Temp (K) 

Final 

Junction 

temp (K) 

0.44 

0.1 

296.2 349.38 

0.25 298.65 347.26 

0.15 299.35 345.5 

0.44 

0.15 

296.82 349.31 

0.25 298.95 346.25 

0.15 299.8 344.51 

0.44 

0.2 

299.69 344.56 

0.25 301.25 342.21 

0.15 302.35 340.59 

0.44 

0.25 

298.65 346.2 

0.25 299.21 344.54 

0.15 300.56 344.55 

5. CONCLUSIONS 

With this study a new heat sink is proposed for a 70W COB 

(chip on board) to improve the thermal management of LED 

light. Additionally heat slug and adhesives are designed. The 

performance is numerically simulated with 4 different flow 

rates from 0.44 – 0.15kg/s and thickness of the heat sink 
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from 0.1 - 0.25 inch while keeping the pressure 60psi 

constant.  The conclusions are drawn: 

The chip junction temperature decreases as as a function of 

thickness. Pressure drop across each heat sink increase with 

Reynolds number. 

The results indicate that 0.15kg/s mass flow rate and 0.2 inch 

thickness is found to be optimal to give the lowest junction 

temperature.   

The temperature rise for the water at 293K initially is 9.65K. 

With the introduction of heat sink the junction temperature 

is kept at 340K which is bellow the junction temperature of 

360K without a heat sink. 

The simulation results shows that the introduction of Heat 

sink could lead to significant reduction the LED junction 

temperature  . 
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Abstract: Rotating machinery plays an important role in industrial applications. When these machines recently are getting more 

complicated, fault diagnosis techniques have become more and more significant. In order to keep the machine performing at its 

best, one of the principal tools for the diagnosis of rotating machinery problems is the vibration analysis, which can be used to 

extract the fault features and then identify the fault patterns. In addition, there is a demand for techniques that can make decision 

on the running health of the machine automatically and reliably. Artificial intelligent techniques have been successfully applied to 

automated detection and diagnosis of machine conditions. They largely increase the reliability of fault detection and diagnosis 

systems. Accordingly, the aim of this paper is to apply a feed-forward efficient neural network to classify a large number of 

vibration signals acquired from rotating machinery in different states: normal, good gear but faulty bearing, good bearing but 

faulty gear and faulty gear and bearing. The parameters given to the neural networks have been extracted from the power spectral 

density of the signals. The main impact of this neural network is to generate answers that give the combined state of gears and 

bearings simultaneously whereas most of previous neural networks have focalized mainly on gears or on bearings alone. 

 

Keywords: Neural Network, Faulty Gear And Bearing . 

 

I. INTRODUCTION 
    Rotating machinery, as one of the most common types of 

mechanical equipment, plays an important role in industrial 

applications. When these machines recently are getting more 

complicated, precise and expensive, fault diagnosis 

techniques for them have become more and more significant. 

Most of the used machinery operates by means of bearings, 

gears and other rotating parts which may frequently develop 

faults. These faults may cause the machine to break down 

and decrease its level of performance. In order to keep the 

machine performing at its best and avoid personal casualties 

and economical loss, different methods of fault diagnosis 

have been developed and used effectively to detect and 

localize the machine faults in the specified element at an 

early stage. One of the principal tools for diagnosing rotating 

machinery problems is the vibration analysis. Through the 

use of some processing techniques of vibration signals, it is 

possible to obtain vital diagnosis information. These 

techniques are used to extract the fault features and then 

identify the fault patterns; many conventional methods such 

as Fourier analysis and time-domain analysis are studied in 

the recent researches and executed in many applications.  

 

    However, many techniques available presently require a 

good deal of expertise to apply them successfully. Simpler 

approaches are needed which allow relatively unskilled 

operators to make reliable decisions without a diagnosis 

specialist to examine data and diagnose problems. Therefore, 

there is a demand for techniques that can make decision on 

the running health of the machine automatically and reliably. 

Artificial intelligent techniques, such as artificial neural 

networks(ANNs) and fuzzy logic, etc., have been 

successfully applied to automated detection and diagnosis of 

machine conditions. They largely increase the reliability of 

fault detection and diagnosis systems. Accordingly, in our 

application, we used a great deal of data composed of a large 

number of vibration signals acquired from rotating machinery 

in different states: normal, good gear but faulty bearing, good 

bearing but faulty gear and faulty gear and bearing.  Among 

multiple techniques we have chosen the Frequency analysis, 

based on the Fourier transform as a tool for the vibration 

signal processing. We decided to extract multiple power 

spectral density parameters from the vibration signals.  

 

      After extracting all the parameters for all the signals, we 

aimed to develop a way to determine if these signals are 

acquired from a faulty or normal machine, and to localize the 

fault by determining the faulty element (bearing or gear). 

Due to their capability of learning and their capacity of 

classification and generalization, the ANNs are considered an 
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ideal solution for this fault detection and classification. So we 

have conceived Feed Forward Neural Networks that take the 

power spectral density parameters as an input and generate 

answers that give the state of the machine, whether it’s at a 

normal state or having a defected bearing or defected gear or 

both at the same time. As a result we have conceived a 

method to diagnose a rotating machine by detecting the fault 

and localizing it using simple spectral parameters with feed 

forward artificial neural networks. In this paper we will first 

present the used signals in this application, and then define 

the parameters extracted from these signals. In addition we 

will give a brief explanation on the feed forward neural 

networks used and finally we will present the results. 

 

II. DATABASE USED IN THE STUDY 

A. Signals Acquisition  
   The data used in our study was captured during a thesis at 

the University of New South Wales in Australia. In fact, four 

channels of data were recorded by the Sony DAT recorder. 

The first channel was dedicated for the accelerometer signal, 

which was placed above the bearing under test. The two other 

channels were acquiring signals from encoders from the first 

and second shafts. The fourth channel was for the tachometer 

signal obtained from the encoder on the first shaft. In our 

study we have used the accelerometer signals only. Since 

errors can take place either in bearing elements or in gears, 

the acquisition of signals was done in four different cases:  

 Good Gear and Good Bearing 

 Good Gear and Faulty Bearing 

 Faulty Gear and Good Bearing 

 Faulty Gear and Faulty Bearing 

 

     In addition, the bearing defection can be either a ball 

defection or inner race defection or outer race defection, 

which leads us to eight different cases instead of four. In each 

case there are about thirteen signal acquired for a different 

shaft speed and a different load, speeds were 3Hz, 6Hz or 10 

Hz, and loads were 25Nm, 50Nm, 75Nm or 100Nm.  

 

Fig.1. Acquired signals for different states but same speed 

and load.  

   To increase the number of elements in each case (or class) 

we divided each signal into 4 segments, thus we have a 

minimum of 52 signals representing each case. The 

classification of bearing defection was done in previous work 

by using feed forward neural networks with a high 

performance. Plus, once any element of a bearing was 

defected the entire bearing will be replaced, thus we don’t 

need to determine the defected element in the bearing. 

Consequently, the classification we aimed to do was to 

determine whether the gear or the bearing was defected or 

not and the signals of each class were chosen randomly from 

the subclasses. 

 

B. Features Extraction  

    According to the set of signals already presented, each 

bearing and gear state is represented by a set of vibration 

signals. These signals must be processed in order to be 

replaced by a vector of parameters to simplify the 

classification procedure. So, we had to choose some features 

that can include the most important information contained in 

the signal and then extract them in order to prepare the 

matrices of learning and testing for the neural networks. 

Frequency analysis has become a fundamental tool for 

vibration signal processing. It is based on the Fourier 

Transform that allows the passage from time domain to 

frequency domain. This transformation allows knowing the 

variation of power of the signal with the frequency f. Thus, it 

can detect the presence of a bearing or gear defection 

generating a periodic shock at a determined frequency. 

Consequently, we decided to extract the power spectral 

density parameters from the vibration signals we already 

have. Before the extraction, we divided each signal into 4 

segments to have enough elements representing each class 

(bearing and gear state). 

 

III. NEURAL NETWORK CLASSIFICATION 

A. Importance of Neural Networks  
   In fact, the diagnosis decision remains in the classification 

issue, many methods of classification are used nowadays in 

machine monitoring in order to detect faults early and 

prevent from big losses. These methods include: Applications 

of Support Vector Machine, application of fuzzy sets, 

Artificial Neural Networks and too many other methods.      

Neural networks have emerged as an important tool for 

classification. The recent vast research activities in neural 

classification have established that neural networks are a 

promising alternative to various conventional classification 

methods. The advantage of neural networks lies in the 

following theoretical aspects. First, neural networks are data 

driven self-adaptive methods in that they can adjust 

themselves to the data without any explicit specification of 

functional or distributional form for the underlying model. 

Second, they are universal functional approximations in that 

neural networks can approximate any function with arbitrary 

accuracy. Since any classification procedure seeks a 

functional relationship between the group membership and 

the attributes of the object, accurate identification of this 

underlying function is doubtlessly important. Third, neural 

networks are nonlinear models, which makes them flexible in 
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modeling real world complex relationships. Finally, neural 

networks are able to estimate the posterior probabilities, 

which provide the basis for establishing classification rule 

and performing statistical analysis. On the other hand, the 

effectiveness of neural network classification has been tested 

empirically. Neural networks have been successfully applied 

to a variety of real world classification tasks in industry, 

business and science. Thus, we used the Artificial Neural 

Networks (ANN) due to their capability of learning and 

generalization which makes them ideal for fault detection and 

error classification.  

 

B. Feed Forward Neural Networks  
   The role of ANN is to take the already extracted parameters 

as inputs and give the class that the corresponding vector 

belongs to as an output. The type of ANNs we used is 

multilayer feed forward networks; these networks are mostly 

used for classification because of their simplicity and their 

capacity of learning. In fact, they are used in many decision 

making situations especially diagnosis. In, multilayer feed 

forward neural networks are used in medical diagnosis study 

profiting of the classification capability of these artificial 

networks.  

 
Fig.2. Feed Forward Neural Network with Multiple 

Hidden Layers.  

 
Fig.3. How the decision is made by the three neural 

networks. 

 

     In our application, we used three neural networks: the first 

neural network has to determine whether the bearing was 

defected or not without giving any detail about the gear. 

According to the answer, the second or the third network is 

chosen. The second network determines the state of the gear 

(whether it is defected or not) knowing that the bearing is 

good (according to the answer of the first network). On the 

other hand, the third network determines the state of the gear 

knowing that the bearing is defected. Figure three shows how 

the classification is accomplished by the three neural 

networks. 

 

C. Data Preparation and Neural Networks Conception  

   In order to prepare the learning phase and the testing phase 

for neural networks, each vibration signal is divided into 4 

segments in order to have a greater number of elements in 

each class (or bearing and gear state) as mentioned before. 

After segmentation, signals are processed to extract their 

PSD parameters (whose number is 25) to obtain, instead of 

signals, vectors representing the elements of each class. To 

create the learning matrix and the test matrix for each 

network, we randomly select vectors from each class and add 

them to the corresponding matrix. In the first classification 

(first ANN) we have chosen randomly 26 vectors from each 

class for creating learning matrixes:  

1. Class of Good Bearing: it is composed of two subclasses 

faulty gear with good bearing and good gear with good 

bearing. We uniformly and randomly chose 13 vectors 

from each subclass to complete the learning matrix.  

2. Class of Faulty Bearing: it is composed of two 

subclasses faulty gear with faulty bearing and good gear 

with faulty bearing. But each subclass is also divided 

into 3 subclasses because the bearing defection can be 

either a ball defection or inner race defection or outer 

race defection. Thus we uniformly and randomly chose 

from each subclass 13 vectors with verifying that these 

vectors are chosen from the different three subclasses. 

The testing matrix is chosen in the same way. In the 

second classification (second ANN) learning matrix and 

testing matrix are composed each of 26 vectors where 13 

are randomly chosen from the class of faulty gear with 

good bearing and the class of good gear with good 

bearing. In the third classification (third ANN) learning 

matrix and testing matrix are created in the same way. 

3.  Class of Good Gear (with faulty bearing): this class is 

composed of three subclasses; from each subclass 10 

vectors are randomly chosen.  

4. Class of Faulty Gear (with faulty bearing): this class is 

also composed of three subclasses; from each subclass 

10 vectors are randomly chosen. So in this classification 

the matrix are composed of thirty vectors.  

 

  Thus, learning matrix and testing matrix in the first two 

classifications are composed of 26 vectors having 25 

elements each. In the third classification learning and testing 

matrix are composed of 30 vectors with 25 elements each. 

The output of the three neural networks is either 0 or 1. In the 

three cases the faulty state is represented by 0 and the good 

state is represented by 1. 

 

IV. RESULTS AND DISCURSION 

Table I. Model Analysis Results for Old Gear 
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Table II. Model Analysis Results for New Gear 

 
Table III. Harmonic Analysis Results for Old Gear 

 
Table IV. Harmonic Analysis Results for New Gear 

 
   As per the above results we can say that the previous gear 

and the ceramic coated gear are having same natural freq so 

we can use this gear. As per the harmonic results the new 

model (ceramic coated) is having very less displacement and 

stress amplitude values. 

 

V. CONCLUSION 

    We can deduce that Artificial Neural Networks simplify 

the bearing and gear fault diagnosis by detecting errors and 

specifying the faults position. This fact encourages us to do 

hardware verification for these results, and also program 

implementation on microcontrollers or DSP (Digital Signal 

Processor) to obtain new devices that can accomplish 

monitoring operations like fault detection and specification. 

But maybe this implementation conducts us to do some 

method to reduce the number of used parameters like 

Principal Component Analysis or Genetique Algorithm. 

Vibrations in the gear were reduced by changing the new 

ceramic coated (tungstron carbide coated) Bevel gear (12.3 to 

0.6 vibrations). By giving present vibration readings of the 

gear box, the health or the extent of damage of the gear teeth 

can be predicted. We have used artificial neural network to 

find vibrations and defects caused by continues working. In 

the next stage we have prepared a parametric model in 

CATIA for analysis purpose then we have exported the 

model to ansys for simulation work. In ansys we have done 

the model analysis and harmonic analysis to validate the 

model. Also we have done the analysis by applying tungstron 

carbide coating on gear (0.3mm). In that analysis we got 

better results for the newly developed gear (coated). Natural 

frequency for both models is near so no need of design 

modifications for new gear. As per the results obtained from 

harmonic analysis we can conclude that modified (ceramic 

coated) gear is having very less stress and displacement 

effects while comparing with old one.  Again we have used 

artificial neural network to find vibrations and defects caused 

by continues working for both old and modified gears in that 

also we got better results for new gear. 
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Abstract: Problem statement: Depleting petroleum reserves on the earth and increasing concerns about 
the environment leads to the question for fuels which are eco-friendly safer for human beings. The 
objective of present work was to investigate the effect of coating on piston, cylinder head and valves of a 
Diesel engine on the performance and emission characteristics of exhaust gases using wet ethanol (5% 
water) as a fuel. Approach: In this study the effect of Zirconia coating on the performance and emission 
characteristics of diesel engine was investigated using ethanol as sole fuel. For this purpose the cylinder 
head, valve and piston of the test engine were coated with a partially stabilized Zirconia of 0.5 mm thick 
by the plasma spray coating method. . For comparing the performance of the engine with coated 
components with the base engine, readings were taken before and after coating. To make the diesel 
engine to work with ethanol a modification was done. Results: The engine’s performance was studied for 
both wet ethanol and diesel with and without Zirconia coating. Also the emissions values are recorded to 
study the engine’s behavior on emissions. Satisfactory performance was obtained with Zirconia coating 
compared with a standard diesel engine. The brake thermal efficiency was increased up to 1.64% for 
ethanol with coating and there was a significant reduction in the specific fuel consumption. The NOx, CO 
and HC emissions in the engine exhaust decreases with coating. Conclusion: Using ethanol as sole fuel 
for a LHR diesel engine causes an improvement in the performance characteristics and significant 
reduction in exhaust emissions. 
 
Key words: Partially Stabilized Zirconia (PSZ), Low Heat Rejection (LHR), heat rejection, Exhaust 

emissions, emission characteristics 
 

INTRODUCTION 
 
 The rapid depletion of petroleum fuels and their 
ever increasing costs have lead to an intensive search 
for alternate fuels. The most promising substitutes for 
petroleum fuels are alcohols- mainly ethanol and 
methanol. It has been predicted that by the year 2030 all 
the present sources of fossil fuels would get depleted 
and the world would come to a stand still for need of fuel 
power. So, it is high time that scientists and technologists 
developed an alternate fuel that would run on the existing 
engines without many modifications and also one that 
would cater to the ever increasing power needs of the 
countries and domestic market (Beele et al., 1999). 
 Although replacing diesel fuel entirely by alcohols 
is very difficult, an increased interest has emerged for 

the use of alcohols and particularly lower alcohols 
(methanol and ethanol) with different amounts and 
different techniques in diesel engines as a dual fuel 
operation during recent years. Ethanol is one of the 
possible fuels for diesel replacement in Compression 
Ignition (CI) engines. It can be made from raw 
materials such as sugarcane, sorghum, corn barley and 
cassava, sugar beets using already improved and 
demonstrated technologies. Besides being a bio mass-
based renewable fuel, ethanol has clean burning 
characteristics and high octane rating. The application of 
ethanol as a supplementary compression-ignition fuel 
may reduce environmental pollution, strengthen 
agricultural economy, create job opportunities, reduce 
diesel fuel requirements and thus contribute in 
conserving a major commercial energy source. There is 
need to develop alternate fuels to cater to the needs of the 
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thirsty industries (Hansen et al., 2005; Ciniviz, 2010). 
Existing research results shows that ethanol is the best 
alternate fuel. Self-Ignition temperature for ethanol and 
‘aquanol’ (70% ethanol and 30% water) is greater than 
that of petrol. So, we need a high intensity spark plug 
for better performance. 
 There are several techniques involving alcohol-
diesel dual fuel operation. The high self-ignition diesel 
fuel ensures the ignition of alcohol in dual fuel 
operation. The most common methods for achieving 
dual fuel operation are: 
 
• Alcohol fumigation-The addition of alcohols to the 

intake air charge, displacing up to 50% of diesel 
fuel demand 

• Dual injection -Separate injection systems for each 
fuel, displacing up to 90% of diesel fuel demand. 

• Alcohol-diesel fuel blend -Mixture of the fuels just 
prior to injection, displacing up to 75% of diesel 
fuel demand 

• Alcohol-diesel fuel emulsion -Using an emulsifier 
to mix the fuels to prevent separation, displacing 
up to 25% diesel fuel demand 

 
 The easiest method by which alcohols can be used 
in diesel engines is in the form of blends. For lower 
alcohols, this approach is limited to ethanol because 
methanol is not soluble. Methanol has very limited 
solubility in the diesel fuel. Since low power stationary 
diesel engines are commonly used in the agricultural 
and transport sectors, which is essential to study their 
performances using ethanol-diesel blends.  
 The thermal efficiency of the diesel engines can be 
increased by reducing the heat loss to the surroundings 
by means of coolant and exhaust gases. The heat can be 
transfer from the combustion chamber to the piston, to 
the combustion chamber walls and finally to the cooling 
water circulated in the cooling water jacket around the 
cylinder. The heat transfer can be minimized by 
reducing the heat that is transferred from combustion 
chamber to the pistons. This leads to the idea of 
insulating the piston and cylinder walls. These types of 
engines are known as Low Heat Rejection (LHR) 
engines. This can be realized by coating the pistons, 
cylinder walls with ceramics which can withstand high 
thermal stresses (Srinivasan and Saravanan, 2010; Modi 
and Gosai, 2010; Al-Hasan, 2007; Jaichandar et al., 
2003). They have low thermal conductivity thus 
reducing the heat flux into the piston and thus reduction 
of heat transfer to the coolant is reduced. When cylinder 
cooling losses are reduced, more of the heat is delivered 
to the exhaust system. Thus, efficient recovery of 
energy of the exhaust improves the thermal efficiency 
of a low heat rejection engine. However, installing in 

the engine configuration even without heat recovery 
systems, some of the heat is converted to piston work 
and increases thermal efficiency. Therefore, LHR 
engines without exhaust heat recovery systems are 
worth studying (Kaleemuddin and Rao, 2009; Bekal 
and Babu, 2008; Garcia et al., 2008; Al Hasan, 2003). 
 The peak burned gas temperature in the cylinder of 
an internal combustion engine is 1200K. Maximum 
metal temperatures for the inside of combustion 
chamber space are limited to much lower values by a 
number of considerations and the cooling for the 
cylinder head, cylinder and piston must therefore be 
provided. These conditions lead to heat fluxes to the 
chamber during the combustion period. The flux varies 
substantially with the location. The regions of 
combustion chamber that are contacted by rapidly 
moving high temperature burned gases generally 
experience highest fluxes. In regions of high heat flux, 
thermal stresses must be kept below levels that would 
cause fatigue failures. Heat transfer affects engine 
performance, efficiency and emissions. For a given 
mass of fuel within the cylinder, higher heat transfer to 
the combustion chamber walls will lower the average 
combustion gas temperature are pressure and reduce the 
work per cycle transferred to the piston. Thus the power 
and efficiency are affected by the magnitude of engine 
heat transfer. The exhaust temperature also governs the 
power that can be obtained from the exhaust energy 
recovery devices such as turbochargers. The fan and 
water pump power requirements are determined by the 
magnitude to the heat rejected. Lesser heat transfer 
require less cooling power requirements and hence 
smaller its size. 
 During the intake process, the incoming charge is 
usually cooler than the walls. During compression, the 
charge temperature rises above the wall temperature. 
Heat transfer is now from the cylinder gases to the 
chamber walls. During combustion, the gas 
temperature increase substantially and this is the 
period when the heat transfer rates are highest. During 
expansion, the gas temperature decrease and hence the 
heat transfer rates also decrease. Substantial heat 
transfer from the exhausting gases to the valves and 
ports occurs during the exhaust process. 
 

MATERIALS AND METHODS 
 
 Two major obstacles of the LHR engine are 
component strength and tribology at high temperatures, 
where conventional metals and lubricants fail to 
perform at elevated temperatures, advanced ceramic 
materials provide an alternative. These materials have 
provided the major impetus to LHR research and 
development in recent decades. Principle substances of 
interest include nitrides and carbides of silicon (Si2N4 
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and SiC); oxides of chromium, aluminum and iron 
(Cr2O3, Al2O3 and FeO2); and partially stabilized 
oxide of zirconium, (ZrO2, or PSZ). Low ductility, 
low tensile strength and low bending strength have 
impeded the direct replacement of metals with 
ceramics in conventional engine designs. 
Conventional piston and cylinder stresses make the 
application of ceramics extremely challenging. Large 
piston ring loading forces produce large stresses and 
large friction forces. To reduce these forces, 
modifications to piston and connecting rod mechanics 
would decrease the demands which are currently 
placed upon tribological research. Both monolithic 
ceramic components and ceramic coatings have been 
used by various LHR engine researchers. 
 It is another kind of high temperature resistant 
coating which has recently been developed. The main 
objective of this coating is to provide thermal 
insulation to metallic components at elevated 
temperature especially for diesel, gas turbine and aero-
engine applications. Improvement of thermal 
efficiency and reduction of the NOx level in TBC 
coated piston heads of diesel engine have been studied 
and the thermal gradient between the substrate and the 
surface coating observed. 
 
Partially Stabilized Zirconia (PSZ): Partially 
stabilized Zirconia is a mixture of zirconia polymorphs, 
because insufficient cubic phase-forming oxide 
(Stabilizer) has been added and a cubic plus Meta stable 
tetragonal ZrO2 mixture is obtained. A smaller addition 
of stabilizer to the pure zirconia will bring its structure 
into a tetragonal phase at a temperature higher than 
1,000°C and a mixture of cubic phase and monoclinic (or 
tetragonal)-phase at a lower temperature. Therefore, the 
partially stabilized zirconia is also called as Tetragonal 
Zirconia Polycrystalline (TZP). Usually such PSZ 
consists of larger than 8 mol% (2.77 wt %) of MgO, 8 
mol% (3.81 wt %) of CaO, or 3-4 mol% (5.4-7.1 wt %) 
of Y2O3. PSZ is a transformation-toughened material. 
Micro crack and induced stress may be two explanations 
for the toughening in partially stabilized zirconia.  
 The Micro crack explanation depends upon 
difference in the thermal expansion between the cubic 
phase particle and monoclinic (or tetragonal)-phase 
particles in the PSZ. Coefficient of thermal expansion 
for the monoclinic form is 6.5-6/°C up to 1200°C, 10.5-

6/°C for cubic form is. This difference creates micro 
cracks that dissipate the energy of propagating cracks 
(Garcia et al., 2008). The induced stress explanation 
depends upon the tetragonal-to-monoclinic 
transformation, once the application temperature over 
pass the transformation temperature at about 1000°C 
(Modi and Gosai, 2010; Kamo et al., 2006).  

 The pure zirconia particles in PSZ can metastabily 
retain the high-temperature tetragonal phase. The cubic 
matrix provides a compressive force that maintains the 
tetragonal phase. Stress energies from propagating 
cracks cause the transition from the Meta stable 
tetragonal to the stable monoclinic zirconia. The energy 
used by this transformation is sufficient to slow or stop 
propagation of the cracks. Partially Stabilized Zirconia 
has been used where extremely high temperatures are 
required. The low thermal conductivity ensures low heat 
losses and the high melting point permits stabilized 
zirconia refractory’s to be used continuously or 
intermittently at temperatures of 2,200°C in neutral or 
oxidizing atmospheres. Above 1,650°C, in contact with 
carbon, zirconia is converted in to zirconium carbide. 
Zirconia is not wetted by many metals and is therefore an 
excellent crucible material when slag is absent. It has 
been used very successfully for melting alloy steels and 
the noble metals. PSZ refractory’s are rapidly finding 
application as setter plates for ferrite and titillate 
manufacture and as matrix elements and wing tunnel 
liners for the aerospace industry. PSZ is also used 
experimentally as heat engine components, such as 
cylinder liners, piston caps and valve seats. 
 
Engine modifications: The following components are 
added to facilitate ethanol as a sole fuel in a diesel 
engine and the modified engine includes Bajaj make 
contact breaker, Fiat make condenser, Fiat make 
ignition coil, Fiat make car spark plug, 12 volt Exide 
battery. The modification in existing diesel engine is 
made in three parts as follows. 
 
Engine cylinder head: The fuel injector is replaced 
by spark plug. A bush is provided for fixing the spark 
plug. It is placed by creating an internal thread in the 
bush, which is placed in the cylinder head. The bush is 
fitted in the cylinder using press fit for the required 
dimensions. As the spark plug is placed in the space 
provided for fuel injector, Pre-combustion chamber is 
created which helps fast flame propagation and 
smooth combustion. 
 
High pressure port fuel injection system: In the inlet 
manifold the fuel injector is placed. A throttle valve is 
introduced for air adjustment in the inlet manifold. The 
fixing of fuel injector involves a circular plate which is 
used to connect the fuel injector and the manifold. 
 
Ignition system: As a spark plug is introduced in the 
system, there is need of ignition system which requires 
fixing of cam profile in the shaft. The cam used is 
specially made for this purpose. A circular plate is 
introduced. This is mainly used for the fixing the 
condenser and contact breaker. The circular plate is 
clamped to the engine housing. The cam profile is 
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tightened by using key along with the shaft. Then the 
contact breaker is fixed so that it touches the cam edge 
at the required stage. When the cam touches the contact 
breaker, the current is passed to the ignition coil and 
hence spark is produced in the sparkplug. A 12Volts 
battery is used to charge the ignition coil. 
 When the ignition switch is switched ON, the 
current from the battery passes through the ignition 
switch to the ignition coil. When the contact breaker 
switch comes in contact with the cam profile, the 
current is passed to the spark plug and thus spark is 
produced. The timing is fixed by making the fuel 
injection at the end of compression stroke and at the 
same time the contact breaker comes in contact with the 
cam profile. Hence a spark is produced at the end of 
compression stroke. 
 
Properties of ethanol and diesel: The important 
properties of ethanol and diesel are listed in the Table1. 
 
Experimental setup: The experimental work is 
conducted on four stroke, single cylinder, water cooled, 
manifold injection ethanol engine and direct injection 
diesel engine coupled on an eddy current dynamometer 
as shown in Fig. 1. The specification of the test engine 
is shown in Table 2. 
 For measuring of exhaust temperature, NOx, CO 
and Unburned HC level are made in the exhaust pipe. 
The exhaust temperature of the engine measured using 
digital chromel-alumel thermocouple. The NOX level is 
measured using NOX analyzer. The carbon monoxide 
and unburned hydrocarbon is measured by using 
infrared analyzer. Fuel consumption is measured with 
the help of burette and digital stop watch. The 
experiments are conducted at various loads from no 
load to full load with uncoated piston and coated piston 
with different fuel (wet ethanol, diesel). 
 
Experimental procedure: Initially fuel tank and 
auxiliary fuel tanks are filled with right amount of 
required fuel. Water pump is switched ON to cool the 
stator coils of the eddy current dynamometer which gets 
heated up while loading. The instruments such as NOx 
meter and CO/HC analyzer are connected to the exhaust 
pipe. Eddy current dynamometer is switched ON and 
set to constant torque mode. The engine is started and 
allowed to run for 20 minutes to attain steady state 
condition. Now the time taken for 25 cc normal ethanol 
fuel consumption is noted using stop watch. NOx, CO 
and HC emissions are noted using exhaust gas analyzer.  
Exhaust gas temperature is also noted. The procedure is 
repeated for the diesel fuel also. 

Table 1: Properties of ethanol and diesel 
Properties Ethanol Diesel 
Latent heat (kJ kg−1) 855.00 620 
Octane number 106.00 - 
Lower calorific value (KJ Kg−1) 26000.00 42500 
Boiling point (ºC) 78.00 190-280 
Self ignition temperature (ºC)  420.00 325 
Specific gravity 0.79 0.82 
Stoichiometric air-fuel ratio 8.96 14.7 
 
Table 2: Specification of engine 
Manufacturer Kirloskar  
Engine type 4 stroke, single cylinder,  
 water cooled, CI engine 
Stroke 110 mm 
Bore 95 mm 
Power 5.9 kW 
Compression ratio 16.5:1 
Rated speed 1500 rpm 
Loading type Eddy current dynamometer 
 

 
 
Fig. 1: Experimental setup 
 
 The experiment is repeated for various loads and 
respective readings are taken. After taking the above 
reading the engine parts were dismantled. The coated 
cylinder head, piston head and walls were assembled. 
The same procedure was repeated to predict the 
performance of the engine with zirconia coating. 
 

RESULTS AND DISCUSSION 
 
Brake thermal efficiency: Zirconia is a low thermal 
conductivity material. It will act as barrier for the heat 
transfer to the surroundings from the engine’s 
combustion chamber and reduces the heat loss from the 
engine. Also as per first law of thermodynamics, the 
heat reduction in heat loss will ultimately increase the 
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power output and thermal efficiency of the engine. Out 
of the four curves shown in the graph, two curves for 
diesel and two curves for ethanol are as an engine fuel. 
 From the Fig. 2, it is clear that the brake thermal 
efficiency of the engine for both diesel and ethanol are 
slightly increased after coating. For ethanol, the brake 
thermal efficiency is increased by 1.64%. For diesel, 
the brake thermal efficiency is increased by 3.26%.  
 
Total Fuel Consumption (TFC): From the Fig. 3, it is 
clear that the total fuel consumption of the engine after 
coating is reduced. This will increase the brake thermal 
efficiency of the engine. This is due to the reduction of 
the heat loss to surroundings from the engine. From that, 
it is obvious that there will be an excess heat in the 
engine when compared with the amount of heat in the 
engine without coating, thereby increasing the brake 
thermal efficiency of the engine.  Also it is suggested 
that the TFC is reduced up to some extent and it is 
increased for higher power requirement. For the ethanol, 
it is low up to 4kW. After that, it starts increasing. But in 
the case of diesel, this problem will not happen 
 

  
Fig. 2: Variation of Brake thermal efficiency with brake 

power 
 

  
Fig. 3: Variation of Total fuel consumption with brake 

power 

Specific Fuel Consumption (SFC): From the Fig. 4a 
and b, it is clear that SFC is decreasing after the coating 
due to the reasons that are discussed in the previous 
headings. There is slight variation in the curve for 
ethanol’s SFC before and after coating. The reduction 
in SFC is 0.304 kg kW h−1 after coating for ethanol. But 
in the case of diesel, there is a very small variation in 
the reduction of SFC (i.e.,) 0.033 kg kW h−1. 
 

 
 (a) 
 

 
 (b) 
 
Fig. 4: (a) Variation of SFC (using ethanol) with brake 

power (b) Variation of SFC (using diesel) with 
brake power 

 

 
 
Fig. 5: Variation of NOx Emissions with brake power  
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NOx emissions: From the Fig. 5, it is clear that there is 
a greater reduction of Oxides of Nitrogen due to coating 
because of nitrogen has absorbed by zirconia. Even 
though availability of oxygen high but availability of 
nitrogen is very less by the presence of impurities. 
Generally oxygen availability in diesel is high so at 
high temperatures nitrogen easily combines with 
oxygen but availability of nitrogen is very less due to 
coating and forms less NOx. It is observed that at part 
load (up to 2 KW) the NOx emissions are slightly 
increased for   the   engine   with   and without coating   
but   there   is   considerable reduction in NOx   after 
coating compared   to without   coating. 
 There is rapid increases of NOx above 2 KW load 
and greater reduction of NOx with coating. For ethanol 
it is clear that there is a slight reduction of oxides of 
Nitrogen due to coating. It is observed that at part load 
(up to 2 KW) the NOx emissions are almost same for 
the engine with and without coating. And there is slight 
increases of NOx above 2 KW load for both cases and 
considerable reduction of NOx with coating. 
 
Unburned hydrocarbon emissions: From the Fig. 6, it is 
clear that, the unburned hydrocarbon emissions are 
reduced when the engine runs with coating. The unburned 
HC emissions are slightly higher for both the fuels when 
the engine runs without the zirconia coating. The main 
reason for this reduction in the unburned HC emissions is 
that at high temperatures the engine will have sufficient 
amount of oxygen which mixes with the HC emissions. As 
a result of this, the HC will split into H and C which mixes 
with O2, thereby reducing the HC emissions. 
 
CO emissions: From the Fig. 7a and b it is clear that 
CO is decreased after the coating due to the complete 
combustion. The carbon monoxide, which arises mainly 
due to incomplete combustion, is a measure of 
combustion in efficiency .Generally oxygen availability 
in diesel is high so at high temperatures carbon easily 
combines with oxygen and reduces the CO emission. It 
is observed that at part load (up to 3 KW) the CO 
emissions are same for the engine with and without 
coating. And there is a slight increase of CO at full load 
condition when it runs without coating conditions. But 
in the case of engine with the ceramic coating, the CO 
emission is reduced. For ethanol also the same process 
as that of diesel occurs. 
 
Exhaust gas temperature: From the Fig. 8 it is 
inferred that the exhaust gas temperature is higher for 
the engine runs under zirconia coated conditions than 
the engine runs under normal conditions. This is due to 

the more amount of heat generated inside the engine 
casing in which all amount of heat cannot be converted 
into useful work. EGT increase under this condition 
because of its heat is mixed with the exhaust gas. 
 

 
 
Fig. 6: Variation of unburned HC emissions with brake 

power 
 

 
 (a) 
 

 
  (b) 
 
Fig. 7: (a) Variation of CO (using ethanol) with brake 

power, (b) Variation of CO (using diesel) with 
brake power 
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Fig. 8: Variation of exhaust temperature with brake 

power 
 

CONCLUSION 
 
 Thermal efficiency is the true indication of the 
efficiency with which the chemical energy input in the 
form of fuel is converted into useful work. 
Improvement in engine thermal efficiency by reduction 
of in-cylinder heat transfer is the key objective of LHR 
engine research. As a low thermal conductivity 
material, zirconia is capable of reducing the heat loss 
from the cylinder to the surrounding this increases the 
life of the piston and piston rings. Due to the reduction 
in the heat loss to the surrounding, the power output 
and brake thermal efficiency of the engine is increased. 
 The specific fuel consumption is lower during all 
operating range of the base engine in the case of the use 
of LHR. Similarly, the specific fuel consumption 
increases during all operating range of the base engine 
in the case of the use of ethanol in LHR. 
 NOx emissions are mainly a function of a gas 
temperature and residence time. Most of the earlier 
investigations show that NOx emission from LHR 
engines is generally higher. This is due to higher 
combustion temperature and longer combustion 
duration. But in the present investigation there was a 
greater reduction of Oxides of Nitrogen due to coating 
because of nitrogen has absorbed by zirconia. 
 The emission of unburned hydrocarbon and CO 
also reduced because of the decreased quenching 
distance and increased lean flammability limit of LHR. 
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INTRODUCTION 

INTRODUCTION TO AIR CONDITIONING 

Air conditioning is the process of altering the 

properties of air (primarily temperature and 

humidity) to more favorable conditions. More 

generally, air conditioning can refer to any form of 

technological cooling, heating, ventil An air 

conditioner (often referred to as air con, AC or A/C, 

and not to be confused with the abbreviation for 

alternating current) is a major or home appliance, 

system, or mechanism designed to change the air 

temperature and humidity within an area (used for 

cooling and sometimes heating depending on the air 

properties at a given time). The cooling is typically 

done using a simple refrigeration cycle, but 

sometimes evaporation is used, commonly for 

comfort cooling in buildings and motor vehicles. In 

construction, a complete system of heating, 

ventilation and air conditioning is referred to as 

"HVAC". 
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ABSTRACT 

Due to the international attempt to find alternative energies, absorption 

refrigeration has become a prime system for many cooling applications. Where 

thermal energy is available the absorption refrigerator can very well substitute the 

vapour compression system. It is a well-known fact that a large amount of heat 

energy associated with the exhaust gases from an engine is wasted. A rough 

energy balance of the available energy in the combustion of fuel in a motor car 

engine shows that one third is converted into shaft work, one third is lost at the 

radiator and one third is wasted as heat at the exhaust system. Even for a relative 

small car-engine, 15 kW of heat energy can be utilized from the exhaust gas. This 

heat is enough to power an absorption refrigeration system to produce a 

refrigeration capacity of 5 kW. In this thesis, energy from the exhaust gas of an 

internal combustion engine is used to power an absorption refrigeration system to 

air-condition an ordinary passenger car. In this thesis an absorption refrigeration 

system is designed and parts of the refrigeration system are analyzed. Modeling is 

done in Pro/Engineer and analysis is done in Ansys. Thermal analysis is done on 

condenser and evaporator using different materials Copper, Aluminum alloy 204, 

Brass and Stainless Steel. 
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EXPERIMENTAL IC ENGINE 

In an IC engine, fuel (usually petrol or diesel) 

is combusted inside the cylinder due to which the 

piston moves outward and rotates the crank, and 

hence the engine produces work. In IC engines the 

combustion of the fuel produces heat, which is 

converted to mechanical work using the piston and 

crank arrangement. From the heat produced from 

combustion of fuel only 30% (approx) of heat is 

converted into useful mechanical work. The 

remaining heat energy is wasted into the atmosphere 

in the form of: 

(i) Heat carried away by the cooling water, 

(ii) Heat taken away by the exhaust gases, 

(iii) Heat carried away by the lubricating oil, 

(iv) Heat lost by radiation. 

The cooling water and exhaust gases carry away the 

maximum amount of heat from the engine, i.e. 

around 60% (approx). This heat is called the low 

grade energy of the engine. 

THE ENGINE 

Let us consider an engine of an automobile 

on which the vapour absorption refrigeration system 

is to be implemented. 

Engine parameters 

The IC engine based on which the 

calculations are done is 

• Make - Hindustan Motors 

• Model - Ambassador 

• No of cylinders, n = 4. 

• Power, P = 60 bhp at 2000 rpm. 

• Capacity, V = 1717cc. 

• No of strokes = 4. 

• Fuel used = diesel. 

• Air-fuel ratio, A/F =15:1 

WASTE HEAT OF THE ENGINE 

The main two areas through which the heat 

is exhausted into the atmosphere from the engine 

are the cooling water and the exhaust gases. It is 

necessary to calculate the amount of heat energy 

carried away by the exhaust gases and the cooling 

water. 

Exhaust gas heat 

Mass flow rate air into the cylinder, 

ma = VN Evoi/2 

flow rate of fuel, 

     mf = ma /(A/F ratio ) 

  Flow rate of exhaust gas 

  me = ma + mf 

Heat available at exhaust pipe 

Qe = meCpe(te-ta) 

Cooling water heat 

Heat carried away by cooling water 

Qw = mwCpw (tC0-tci) 

FINAL VALUES 

To produce 0.5 TR inside the automobile 

cabin it is required to have 

(a) mass flow rate of refrigerant, mr = 0.71 gm/s 

(b) mass flow rate of strong solution from absorber 

generator,       mg = 8.804 gm/sec 

(c) mass flow rate of weak solution from generator 

to absorber,    ma = 8.094 gm/sec 

(d) Co-efficient of Performance, COP = 0.2  

DESIGN 

 Designing involves developing each 

components of the system that has to be installed on 

to the automobile to produce the required cooling 

effect which involves generator, condenser and 

evaporator 

Design of pre-heater 

Outside Diameter of the tube, D0 = 0.012 m  

Inside Diameter of the tube, Dj = 0.01 m 

Length of the tube, L =2m 

Design of generator 

Outside Diameter of the exhaust gas tube, 

D0 = 0.04 m 

 Taking inside diameter of the exhaust gas tube, Di = 

0.038 m  

Length of the tube required for the required heat 

transfer, L = 1 m 

 Design of condenser 

Dimensions of the designed condenser  

Diameter of the tube, d = 0.018 m Thickness of the 

tube, a = 0.005 m Length of the tube, L = 7.45 m 

Design of Evaporator 

Outside Diameter of the tube, D0 = 0.01 m 

Inside Diameter of the tube, Dj - 0.008 m Length of 

the tube, L = 6.26 m 

Design of absorber 

Outside diameter of the absorber, D0 = 76 

mm Total length of the absorber, L = 205 mm Outer 

diameter of the fins, Df = 109 mm No. of fins, n = 7 

 

 



International Journal of Engineering Research-Online  

A Peer Reviewed International Journal   
Articles available online http://www.ijoer.in 

Vol.3., Issue.5., 2015 
(Sept.-Oct.) 

 

365 RATHLAVATH RAJENDER, BHARADWAJA .K 

 

ASSEMBLY OF VAPOUR ABSORPTION SYSTEM 

 
Fig 2.1 Vapour absorption system 

2D DRAWINGS 

 
Fig 2.2 2D- Drawing of Vapour absorption system 

THERMAL ANALYSIS OF CONDENSER  

BRASS 

Material Properties:  

Thermal Conductivity – 200 W/mK 

Specific Heat – 350 J/Kg K 

Density - 0.00000850 Kg/mm
3
  

Nodal temperature 

    
 Fig 2.3 Nodal temperature of Condenser 

 Thermal Gradient  

 
Fig 2.4 Thermal Gradient of Condenser 

Thermal Flux 

 
Fig 2.2 Thermal flux Condenser 

EVAPORATOR 

BRASS 

Nodal Temperature  

 

      

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 3.1 Nodal temperature of evaporator 
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 Thermal Flux 

 Thermal Gradient 

CONDENSER 

 
Fig 3.2 Thermal Gradient of evaporator 

EVAPORATOR 

 
Fig 3.3 Thermal flux of evaporator 

 

 

RESULT TABLE 

 Temperature 

(k ) 

Thermal 

gradient( 

Kg/mm) 

Heat Flux 

(W/mm
2
) 

Copper 313 4.6619 1.79483 

Aluminium-

204 

313 9.77183 1.46577 

Brass 313 7.91609 1.58322 

Stainless 

Steel 

313 7.91609 0.557693 

 CONCLUSION 

In the exhaust gases of motor vehicles, there 

is enough heat energy that can be utilised to power 

an air -conditioning system. Therefore, if air -

conditioning is achieved without using the engine’s 

mechanical output, there will be a net reduction in 

fuel consumption and emissions. 

Once a secondary fluid such as water or 

glycol is used, the aqua-ammonia combination 

appears to be a good candidate as a working fluid for 

an absorption car air-conditioning system. This 

minimises any potential hazard to the passengers. 

The low COP value is an indication that 

improvements to the cycle are necessary. A high 

purity refrigerant would give a higher refrigeration 

effect, while the incorporation of a solution heat 

exchanger would reduce the input heat to the 

generator. The present system has both a reflux 

condenser and a heat exchanger. 

However, the reflux condenser is proved 

inadequate to provide high purity of the refrigerant 

and needs to be re-addressed. The evaluation of the 

COP, with and without the heat exchanger also 

proves that unless there is a high purity refrigerant, 

the effect of the heat exchanger to the generator’s 

heat is small. 

 In this project a pre heater, condenser, 

generator, evaporator, absorber for required 

capacity are designed by using theoretical 

calculations. Thermal analysis is conducted on 

condenser and evaporator by using materials copper, 

aluminum alloy 204, Brass and Stainless steel y using 

refrigerant water ammonia mixture.   

By observing the analysis results, thermal 

flux is more for Copper or both so heat transfer rate 

is more for both condenser and evaporator.  

 Temp

eratur

e (K 

Thermal 

gradient 

(K/mm) 

Heat Flux 

(W/mm
2
) 

Coper 313 0.308508 0.118776 

Aluminiu

m-204 

313 0.768531 0.11528 

Brass 313 0.583432 0.116686 

Stainless 

Steel 

313 0.577865 0.116729 
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Abstract: Obstacle detection algorithm that makes use of 

color information and color coherence vectors for robust 

obstacle detection. The algorithm makes use of color cue to 

classify a pixel in an image as an obstacle or a path. Color is 

one of the prominent image features. Color information is 

readily available as input from a color camera. Our 

algorithm makes use of coherence vectors for representation 

and matching instead of histograms. A color histogram 

provides no spatial information. It merely describes the color 

information present in an image. Color coherence vectors 

represent pixels as either coherent or incoherent. Color 

coherence vectors prevent coherent pixels from getting 

matched with incoherent pixels. The color histogram cannot 

make such fine distinction. This paper a novel algorithm for 

obstacle detection is proposed that makes use of color cue 

and color coherence vectors for robust obstacle detection. 

The algorithm detects obstacles based on the appearance of 

individual pixels. Whether an individual pixel belongs to an 

obstacle or a navigable path is determined by a color 

classifier. The coherence vectors are better than histograms 

as they incorporate spatial information. Moreover, our 

approach does not have any learning requirement prior to the 

use of classifier. 

Keywords: Obstacle Detection Algorithm, Color Histogram, 

Color Coherence Vectors.   

I. INTRODUCTION 

   To get the perception of the environment around them, 

humans depends upon five senses – vision, hearing, smell, 

touch and taste. Out of these, vision is undoubtedly the one 

that people depend upon the most for the performance of 

their everyday activities. Most people cannot even imagine 

what life would be if they lose it- unable to read, requiring 

assistance for daily activities and difficulty in recognizing 

near and dear ones. This is however, a hardcore reality for 

nearly 45 million people worldwide, who are blind. A further 

135 million people have severely impaired vision in both the 

eyes and additional 100 million people suffer from 

monocular vision loss. These visually impaired people 

experience serious difficulties in leading an independent life 

due to the reduced perception of the environment. Most of 

them confront serious difficulties in mobility and navigation 

when they find themselves in new environment. Obstacle 

detection is one of the major problems to be solved to ensure 

safe navigation for visually impaired users.  The visually 

impaired people experience serious difficulties in leading an 

independent life due to the reduced perception of the 

environment. 

    Most of them confront serious difficulties in mobility and 

navigation when they find themselves in new environment. 

Obstacle detection is one of the major problems to be solved 

to ensure safe navigation for visually impaired users. To 

avoid this problem we proposed this novel algorithm. In this 

paper, a novel algorithm for obstacle detection is proposed 

that makes use of color cue and color coherence vectors for 

robust obstacle detection. The algorithm detects obstacles 

based on the appearance of individual pixels. Whether an 

individual pixel belongs to an obstacle or a navigable path is 

determined by a color classifier. The color classifier makes 

use of color information which is readily available as input 

in a color image. Color is one of the prominent image 

features and easy to process. Our approach makes use of 

coherence vectors instead of histogram for color 

representation and matching. The coherence vectors are 

better than histograms as they incorporate spatial 

information. Moreover, our approach does not have any 

learning requirement prior to the use of classifier. Whatever 

is left of this paper is organized as follows. Segment II 

presents the literature survey. Segment III locations the 

proposed system taking into account and HVS color 

coherence analysis, results and discussion are given in 

Section IV. At last, conclusions are made in Section VI. 

II. LITERATURE SURVEY 

    In this chapter, we will discuss about the information 

found by study and research that is critical and have an 

important value in the contribution of the whole paper. It 

also gives some basic knowledge or theoretical base and is 

used as a foundation to successfully achieve the main 

objectives. Most of the literatures are from the related 

articles, journals, books and previous works of the same 

fields. These literatures are then compiled and use as a 

guidance to the work of this paper.  In the implementation  

of certain human vision properties in the real time image 
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processing for vision substitution by acoustic transform of 

visual information. An experimental prototype has been 

developed with vision sensor fixed in a headgear and stereo 

earphone and a laptop computer interconnected. Captured 

image from vision sensor is processed and transformed into a 

stereo sound through the earphone. The image processing is 

critically designed as a model of human vision. It involves 

edge detection, background suppression, normalization and 

stepped weightage. The scheme is tested with a blind 

volunteer and his suggestions in formatting the sound pattern 

are considered. The software module suits most of the 

commercially available vision sensors. 

 In [2], Color histograms are used to compare images in 

many applications. Their advantages are efficiency, and 

insensitivity to small changes in camera viewpoint. 

However, color histograms lack spatial information, so 

images with very different appearances can have similar 

histograms. For example, a picture of fall foliage might 

contain a large number of scattered red pixels; this could 

have a similar color histogram to a picture with a single large 

red object. We describe a histogram-based method for 

comparing images that incorporates spatial information. We 

classify each pixel in a given color bucket as either coherent 

or incoherent, based on whether or not it is part of a large 

similarly-colored region. A color coherence vector (CCV) 

stores the number of coherent versus incoherent pixels with 

each color. By separating coherent pixels from incoherent 

pixels, CCV's provide distinctions than color histograms. 

CCV's can be computed at over 5 images per second on a 

standard workstation. A database with 15,000 images can be 

queried for the images with the most similar CCV's in less 

than 2 seconds. We show that CCV's can give superior 

results to color histograms for image retrieval. 

A. Color Coherence Vector 

    Color Coherence Vector(CCV) is a more complex method 

than Color Histogram. It classifies each pixel as either 

coherent or incoherent. Coherent pixel means that it’s part of 

a big of connected component (CC) while incoherent pixel is 

part of a small connected component. Of course first we 

define the criteria which we use to measure whether a 

connected component is big or not. 

Feature Extraction Algorithm 

 Blur the image (by replacing each pixel’s value with the 

average value of the 8 adjacent pixels surrounding that 

pixel). 

 Discretize the color-space (images’ colors) into n 

distinct color. 

 Classify each pixel either as coherent or incoherent. 

This is computed by 

 Find connected components for each discretized 

color. 

 Determine tau’s value (Tau is a user-specified value 

(Normally it’s about 1% of image’s size)). 

 Any Connected Component has number of pixels 

more than or equal to tau then its pixels are 

considered coherent and the others are incoherent. 

 For each color compute two values (C and N). 

 C is the number of coherent pixels. 

 N is the number of incoherent pixels. 

It’s clear that the summation of all color’s C and N = number 

of pixels. 

B. Matching Function 

To compare 2 images a, b.  

Ci: number of coherent pixels in color i. 

Ni : number of incoherent pixels in color i. 

                                  (1) 

       Let’s take this example to make algorithm’s steps clear. 

Assuming that the image has 30 colors instead of 16777216 

colors (256*256*256). 

 

  Now we’ll discredited the colors to only three colors (0:9, 

10:19, 20, 29). 

 

Assuming that our tau is 4 

For color 0 we have 2 CC (8 coherent pixels) 

For color 1 we have 1 CC (8 coherent pixels) 

For color 2 we have 2 CC (6 coherent pixels and 3 

incoherent pixels) 

So finally our feature vector is 

 

C. Drawbacks of Color Coherence Vector 

  Now we see that Color Coherence Vector method considers 

information about color spatial distribution between pixels in 

its coherence component. But this method has some 

drawbacks. The remaining part of this post will discuss two 

main drawbacks of it. Coherent pixels in CCV represent the 
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pixels which are inside remarkable components in image. 

But what we combined these entire components into one 

component as shown in Fig.1. We will have only one 

component the number of its pixels will be obviously equal 

to the number of pixels in the remarkable components. To 

make it clear look at these pictures assuming tau equals to 8. 

 

 
Fig.1. Combining entire components into one component. 

     Although they are different pictures but they have the 

same CCV. Another problem we may encounter is the 

positions of these remarkable connected components relative 

to each other. These pictures have the same CCV with 

different appearance as shown in Fig.2. 

 
Fig.2. The above pixels having same CCV with different 

appearance. 

   There are many solutions to these problems. Most of them 

add another dimension in feature vector which is 

components’ position relative to each other. So this 

dimension is used in the comparison in order to differentiate 

between pictures that have the same CCV. The color 

coherency vector (Color Coherence Vector, CCV) is 

histogram - method was based for the determination of the 

similarity between two pictures. The disadvantage of the 

pure color histograms is the absence of spatial information. 

Differently appearing pictures can possess very similar color 

histograms, then for example a picture with a chessboard 

sample possesses the same histogram as one in that half of 

the picture is black and the other one knows. Color 

coherency vectors do not know the exact positions of the 

objects in the display space, but they can differentiate 

whether a certain color with respect to few large or with 

respect to many small ranges occur. Thus this method makes 

a finer distinction possible between pictures contrary to pure 

color histograms. 

III. PROPOSED METHODOLOGY 

    The system consists of two parts- storing ground 

representation in form of color coherence vectors and a 

classifier. The classifier compares a patch of pixels in the 

acquired images with the stored ground representation to 

decide if a patch is a path or an obstacle. The system makes 

the following assumptions that are reasonable for a variety of 

indoor environments: 

 Ground plane is flat. 

 Obstacles differ in appearance from the ground, 

protrude out from the ground plane and there are no 

overhanging obstacles. 

 Initially, a small area ahead of the user is free from 

obstacles.  

    The work assumes that the ground plane is flat and is free 

from steps, stairs and ramps. Steps, stairs and ramps can be 

better detected by making use of range based stereo vision 

instead of appearance based monocular vision. The second 

assumption allows us to distinguish obstacles from the 

ground and estimate the distance of obstacles from the user. 

If the first two assumptions are satisfied then, the distance is 

monotonically increasing function of the pixel height in the 

image. 

 
Fig.3. CCV Algorithm Steps. 

   The algorithm consists of steps listed below and shown in 

Fig.3. 

 Image enhancement. 

 Transformation to color space. 

 Color representation of reference area in form of 

coherence vectors. 
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 Comparison of an image patch with reference vectors 

for obstacle detection. 

A. RGB Color Model 

     The RGB (Red, Green, Blue) color model is an especially 

important one in digital image processing because it is used 

by most digital imaging devices (e.g., monitors and color 

cameras). In the RGB model, a color is expressed in terms 

that define the amounts of Red, Green and Blue light it 

contains. In a 24-bit, color image, pure red would be 

represented as 255/000/000, where 255 represents the 

highest level of red light possible, untainted by any green 

(000) or blue (000) light. Various combinations of the Red, 

Green and Blue values allow us to define 224 (over 16 

million) colors. (See also RGB image class.) 

B. HIS Color Model 

   The HSI (Hue, Saturation, Intensity) color model describes 

a color in terms of how it is perceived by the human 

eye. "Hue" is what an artist refers to as "pigment"; it is what 

we think of as "color" -- yellow, orange, cyan and magenta 

are examples of different hues. An artist usually starts with a 

highly saturated (i.e., pure), and intense (i.e., bright) 

pigment, and then adds some white to reduce its saturation 

and some black to reduce its intensity. Red and Pink are two 

different "saturations" of the same hue, Red. The HSI model 

is useful when processing images to compare two colors, or 

for changing a color from one to another. For example, 

changing a value from Cyan to Magenta is more easily 

accomplished in an HSI model; only the H value needs to be 

changed (from 180 to 300). Making the same change in an 

RGB view is less intuitive; since you must know the correct 

amounts of Red, Green and Blue needed to create 

Magenta. The HSI model is also a more useful model for 

evaluating or measuring an object's color characteristics, 

such as the "redness" of a berry or the "yellowness" of an 

autumn leaf. 

C. HSV Color Model 

   Hue, Saturation, Value or HSV is a color model that 

describes colors (hue or tint) in terms of their shade 

(saturation or amount of gray) and their brightness (value or 

luminance). The HSV color wheel may be depicted as a cone 

or cylinder. Instead of Value, the color model may use 

Brightness, making it HSB (Photoshop uses HSB). 

 Hue is expressed as a number from 0 to 360 degrees 

representing hues of red (starts at 0), yellow (starts at 

60), green (starts at 120), cyan (starts at 180), blue 

(starts at 240), and magenta (starts at 300). 

 Saturation is the amount of gray (0% to 100%) in the 

color. 

 Value (or Brightness) works in conjunction with 

saturation and describes the brightness or intensity of 

the color from 0% to 100%. 

 The hue (H) of a color refers to which pure color it 

resembles. All tints, tones and shades of red have the 

same hue. 

   Hues are described by a number that specifies the position 

of the corresponding pure color on the color wheel, as a 

fraction between 0 and 1. Value 0 refers to red; 1/6 is 

yellow; 1/3 is green; and so forth around the color wheel. 

 The saturation (S) of a color describes how white the 

color is. A pure red is fully saturated, with a saturation 

of 1; tints of red have saturations less than 1; and white 

has a saturation of 0. 

 The value (V) of a color, also called its lightness, 

describes how dark the color is. A value of 0 is black, 

with increasing lightness moving away from black. 

   This diagram, called the single-hexcone model of color 

space, can help you visualize the meaning of the H, S, and V 

parameters as shown in Fig.4. 

 
Fig.4. Single hexcone model of color space. 

 The outer edge of the top of the cone is the color wheel, 

with all the pure colors. The H parameter describes the 

angle around the wheel. 

 The S (saturation) is zero for any color on the axis of the 

cone; the center of the top circle is white. An increase in 

the value of S corresponds to a movement away from 

the axis. 

 The V (value or lightness) is zero for black. An increase 

in the value of V corresponds to a movement away from 

black and toward the top of the cone. 

IV. SIMULATION RESULTS 

   In this chapter all the simulation results which are done 

using Xilinx ise 9.1 are shown in below Figs.5 to 10. 

http://desktoppub.about.com/od/glossary/g/Color.htm
http://desktoppub.about.com/od/glossary/g/Value.htm
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A. Simulation Results 

 
Fig.5. Input selection form. 

 
Fig.6. Input selected image. 

 
Fig.7. RGB to HIS transformed original image. 

 
Fig.8. Obstacle detected image using CCV. 

 
Fig.9. Obstacle detection using HSV 

 
Fig.10. Time difference between HSI and HSV. 
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V. CONCLUSION 

    An efficient algorithm for obstacle detection that is using 

the reference of color cue and color coherence vector is 

presented. The algorithm is used in guidance system for 

visually impaired and helps them in navigating both indoor 

and outdoor environments. The algorithm makes use of color 

coherence vectors which can be computed in linear time. 

The color coherence vector matching is computationally 

inexpensive and hence the algorithm has good efficiency. 

Moreover, the algorithm does not have any learning 

requirements. We are using color cue and coherence as our 

main area of concern rather than the color histogram, which 

gives no spatial information. HIS color model is used in this 

project for convert the original image into HSI image and we 

also proposed HSV color model for same obstacle detection.  
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ABSTRACT 
A study of space-time block coding in analytical form-

multiple input and multiple output (STBC-MIMO) system 

was done in various cases. Initially, a basic Alamouti scheme 

for encoding was illustrated.  Then, the performance of 

proposed STBC-MIMO was studied under varying a number 

of transmitting antennas, varying number of receiving 

antennas, varying channels, various modulations and also at 

varying rates. The simulation results were obtained for all 

cases. At each and every stage, a new encoding matrix was 

derived. 

Keywords 
Space-Time Block Coding, OSTBC, Rayleigh fading channel, 

AWGN, MIMO, BER.  

1. INTRODUCTION 
In digital wireless communication required for reliability, 

quality and speed has tempted the notice of huge 

communication networks and technologist community, to 

contain a look at the MIMO (multiple input multiple output) 

technology, plays the main role to fulfill their requirements 

[1]. Now a day’s wireless networks are used generally: 

wireless mesh networks (WMNs), personal area networks 

(PANs), cellular networks, wireless Local Area Networks 

(WLANs) and other type of networks like wireless sensor 

networks (WSNs), and now a day’s these networks demand 

growing to have twisted spectrum into a valuable resource. 

Because of this cause, these approaches require anytime to set 

additional bits per Hz. The main solution the researcher’s has 

fixed a notice to utilize multiple antennas at receiver (RX) and 

as well as a transmitter (TX). To get back, winters in [2] the 

MIMO used for raising capacity dates. This type of approach 

is called MIMO (Multiple-Input Multiple-Output) method. 

Here it is very important to note is that every antenna element 

on an MIMO method manages in the similar frequency, and it 

doesn’t need additional bandwidth. Also for fair evolution, the 

single antenna system is greater than or equal to the total 

power via all antenna elements, i.e.     

      
         (1) 

If system was having a single antenna at that time P is power, 

N is total antenna elements number, and pk is allocated power 

via kth antenna element [4]. Efficiently, (1) MIMO doesn’t 

require more power because it has multiple antenna elements. 

A number of advantages are there in MIMO model, but the 

only disadvantage is, when MIMO rank increases, the design 

of model becomes more complex. It can be realized by 

dividing a single into multiple models, called diversity coding. 

Diversity coding techniques used high range communication 

of MIMO model brings extra complexity. This paper gives a 

complete explanation on MIMO techniques involves the 

system model, channel models, and capacity analysis. After 

that importance is given to special diversity, particularly to 

STBC (space-time block codes). In this STBC, the 

concentration on orthogonal STBC and Alamouti STBC for 

three as well as four transmits antennas and at last shown 

analysis and simulation results. The remaining of paper is as 

follows: MIMO system model complete details shown in 

Section 2, STBC transmitting antennas models for two, three, 

four and eight are shown in Section 3, simulation results give 

Section 4 and finally, Section 5 gives the conclusions.             

2. MIMO SYSTEM MODEL 
Conventional wireless techniques are precious by multipath 

broadcast. In MIMO, but, this multipath result is demoralized 

to advantage the user. In fact, an occurrence of the rich 

multipath divide of parallel stream depended on. The cause 

for this result will be noticeable in system model explain in 

Section II-A.        

2.1 System Model 
MIMO model was having three elements those are the 

transmitter (TX), channel (H), receiver (RX). In this, Nt 

represents the transmitter of a number of antennas, and Nr 

represents the receivers of a number of antennas. Fig.1 

illustrates the MIMO system model block diagram. It is 

significant that system model were explained in the channel 

model. For e.g. the multiple inputs are placed at the input of 

the channel (H), and multiple output were placed at the output 

of the channel (H).      

 

Fig. 1. MIMO (Multiple-Input Multiple-Output) system 

block diagram. 

Nt is channel inputs, and Nr is channel outputs is   

The channel with Nr outputs and Nt inputs is denoted as a Nr

Nt matrix: 

              

              

   
                   

       (2) 

The place each and every entry       denotes the attenuation 

and segment shift (transfer operate) between the jth 

transmitter and the ith receiver. In this paper, the MIMO 
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channel behaves in a “quasi-static” nature, i.e. the channel 

changes randomly between burst to burst, however, constant 

inside a transmission. This is a rule which is reasonable and 

assumes, as it represents an indoor channel the place the time 

of exchange is constant and negligible in comparison with the 

time of a burst of data [10]. The MIMO signal can be 

described as 

              (3) 

Where    the bought vector of size NrX1, H is is the channel 

matrix of measurement NrXNt,    is the transmitted vector of 

size NtX1, and   is the noise vector of size Nr×1. Each noise 

detail is on the whole modeled as independent identically 

disbursed (i.e. I.D.) white Gaussian noise [1], [4] with 

variance Nt = (2.SNR) [11]. A cause of this signal is as 

follows. The transmitted alerts are blended in the channel 

because they use the identical service frequency. On the 

receiver part, the got sign is composed of a linear mixture of 

every transmitted signal plus noise. The receiver can clear up 

for the transmitted indicators by using treating (3) as a 

procedure of linear equations [3]. If the channel H is 

correlated, the process of linear equations could have more 

unknowns than equations. One purpose correlation between 

indicators can occur is because of the spacing between 

antennas. To hinder correlation as a result of the spacing, 

which is spaced with a minimum value of   /2, where     is 

the wavelength of the service frequency [1]. The 2d rationale 

correlation can occur is because of lack of multipath 

components. It's for this reason that wealthy multipath is 

desirable in MIMO systems. The multipath output can be 

understood by means of receive antenna being with an extra 

channel. Accordingly, the rank of an MIMO channel is 

defined as the number of impartial equations provided. It is 

most important to notice that 

Rank (H)  min (Nr, Nt)   (4) 

And for that reason the maximum number of streams that a 

MIMO system can help is higher-bounded by min (Nr, Nt). 

When the efficiency of MIMO systems is dependent 

enormously on the channel matrix, it is a main signal to the 

channel matrix realistically. The following section supplies an 

overview of usual channel units used for computer 

simulations. 

2.2 Channel Models 
Channel units for MIMO methods will also be either simple or 

very elaborate, relying on the environment modeled and the 

desired accuracy. There are two unique tactics for modeling 

MIMO channels. One approach is to calculate the MIMO 

channel matrix consistent with a physical representation of the 

environment. The channel matrix in physical model would 

rely upon important parameters like the angle of arrival 

(AOA), angle of departure (AOD), and time of arrival (TOA) 

[12]. In [13], a physical MIMO model and provides normal 

physical parameters for each macro and other micro 

environments. As expected, these styles of deterministic 

models are highly complex. An additional system to MIMO 

model has no. of channels logically. Such a system considers 

all channels b/w every transmit antenna to every receiving 

antenna when single input single output channels. Like this 

system considers that channels should be i.e. I.D (independent 

and identically dispersed). But, it depends on environment 

system, this consideration is true not all the times.  The reason 

is that MIMO channels can expertise spatial correlation 

between links [12]. It is viable to generate an MIMO channel 

with a specified correlation matrix. The channel correlation 

matrix is in most cases measured within the discipline, and it's 

tied to the environment setup equivalent to spacing between 

antennas, antenna element patterns, and surrounding reflectors 

[12].  

As one of the main themes of this paper is that differentiate 

the presentation of dissimilar STBC methods, such that the 

selected channel model link doesn’t involve with the 

presentation. Another, channel models are the case of LOS 

(line-of-sight) and the case of NLOS (non-line-of-sight) 

correspondingly.        

i) Non-line-of-sight  Environment: A typical model used in 

research to model NLOS scenarios is the Rayleigh model. The 

Rayleigh system considers non-line-of-sight, and with the 

huge amount of scatters is used for environments. The 

Rayleigh model has independent identically distributed (i.i.d.) 

complex, zero mean, unit variance channel elements and is 

given by [10]: 

     
 

  
                            (5) 

   This model results in an approximation that improves as the 

spacing between antennas become large compared to the 

wavelength . 

ii) Line-of-sight Model: The MIMO channel matrix for the 

Line-of-sight setting is given by [12]: 

   
 

   
      

 

   
                                (6) 

Where: 

             
    

     
                                      (7) 

 In (6), HLOS is a rank-one matrix akin to the LOS element, 

and the HNLOS corresponds to the NLOS components. In (7), 

PLOS is the vigour because of the LOS element, and PNLOS 

is due to the power of the NLOS element [12]. The HNLOS 

aspect is in most cases modeled as (5) [3]. In SISO 

techniques, the better the ok element, the smaller the fade 

fringe needed. For MIMO model, the K facto is high, will be 

the more leading the rank-one HLOS element, and thus, will 

be the less leading the HNLOS element. But, for the setting of 

rich multipath, measurements and simulations showed that the 

Line-of-sight element infrequently controls [3]. 

3. STBC PROPOSED APPROACH 
One of the methodologies for exploiting the ability in MIMO 

method consists of using the further variety of MIMO 

programs, specifically spatial range, to combat channel 

fading. This will be attained with a sending quantity of units 

of the similar information via every antenna. Even as doing 

these matters dropping probability understanding reduces 

exponentially [3]. The antennas in an MIMO approach are 

used for aiding a transmission of an SISO approach because 

the distinctive expense of is that of an SISO approach. The 

variety order or range obtains of an MIMO system is defined 

as the number of impartial receptions of the same sign. A 

MIMO process with Nt transmit antennas and Nr acquire 

antennas has possibly full variety (i.e. Maximum diversity) 

attain equal to NtNr. The dissimilar replicas transmit for 

developing diversity is producing with a space-time encoder it 

encodes a single via time with transmitting every symbol at 

dissimilar times. This type of coding called STC (space-time 

coding). Their simple decoding, most leading type of space-

time coding is STBC (space-time block coding). In next, a 
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space-time block coding system is dissimilar and has contrast 

for presentation in Section 4.  

3.1 Alamouti’s STBC 
In [14], Alamouti published his manner on transmit diversity. 

Historically, Alamouti’s scheme was once the primary STBC 

[4]. The simplicity and basic structure of the Alamouti STBC 

have placed the scheme in each the W-CDMA and CDMA-

2000 standards [3]. The Alamouti STBC scheme makes use of 

two transmit antennas and Nr obtain antennas and can 

accomplish a maximum range order of 2Nr [14]. In addition 

to the Alamouti system has rated 1 (i.e. full rate) as each 2-

time intervals it transmits two symbols. After, that Alamouti 

system is obtained for one and two received antennas, 

followed with a normal term used for the decoding method for 

the case of receive antennas Nr.     

(i)  Explanation: 

As acknowledged prior, Alamouti STBC uses two transmit 

antennas whatever the number of acquiring antennas. The 

Alamouti scheme encoding operation is obtained through 

(eight). In this paper, the rows of each and every coding 

scheme represent an extra time instant, even as the columns 

characterize the transmitted symbol by way of each special 

antenna. On this case, the first and 2nd rows signify the 

transmission at the first and second time instant respectively. 

At a time t, the logo s1 and image s2 are transmitted from 

antenna 1 and antenna two respectively. Assuming that each 

and every symbol has a period T, and then at time t + T, the 

symbols are    
    and  

 , where     denotes the problematic 

conjugate, are transmitted from antenna 1 and antenna two 

respectively. 

        
    

   
    

                                         (8) 

ii) Case of 1 Receive Antenna: 

The amount of available receiving antennas of the decoding 

and response of the signal are depended on. For case of one 

received antenna signals are [14]:  

  
   

                       
   

                (9) 

  
   

                
        

    
   

 

The place at one antenna acquired sign is r1, channel switch 

perform is hi,j is transmitted antenna jth and acquire antenna ith 

mentioned in chapter 3, at antenna1 tricky random variable 

n1,and    represents x at instantaneous time k. Got signal are 

transmitted before handiest to the decoder, they blended as 

follows [14]:    
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And substituting (9) in (10) yields: 
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Where    
  is the squared magnitude of the channel transfer 

function hi,j. The calculated     and    are then transmit to an 

ML (Maximum Likelihood) decoder to approximation the 

sender symbols s1 and s2 respectively [14]. 

iii). Case of two Receive Antennas: 

 For the case considered with two receive antennas, the 

received symbols are represented as [14]: 
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and the combined signals are [14]: 

        
   

   
       

    
     

   
   

       
    

          

(13)                                                              

        
   

   
       

    
     

   
   

       
    

 

Which, after substituting (11) becomes: 
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iv). Decoding decision statistic for Nr receives antennas: 

The ML decoder decision statistic decodes in desire of s1 and 

s2 over all possible values of s1 and s2 such that (15) and (16) 

are minimized where is given with the aid of (17) for Nt = 2 

[15], [11].  
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                              (17) 

Alamouti STBC does not require CSI at the transmitter. Also, 

the Alamouti STBC can be utilized with two transmitted 

antennas and 1 obtain antenna even as engaging in the entire 

variety of 2. That is a foremost characteristic of Alamouti 

STBC as it reduces the outcomes of fading at cellular stations 

with best requiring additional antenna factors on the base 

station, the place it's less expensive than having multiple 

antennas on the receivers [14]. However, if having more 

antennas at the receivers is just not a difficulty, this scheme 

can be utilized with two transmitted antennas and Nr acquires 

antennas whilst undertaking a 2Nr full diversity. The case 

space time block codes for NT>2 are discussed within the 

following part. 

3.2 Orthogonal Space-Time Block Codes 
The Alamouti scheme mentioned in chapter III. It is a part of 

a common classification of STBCs often called orthogonal 

space-Time Block Codes (OSTBCs) [4]. The authors of [15] 

observe the mathematical framework of orthogonal designs to 

construct each real and problematic orthogonal code that 

acquire full range. For the case of actual orthogonal codes, it 

has been shown that a full fee code will also be developed 
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[15]. Nevertheless, for the case of complicated orthogonal 

codes, it's unknown if a full cost and entire variety codes exist 

for NT>2 [3]. Elaborate modulations methods are of interest 

in this paper and hence real orthogonal codes aren't discussed. 

In subsequent sections, the full diversity complex orthogonal 

codes presented in [15] for special premiums are briefly 

introduced. 

1) Orthogonal STBC for Nt = 3: 

For the case of three transmit antennas. Assemble block codes 

for the with half of and 3/four coding expense and whole 

diversity 3Nr. 

i).Nt = 3 with Rate 1/2:  

The full diversity, rate 1/2 code for Nt = 3 are given by [15], 

[11]: 

   

 

 
 
 
 
 

  

   

   
   

  
 

   
 

   
 

   
 

  

  

  
   

  
 

  
 

  
 

   
 

  

   

  
  

  
 

   
 

  
 

  
  

 
 
 
 
 

                                (18) 

This code transmits four symbols each eight time intervals, 

and for that reason has expense half. The choice metric to 

shrink via the decoder for detecting s1, s2, s3, s4 are given 

with the aid of (20), (21), (22), (23) respectively the place 
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For Nt=3[11]. 
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ii)Nt = 3 with Rate 3/4: 

 A higher rate code with Nt =3 is given by [15], [11] 

   

 

 
 
 
 

  

   
 

  
 

  

  
 

  

  

  
 

  
 

  

 
  
 

  

  

  
  

  

      
       

 

 

     
       

 

  

 
 
 
 

                (24) 

As can be determined, (23) transmits 3 symbols each 4 time 

intervals, and therefore has rate three/4. The choice statistic to 

diminish for detecting s1, s2, and s3 are given by (25), (26), 

and (27) respectively:      
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2) Orthogonal STBC for Nt = 4:  

For the case of 4 transmit antennas, [15] provide block codes 

of price 1=2 and 3=4, each of which have full diversity 4Nr. 

i) Nt = 4 with Rate 1=2: In the case of 4 transmit antennas, the 

rate 1/2 code block is given by [15], [11]: 

   

 

 
 
 
 
 

  

   
   

   

  
 

   
 

   
 

   
 

  

  
  

   

  
 

  
 

  
 

   
 

  

   
  

  

  
 

   
 

  
 

  
 

  

  
   

  

  
 

  
 

   
 

  
  

 
 
 
 
 

                      (28) 

Where, just like (18), has price 1/2 as 4 symbols are 

transmitted in 8 time intervals. To decode, the ML decoder 

minimizes the selection metric (22), (23), (24), and (25) for 

decoding s1, s2, s3, and s4 respectively the place   is given by 

means of (18) for Nt = four [11]. The decoding selection 

metric (32) for decoding s4 differs from that of [11] 

considering that the writer found out a mistake within the 

metric offered. 
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ii).Nt = 4 with Rate 3/4:  

A four transmit antenna block code with rate 3/4 is given by 

[15], [11]: 
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 (33) 

The decision metrics to minimize for decoding s1, s2, and s3 

are given by (34), (35), and (36) respectively 
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iii) Nt = 8 with Rate 1/2: 

Within the case of 8 transmit antennas, the fee half code block 

is given with the aid of eq.(37). Similarly the real transmission 

matrix is given through Nt=8 
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On the receiver finish, the obtained expressions are 

headquartered on Alamouti's model with the simplicity of 

getting only actual symbols and consequently no conjugate 

symbol in the equations. Accordingly the acquired 

expressions for any number of got antennas end up       
   

       
        

        , 

         
          

        
        ,                                     

(38) 

Where n1,NR, n2,NR are independent noise samples, hi,NR is the 

channel transfer operate from the ith transmit antenna and NR 

denotes the MT acquire antenna. Acquired alerts are then 

mixed for two transmit antennas as 

          

  

    

     
           

 

               
      

  
         

                                                       

(39) 

Similarly, the acquired sign for four and eight transmit 

antennas will also be derived. Alamouti STBC don't require 

CSI on the transmitter and can be utilized with two transmit 

antennas and 1 obtain antenna with accomplishment of full 

variety of two. It reduces the outcomes of fading at receiver 

station at the rate of some additional antenna factors at the 

transmitter end. If having extra antennas will not be a trouble, 

then this scheme is correct for getting full variety of 2NR with 

two transmit antennas. Now that the block codes and their 

decoding metrics were awarded, the simulation setup is 

mentioned, adopted by using results and evaluation, and 

subsequently the conclusion. 

4. EXPERIMENTAL RESULTS 
An experimental result shows the different constant Nr, Nt 

diversity order and rate for different cases of QPSK, 16-QAM 

and 64-QAM.  

Case 1: Rayleigh channel   

 

Fig.2 Bit error rate versus SNR of OSTBC for Nr = 1. 

As we shown in the above figure represents the BER V/s SNR 

with constant Nr=1. In this case G8 shows the best 

performance compared to the G2, G3, G4, H3 and H4. 

Compare to theG8 of QPSK  G2, G3, H3, G4, H4 of QPSK is 

high SNR, theG8 of 16-QAM and 64-QAM  G2, G3, H3, G4, 

H4 of 16-QAM and 64-QAM are high SNR also, so that the 

results shown that G8 is best performance compare to the 

other. G8 having the low SNR value so that it is the best 

performer when compare to the other.  

 

Fig.3 Bit error rate versus SNR of OSTBC for Nr = 4. 

As we shown in the above figure represents the BER V/s SNR 

with constant Nr=4. In this case G8 shows the best 

performance compared to the G2,G3,G4, H3 and H4. 

Compare to theG8 of QPSK  G2, G3, H3, G4, H4 of QPSK is 

low SNR, theG8 of 16-QAM and 64-QAM  G2, G3, H3, G4, 

H4 of 16-QAM and 64-QAM are low SNR also, so that the 

results shown that G8 is best performance compare to the 

other. G8 having the high SNR value so that it is the best 

performer when compare to the other.  
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Fig.4 Bit error rate versus SNR of OSTBC for Nt = 4 

As we shown in the above figure represents the BER V/s SNR 

with different Nr=1,2,3,4. In this case G8 shows the best 

performance compared to the G2, G3, G4, H3 and H4. 

Compare to theG8 of QPSK  G2, G3, H3, G4, H4 of QPSK is 

high SNR, theG8 of 16-QAM and 64-QAM  G2, G3, H3, G4, 

H4 of 16-QAM and 64-QAM are high SNR also, so that the 

results shown that G8 is best performance compare to the 

other. G8 having the low SNR value so that it is the best 

performer when compare to the other. 

 

Fig.5 Bit error rate versus SNR of OSTBC at 3 bits/sec/Hz.  

As we shown in the above figure represents the BER V/s SNR 

with different Nr=1, 2, 4. In this case G8 shows the best 

performance compared to theG3, G4. Compare to theG8, 64-

QAM G3, G4 of 64-QAM are low SNR, so that the results 

shown that G8 is best performance compare to the other. G8 

having the high SNR value so that it is the best performer 

when compare to the other. 

 

Fig.6 Bit error rate versus SNR of OSTBC with spatial 

diversity 12. 

As we shown in the above figure represents the BER V/s SNR 

with different Nr=6, 4, 3, 2. In this case G8 shows the best 

performance compared to the G2, G3, G4, H3 and H4. 

Compare to theG8 of QPSK  G2, G3, H3, G4, H4 of QPSK is 

high SNR, theG8 of 16-QAM and 64-QAM  G2, G3, H3, G4, 

H4 of 16-QAM and 64-QAM are high SNR also, so that the 

results shown that G8 is best performance compare to the 

other. G8 having the low SNR value so that it is the best 

performer when compare to the other. Increase the number of 

Nt transmit antennas at the base station than increasing the 

number of Nr receive antennas at all mobile stations. 

Case 2: Rician channel  

 

Fig.7 Bit error rate versus SNR of OSTBC for Nr = 1. 

As we shown in the above figure represents the BER V/s SNR 

with constant Nr=1. In this case G8 shows the best 

performance compared to the G2,G3,G4, H3 and H4. 

Compare to theG8 of QPSK  G2, G3, H3, G4, H4 of QPSK is 

high SNR, theG8 of 16-QAM and 64-QAM  G2, G3, H3, G4, 

H4 of 16-QAM and 64-QAM are high SNR also, so that the 

results shown that G8 is best performance compare to the 

other. G8 having the low SNR value so that it is the best 

performer when compare to the other.  

 

Fig.8 Bit error rate versus SNR of OSTBC for Nr = 4. 

As we shown in the above figure represents the BER V/s SNR 

with constant Nr=4. In this case G8 shows the best 

performance compared to the G2, G3, G4, H3 and H4. 

Compare to theG8 of QPSK  G2, G3, H3, G4, H4 of QPSK is 

low SNR, theG8 of 16-QAM and 64-QAM  G2, G3, H3, G4, 

H4 of 16-QAM and 64-QAM are low SNR also, so that the 

results shown that G8 is best performance compare to the 

other. G8 having the high SNR value so that it is the best 

performer when compare to the other.  
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Fig.9 Bit error rate versus SNR of OSTBC for Nt = 4 

As we shown in the above figure represents the BER V/s SNR 

with different Nr=1,2,3,4. In this case G8 shows the best 

performance compared to the G2,G3,G4, H3 and H4. 

Compare to theG8 of QPSK  G2, G3, H3, G4, H4 of QPSK is 

high SNR, theG8 of 16-QAM and 64-QAM  G2, G3, H3, G4, 

H4 of 16-QAM and 64-QAM are high SNR also, so that the 

results shown that G8 is best performance compare to the 

other. G8 having the low SNR value so that it is the best 

performer when compare to the other. 

 

Fig.10 Bit error rate versus SNR of OSTBC at 3 

bits/sec/Hz. 

As we shown in the above figure represents the BER V/s SNR 

with different Nr=1,2,4. In this case G8 shows the best 

performance compared to theG3,G4. Compare to theG8, 64-

QAM G3, G4 of 64-QAM are low SNR, so that the results 

shown that G8 is best performance compare to the other. G8 

having the high SNR value so that it is the best performer 

when compare to the other. 

 

Fig.11 Bit error rate versus SNR of OSTBC with spatial 

diversity 12. 

As we shown in the above figure represents the BER V/s SNR 

with different Nr=6, 4, 3, 2. In this case G8 shows the best 

performance compared to the G2, G3, G4, H3 and H4. 

Evaluate to theG8 of QPSK  G2, G3, H3, G4, H4 of QPSK is 

high SNR, theG8 of 16-QAM and 64-QAM  G2, G3, H3, G4, 

H4 of sixteen-QAM and sixty four-QAM are excessive SNR 

also, so that the results shown that G8 is first-rate efficiency 

compare to the other. G8 having the low SNR value so that it 

is the exceptional performer when compare to the opposite. 

Expand the number of Nt transmit antennas on the base 

station than increasing the quantity of Nr obtain antennas in 

any respect mobile stations. 

5. CONCLUSION 
This was especially proven when G3 outperformed all others 

for equal range obtain. The penalty of having more transmit 

antennas, which consequently reduces the power per transmit 

antenna was once observed. Also, we determined diminishing 

returns for every scheme because the number of bought 

antennas elevated. It was once specifically interesting to 

search out that even though H3 and H4 have better cost than 

G3 and G4, the efficiency of G3 and G4 is bigger and might 

consequently be favored in some situations. In the end, we 

conclude that it's most desirable to make use of a low 

constellation order with high code fee than excessive 

constellation order with low code expense. 
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ABSTRACT 
This paper proposes a space-time block-coded orthogonal 

frequency-division multiplexing (STBC-OFDM) scheme for 

frequency-selective fading channels which does not require 

channel knowledge either at the transmitter or at the receiver. 

This paper proposed a generalized maximum likelihood 

estimation decoding algorithm. Due to the orthogonality 

nature of STBC, the rule for decoding was reduced to a single 

step.  The performance investigation of the proposed system 

was done over Rayleigh fading channel and also over the 

Rician fading channel. Simulation results reveal the 

performance of proposed STBC communication system is 

near optimum.  

Keywords 
MIMO, STBC-OFDM, Almouti Scheme, Maximum 

likelihood estimator, BER.  

1. INTRODUCTION 
The target of next generation wireless communication is to 

achieve high data rates with low bandwidth. It should be 

power efficient. At present time, Orthogonal Frequency 

Division Multiplexing is widely used for its bandwidth 

efficiency property because of its orthogonal characteristic 

and more data can be transmitted at a certain amount of 

bandwidth compare to the other systems. Orthogonal 

frequency division multiplexing (OFDM) is being considered 

to be the most promising multiplexing techniques to support 

the future wireless multimedia communication system. It is 

because of its bandwidth efficiency performance. The affects 

of Inter Symbol interference (ISI) is also very less than the 

system compare to the other multiplexing techniques. OFDM 

has been adopted and implemented in wire and wireless 

communication system. Severe attenuation in a multipath 

wireless environment makes it extremely difficult for the 

receiver to determine the transmitted signal unless the receiver 

is provided with some form of diversity i.e. some less-

attenuated replica of the transmitted signal is provided to the 

receiver. In some applications, the only practical means of 

achieving diversity is deployment of antenna array at the 

transmitter and/or at the receiver end. In recent days, the 

communication systems demands for highly bandwidth-

efficient and also highly power-efficient techniques are very 

valued for wireless communication in next generation 

systems. Compared to single antenna systems the multiple 

antenna systems offer an increased capacity of data rates. 

STBC was a bandwidth-efficient and also a power-efficient 

technique for communication through fading channel by using 

multiple transmitting antennas systems.  Diversity gain 

enhancement is another technique for good performance 

achievement. Through MIMO-Space Time Block Code 

(STBC), the antenna diversity gain can be increased. This 

paper studies the performance of STBC-OFDM in the MIMO 

communication system under various channel constraints, 

Rayleigh fading channel, Gaussian channel, etc. This paper 

also gives the details about the effect of modulation, power 

conditions, antenna selection techniques, fast and slow fading 

channel conditions. The remaining part of paper is ordered as 

follows: Section 2 gives the details about the system mode of 

STBC-OFDM. The decoding algorithm used to decode the 

information at the receiver is given in Section 3. Section 4 

demonstrates the results of the proposed STBC system and 

finally conclusions are provided in section 5. 

2. SYSTEM MODEL 
The block diagram of STBC-OFDM is illustrated in Fig.1. 

The binary data stream is first modulated and mapped to a 

sequence of complex modulation symbols. The modulated 

sequence is then passed through a serial-to-parallel converter 

producing L data streams of length M in each transmit branch. 

An M-point Inverse Discrete Fourier Transform (IDFT) is 

performed on each serial data stream. IDFT gives the output 

as a block of M-time domain samples of a respective OFDM 

frame.  To sidestep the effects of inter-symbol-interference, a 

cyclic prefix (CP) is added to output samples. Then, every 

OFDM frame is nurtured into a space-time block encoder. 

This paper has used the simple Almouti’s scheme [2] for 

simplicity, even the proposed approach can be applicable to 

the space-time block code from the orthogonal family design 

[3]. The lth frames of first and second transmitting antennas 

are represented by,  

   
         

                                                       … (1) 

   
         

                                                       … (2) 

For the subsequent OFDM frame interval, the OFDM frame 

can be represented as 

   
          

                                                     … (3) 

This is transmitted from the second antenna and 

    
           

                                  … (4) 

Transmits from the first antenna according to the signaling 

structure of Alamouti’s scheme, where (.)* denotes complex 

conjugation. 

 
Fig.1 Overall system Model 
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In the proposed system model, a FIR filter with the memory 

was used to represent channels belonging to the 2 transmit 

antennas.  At the receiver, first the cyclic prefix is removed, 

and then the received signal is passed through a DFT 

operation. It can be shown that the OFDM demodulator output 

can be represented as, 

         
                   

   

                                                            … (5) 

Where       are independent samples of a Gaussian random 

variable with variance N0 and Hm(k) is the frequency 

response of the channel from the mth transmit antenna to the 

single receive antenna at the kth tone. After performing DFT 

operation, by considering the kth frequency component of 

each and every frame, the receiver tries to construct a tone 

stream of 2L frequency-domain samples. Such that, 2L 

streams each of length M are realigned onto M streams, each 

of length 2L. The obtained stream was fed to the detecting 

algorithm and explained in the next section in detail. By 

considering the coding structure, let us define the following 

sub-matrices   

i =1, 2…L 

       
     

   
         

  
      

    

   
       

     
  

                                                  … (6) 

Then based on the above matrices and the system model the 

received signal receiver section can be written as  

                                                        …  (7) 

3. DECODING ALGORITHM 
In this approach, the decoding algorithm is based on the 

generalized maximum likelihood estimation [9], just a two-

step process. For every toned frequency k, k = 0, 1,…, M-1, 

the rules of decoding are to maximize and the respective 

likelihood logarithmic function is given as   

                                       (8) 

Maximizing (8) with respect to H(k) yields the channel 

estimate (i.e. the kth DFT coefficient of the channel impulse 

response), 

                                                      … (9) 

In general for Almouti’s STBC coding, space-time block 

codes are based on orthogonality conditions, the primary term 

in eq.(6) represents a scale identity matrix, thus the eq.(9) 

reduces to      

                                                                   … (10) 

Introducing the channel estimate in eq.(5) produces the simple 

decoding rule 

                                       

                                                                                      … (11) 

Where       consists of the estimates for the kth component in 

each OFDM frame. By the collection of all the outputs of all 

M processors, the original signal can be reconstructed from 

both antennas. The decoding rule creates phase ambiguity at 

decoder.  This ambiguity can be solved by setting the samples 

of decoder input to a fixed value. This procedure requires the 

starting frame of both antennas to be reconstructed with the 

help of pilot symbols.      

4. RESULTS 
This section gives the details about the performance 

evaluation of proposed approach. Simulations are done in 

MATLAB using the Rayleigh fading channel model. For each 

simulation, blocks of 1000 symbols are simulated. The 

proposed system was simulated with two transmitter antennas, 

two receiver antennas and also at maximum Doppler 

frequency of 50Hz (f=50Hz). We have used channel 

conditions, which have two independent paths with path 

delays in seconds and average path gains = [0 -18] dB. The 

simulation was done under various constraints like various 

types of modulation schemes, power allocation techniques and 

also over various fading channel assumptions. The respective 

figures are shown figure.2, figure.3 and figure.4 respectively. 

Table.1 gives the details about the summarization of 

simulation parameters. 

 

Case 1: STBC 2X2 MIMO with Rayleigh channel 

Table.1: Simulation Parameters 

Parameter Value 

Number of Symbols 1000 

Number of Transmitters  2 

Number of Receivers 2 

Fading Effect Rayleigh 

Noise  AWGN 

Doppler Frequency 50Hz 

SNR 0-30 

System Model MIMO 

 

The order of the modulation stipulates the number of the 

diverse symbols that can be transmitted in a digital 

communication system. There are various modulation 

schemes like PSK, FSK and AM. In this paper, the proposed 

approach was tested over various PSK modulations like, 

BPSK, QPSK, 16-PSK and 32-PSK over Rayleigh fading 

channel and the respective results are illustrates in figure.2. 

 

Fig.2. Performance comparison of 2*2 STBC-OFDM with 

M-PSK Modulation 

The above figure illustrates the details about the BER 

performance of proposed system with varying modulation 

technique for the same data stream. The above figure shows 
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that there is a significant loss in the SNR with increasing in 

the modulation order and the proposed system has high BER.   

Here, one more comparison was illustrated though power 

allocation with respect to equal and non-equal powers 

allocated for TX antennas. In the case of equal power, both 

antennas having same power and in the case of unequal 

second antenna will receive less power compare to first 

antenna.  

 

 
Fig.3 Performance comparison of 2*2 STBC-OFDM with 

equal and unequal power distributions 

 

From the fig. 3, it can be noticed that equal power system 

gives a 3dB penalty when compared with unequal power 

system.  Fading is unconventionality of the attenuation that a 

carrier modulated telecommunication signal experiences over 

a particular propagation media. The terms, fast and slow 

fading demonstrates the rate at which the phase and 

magnitude of the signal was changing by the channel. The 

coherence time was the time above which the value of 

correlation function is above 0.5. When the delay constraint of 

the channel was small compared to coherence time of channel, 

it is called slow fading channel. Fast fading channel can be 

defined as the channel at which the channel delay constraint if 

higher compared with coherence time of channel.     

The Simulation results for different Doppler frequency (fd) 

50, 200, 300, 500 are presented.  

 
Fig.4. Performance comparison of 2*2 STBC-OFDM at 

various Doppler frequencies 

From the performance result in Figure 4, it can be seen that 

the performances of STBC-OFDM degrade in fast fading 

conditions. 

Case 2: STBC 2X2 MIMO with Rician fading channel 

Table.2: Simulation Parameters 

Parameter Value 

Number of Symbols 1000 

Number of Transmitters  2 

Number of Receivers 2 

Fading Effect Rician 

Noise  AWGN 

Doppler Frequency 50Hz 

SNR 0-30 

System Model MIMO 

 

 
Fig.5. Performance comparison of 2*2 STBC-OFDM with 

M-PSK Modulation 

The modulation order specifies the number of the different 

symbols that can be transmitted by a digital communication 

system. The simulation results in figure.5 show that increasing 

the order of modulation will result in a significant SNR loss 

over rician fading channel. Therefore, it can be said that for 

the higher order of modulation order, the system will have 

higher BER.  

 
Fig.6 Performance comparison of 2*2 STBC-OFDM with 

equal and unequal power distributions 
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Fig.6 illustrates the results of the proposed approach over 

rician fading channel with equal an un-equal power 

distributions. From the fig. 6, it can be noticed that equal 

power system gives a 3dB penalty when compared with 

unequal power system.  

The coherence time was the time above which the value of 

correlation function is above 0.5. When the delay constraint of 

the channel was small compared to coherence time of channel, 

it is called slow fading channel. Fast fading channel can be 

defined as the channel at which the channel delay constraint if 

higher compared with coherence time of channel.  The 

Simulation results for different Doppler frequency (fd) 50, 

200, 300, 500 are presented in figure.7. Low values of fd 

denotes slow fading channel and high values denotes fast 

fading channel.  

 
Fig.7. Performance comparison of 2*2 STBC-OFDM with 

various Doppler frequencies 

From the performance result in Figure.7, it can be observed 

that the performance of STBC-OFDM degrades in fast fading 

conditions. 

5. CONCLUSIONS 
This paper proposed al Almouti based STBC-OFDM 

approach for various frequency selective fading channels. 

This approach didn’t require channel state information at 

receiver or at the transmitter. This approach also used MLE 

for decoding for recursive decoding. The simulation results 

were done for two types of channels, Rayleigh and rician 

fading channels. Simulation results show the performance of 

the proposed recursive-type receiver to be nearly optimum. 
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ABSTRACT:The use of Very Large Scale Integration (VLSI) technologies in high performance computing, wireless 

communication and consumer electronics has been growing at a very fast rate.For the most recent CMOS technologies 

static power dissipation i.e. leakage power dissipation has become a challenging area for VLSI chip designers.A 

comprehensive study and analysis of various leakage power minimization techniques have been presented in this paper. 

The present research study and its corresponding analysis are mainly focusing on circuit performance parameters. 

 

KEYWORDS:Sub threshold leakage current,Leakage power consumption,Sub-threshold Leakage, Threshold voltage. 

I.INTRODUCTION 

Power consumption is one of the top issues of VLSI circuit design, for which CMOS is the primary technology.Today’s 

focus on low power is not only because of the recent growing demands of mobile applications. Even before themobile 

era, power consumption has been a fundamental problem. To solve the power dissipation problem, manyresearchers 

have proposed different ideas from the device level to the architectural level and above. However, there is nouniversal 

way to avoid tradeoffs between power, delay and area and thus, designers are required to choose appropriatetechniques 

that satisfy application and product needs.With recent advancements in semiconductor technology the density of 

transistors in Integrated Circuits is still growing,which in turn demands expensive cooling and packaging technologies. 

Keeping this in view, the supply voltages are scaleddown for reducing the switching power dissipation. Moreover, the 

threshold voltage is also scaled down for the performancetradeoffs. However, the scaling of threshold voltage has 

resulted in exponential increase of subthreshold leakage current causingleakage (static) power dissipation. Static power 

dissipation is now growing considerably proportional to the switching dynamicpower dissipation in deep submicron 

technologies and battery operated devices. The longer the battery lasts, the better theleakage power savings [2]-[3]. 

The four main sources of leakage current in a CMOS transistor are i) Reverse-biased junction leakage current ii) Gate 

induced drain leakage iii) Gate direct-tunnelling leakage and iv) Subthreshold (weak inversion) leakage current.The 

subthreshold leakage current being the most predominant amongst all the leakage currentsources becomes extremely 

challenging for research in current and future silicon technologies.In a short channel device, however, the source and 

drain depletion width in the vertical direction and the source drain potential have a strong effect on the band bending 

over a significant portion of the device. Therefore, thethreshold voltage and consequently the sub threshold current of 

short channel devices vary with the drain bias.This effect is referred to as Drain-Induced Barrier Lowering (DIBL) 

𝐼𝑑𝑠 = 𝜇0 ∗ 𝐶𝑜𝑥 ∗
𝑊

𝐿
∗  𝑚 − 1 ∗ (𝑉𝑡ℎ

2 ) ∗ 𝑒
𝑉𝑔𝑠 −𝑉𝑡 ℎ

(𝑚−𝑉𝑡 ) ∗ (1− 𝑒−𝑉𝑑𝑠 /𝑉𝑡) 

(Where m = 1 + Cdm/Cox, m is the sub-threshold swing co-efficient, Cdm is capacitance of the depletion layer, Cox isthe 

capacitance of the oxide layer, µ0 is the mobility, Vth is the threshold voltage, Vgs is the gate to source voltage, Vds isthe 

drain to source voltage and Vt is the thermal voltage.According to technology trend for the high density the transistor 

size should be scale down and for highperformance the threshold voltage (Vth) scaling down. In the case of sub-

threshold leakage if scaling down of Vth , theleakage power increase exponentially as Vth decrease and the short 

channel effect the channel controlled by drain. But incase of gate oxide leakage gate tunneling due to thin oxide and 

high k-dielectric could be possible solution and anothermotivation leakage power reduction technique can potentially 

increase the battery life. With application of dual thresholdvoltage (Vth ) techniques the sleep, zigzag and sleepy stack 

approaches result in orders of magnitude sub-thresholdleakage power reduction.There areseveral current components 

which are responsible for theleakage power dissipation in VLSI circuits. The modernisedcooling and packaging 

strategies are of little help to therapid increase of the power consumption in today’s chips. The diagram of leakage 

current mechanism of deep-submicrometre transistors is depicted below: 
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Figure1. Leakage Current Mechanism of deep-submicrontransistor 

I1= Reverse-bias p-n junction diode leakage current 

I2 = Subthreshold leakage current 

I3 = Gate Oxide tunnelling current 

I4 = Hot-carrier injection current 

I5 =Gate induced drain-leakage current (GIDL) 

I6 = Channel punch-through 

 

The dependence of subthreshold current [6] on the transistorparameters are listed in the Table 1. 

 

Table 1: Dependence of sub threshold leakage on device parameters 

 

Parameter Dependence 

Temperature(T) Exponential increase 

Transistor length(L) Inversely proportional 

Transistor width (L) Directly proportional 

Input voltage(Vgs) Exponential increase 

Transistor Threshold voltage(Vth) Increases by an order of magnitude with 

100mV decrease 

 

There are various leakage power reduction techniques based on modes of operation of systems. The two operational 

modesare a) active mode and b) standby (or) idle mode. Most of the techniques aim at power reduction by shutting 

down the powersupply to the system or circuit during standby mode. 

 

II.LITERATURE SURVEY 

 

In today’s VLSI circuits, low power is an important consideration factor along with high performance and high density. 

There are several techniques to reduce the leakage power but disadvantage of each technique limits its implementation. 

 

A. Dual VT and MTCMOS: This is a basic approach to reduce the leakage power.MTCMOS reduces the leakage by 

introducing the highthreshold NMOS gating between pull down network andground terminal, in series to low threshold 

voltage circuitry.As stated in [6] Dual VT technique is a variation inMTCMOS, in which high threshold voltage can be 

assignedto transistors of non-critical path to reduce leakage currentand low threshold voltage transistors are used in 

criticalpaths. An additional mask layer is required due to VT(Threshold voltage) variation, thereby making 

fabricationprocess complicated.This technique suffers from latencyperiod i.e. it need some time to get into normal 

operatingmode after reactivation. The structure for dual VT andMTCMOS technique is shown as: 
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Figure 2: Dual VT and MTCMOS Structure 

 

B. Sleep Transistor Technique: Addition to the MTCMOS technique, high VT sleeptransistor is introduced between 

VDD (supply voltage) andpull up network, and between pull down network andground for high switching speed, where 

low VT transistorsare used in circuit [10]. Efficient power management is doneby sleep control mechanism. This 

modified MTCMOStechnique can only reduce the standby leakage power andthe introduced MOSFETs results increase 

in area and delay. 

 

During stand-by mode both sleep transistors gets turned off,introducing large resistance in conduction path and 

thus,leakage current is low. Isolation between VDD and groundpath is necessary for leakage reduction. This technique 

facesa problem for data retention purpose during sleep mode. TheWakeup time and energy of the sleep technique have 

asignificant impact on the efficiency of the circuit. 

 

 
Figure 3: Sleep Transistor Approach 

 

C. Input vector control (IVC): The strong dependence of leakage power values on the input combination is given by 

Abdollahi et al [11] by citing anexample of 2-input NAND gate to illustrate the concept of transistor stacking. The 

minimum leakage causing input vector isidentified by an automation process and is applied to the circuit under sleep 

mode. An algorithm to obtain the minimum leakagevector (MLV) is given by [11]. 
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D. Variable threshold CMOS (VTMOS): This technique involves dynamically modifying the threshold voltage 

during active mode, which is classically known asstandby power reduction (SPR). In this method the threshold voltage 

Vth is raised during the standby mode by connecting thesubstrate voltage either lower than (for N transistors) or higher 

than ground (for P transistors). The major drawback of thistechnique is that it requires an additional power supply, 

which may not be appropriate in some commercial designs. 

 

III.PROPOSED ALGORITHM 

 

In LECTOR [8], the concept of effective stacking transistors has been introduced between the VDD and GND for the 

leakage power reduction. In this technique two leakage control transistors i.e. P-type and N-type are insertedbetween 

the pull up and pull down network of a circuit, inwhich each LCT gate is controlled by the source of other, hence 

termed as self-controlled stacked transistors. Since itis a self-controlled technique so no external circuit isrequired for 

controlling purpose. These LCT produces highresistance path between the VDD and GND by turning morethan one 

transistor OFF, thereby reducing the leakagecurrent. This technique has a very low leakage but there isno provision of 

sleep mode of operation for state retention. 

 

Figure 4: LECTOR Approach 

A. LECTOR Stack State Retention (LSSR) 

LECTOR Stack State Retention (LSSR)This technique combines the feature of both, LECTORapproach and the Forced 

Stack Technique with theadditional feature of state retention in circuit. The circuitconfiguration includes [1], two 

leakage control transistorsare added between the pull up and pull down network, andthe stack effect is introduced to 

pull up and pull downnetwork by replacing each existing transistor with two halfsized transistors. It provides the 

limitation of area because ofusage of extra transistors to preserve the circuit state duringsleep mode. But this technique 

provides good leakagecurrent reduction without any delay penalty. 
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Figure 5: LECTOR Stack State Retention (LSSR)Approach 

 

IV.CONCLUSION 

 

The present study provides an appropriate choice for leakage power minimization technique for aspecific application by 

a VLSI circuit designer based on sequential analytical approach.To solve the problem,several approaches have been 

implanted and still work is inprogress on many more. The designers, therefore, have toselect particular technique 

depending on application andproduct requirements. In this paper, we have presented theseveral leakage power 

reduction techniques along with theirrespective advantages and disadvantages. We conclude thatLECTOR and the new 

approach LSSR circuit may lead tomuch large reduction of leakage power than the previouslyintroduced techniques. 
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Abstract: A self-driven mobile robot that can be controlled by itself automatically with the help sensors as 

well controllable with a smart remote control. The proposed robotic system is intended for remote surveillance 

in case of natural disasters and explosions, etc. The implemented robotic system is based on ARM 7 architecture 

along with IEEE 802.15 Bluetooth standard. The image acquisition device attached with the robotic vehicle is 

capable of streaming the video through IP address based communication channel. The smart remote control 
feature can be accomplished by a mobile or a laptop with inbuilt Bluetooth. The performance evaluation of the 

robot has done in terms of range of video streaming and remote accessing.  

Keywords: Bluetooth, Surveillance, Remote access, Self-driven

1. INTRODUCTION 

The evolution of mobile robotics from the past few years has been creating many modern robotic 

applications in the aspects of surveillance, disaster rescue and security, etc. The robotic technology is 

always intended for mimicking the various human characteristics which we can’t say replacing the 
human being in a specific application. In several applications, robotics will perform the activities 

where a human being can’t even enter into the places. For example, when the natural disasters like 

earth quakes occurred, there might be a huge loss of property and human lives, and some victims may 
fight for the life under the pieces of distracted constructions and need someone’s help. In such cases, 

human being can’t enter into the narrow places at least to recognize the victim existence, and a robot 

can enter into such small areas easily because of it is minimized and robust architecture.  

The artificial intelligence in robotics makes it accurate and faster compared to human brains. Robotics 

are the artificial machines to perform specialized tasks where a human being is ill-suited to perform it. 
An important concern in the design of robotic machines is about locomotion. The locomotion will 

depends on the mechanical design of a robot. The locomotion unit of a robot involves a rotational 

devices drives with a power source and it needs an electrical to mechanical conversion of energy 

source and that can be achieved by using the motors. Motors will helps the robot to move forward, 
backward and take turns. The issue is to choose the motor with a sufficient torque and speed. 

Surveillance is a security aspect for monitoring the behaviour of objects. The surveillance applications 
require an image acquisition device to record the video stream or to capture the images of the 

particular place where an accident or disaster occurred. The places where disasters occurred are 

usually consists a lot of obstacles for robot movement. In some case, the robots have to move 
ascending and descending paths and they might be plane surfaces or shapeless surfaces. In such cases, 

design of the robot should capable of climbing up and down by escaping from obstacles. The design 

concerns also includes torque and gravity while choosing the motors for ascending movement and for 
descending movement, payload and mass have to consider. In military applications, the robots have to 

carry weights, and for that, torque of the motor should be high. Generally the motors with high torque 

will give a less speed.  

2. DESIGN STRATEGY 

The Design strategy of the proposed system firstly describes about the locomotion unit. For this 

robotic system, among various types of driving methods, we preferred differentia drive. In differential 
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drive method, robot consists of two wheels in the back side and one free wheel in its front. The two 

back wheels contain one motor on each wheel. The motors connected with the wheels are 60rpm DC 
motors which will give high torque. The free wheel moves accordingly in any direction based on the 

programmatically instructions given by the microcontroller. The mechanical body of the robotic 

system should be good enough for placing the items to be carried on it based on the application. The 
wheel placement of the differential driving method is shown in the below figure. 

 

Fig1. Differential Drive 

The power supply is also an important concern for a mobile robot. The robot requires a continuous 
power source to run the robot for a longer times in remote areas where a human can’t give the power 

supply manually and the power source must be uninterrupted. The motors connected with the robot 

wheels requires more current compared to other peripherals connected to it. For amplifying the 

current given from the logic values of microcontroller IO pins, we use a driver circuit between the 
microcontroller and motors. 

The self-driving feature for the proposed robotic system can be accomplished by monitoring the 

obstacles while moving the robot in any direction, the change in moving direction should be taken 
based on the direction of and distance from the detected obstacles. The obstacles can be detected by 

any of the proximity sensing methods. By studying about all the proximity methods, we considered 

the ultrasonic sensors. The ultrasonic sensors will works based RADAR working principle. The 
sensor emits microwave signals to the free space and if any obstacles detected by the sensors, then the 

distance and direction can be analysed by the microcontroller and the instruction can be given to the 

locomotion unit to take turn by skipping the obstacle. The distance measurement from the obstacle is 

shown in the below figure. 

 

Fig2. Ultrasonic Sensor working 

In the proposed system, we used 2 ultrasonic sensors to get precise obstacle avoidance and self-
driving. The surveillance application can be achieved by using a digital web cam, which is placed on 

the robot in forward direction and that can be communicated through its IP address. The user can 

watch and record the video stream from the camera through its IP address in the web browser of 
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laptop or any mobile device. The range of video streaming depends on the communication range of 

the established local area network. 

3. SYSTEM ARCHITECTURE 

The system architecture involves a detailed description of hardware modules used in the proposed 
system. 

 

Fig3. Block Diagram of system design process  

It is an ARM7 based 32 bit microcontroller with a simplified RISC architecture. It is having many on-

board features like SPI, I2C and UART etc.  

The communication between the robot and the smart remote gadget can be established with IEEE 
802.15 Bluetooth standard. The Bluetooth module connected with the microcontroller will be paired 

up with the internal Bluetooth in the mobile phone or laptop. The ultrasonic sensors used is HCSR04, 

which is a 4 pin sensor device. It is having two sections in the sensor, one is trigger and another is 

echo receiver. The triggering section emits the microwave signals into space, and the echo receiver 
will waits for receiving the echo signal. The received echo signal will be continuously checked by the 

microcontroller to obtain the distance and depending upon a specific distance we process the 

communication with robot in different directions. 

The motors used here are gearless DC motors and they require a power source with more power 

source. To amplify the current drawn from the microcontroller IO lines, we used a driver IC L293D, 

which can be worked with a source voltage range of 5 to 24v. The speed of the motor will vary 
depends on the supply voltage given to it.   

Additionally, the robotic system consists of a laser gun as a self-rescue feature. In the war field 

applications, if a human soldier is not able to enter into some narrow places where he/she fond an 

enemy hidden there, he can be able to fire with a laser gun fixed on robot by controlling with his/her 
mobile phone.  

4. SOFTWARE IMPLEMENTATION 

We used 2 software tools for programming the LPC2148. They are     

 Keil u Vision  

 Flash Magic  

Keil uVision is an IDE used for programming the many microcontrollers. It is having a text editor, 

C/C++ code compiler, assembler and simulator. All the required header files and libraries of various 

microcontrollers will be included in this IDE. A powerful programming environment will be provided 
by Keil uVision along with the hex file generation of the compiled C/C++ code which is required to 

flash into the microcontroller.  
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Flash magic is a code writing tool used for writing the code in the form of hex file into 

microcontroller’s flash memory. It is also having a terminal application which is used to send/receive 
serial data to the devices communicated with serial port.  

The algorithm followed in this robot is shown in the below flow diagram. 

 

Fig4. Flow Chart  

5. RESULTS 

The robotic system was experimentally tested in the aspects of communication range and video 
streaming distance.  

The experimental results of the implemented robotic system is as shown in the below picture. 

  

Fig5. Designed Robotic System  

6. CONCLUSION 

The proposed system of self-driven robot is an economic solution for surveillance applications. The 

robot will accomplish the tasks which can’t be done by a human being in some special cases. Due to 
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usage of robotics in surveillance applications in war fields, we can reduce the man power losses for an 

unnecessary cause. The system is experimentally tested for video streaming and it is getting a 

communication range of nearly 50m, which is good enough for many surveillance applications. We 

can use this system in few more areas like industrial & disaster management by adding fire sensors, 

temperature sensors. 
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ABSTRACT 

In Advanced digital communication, the testing of Memory System is more complicated. As the technology, 

dimensions and operating voltages of the computer electronics are reduced to satisfy the consumer’s which leads 

to soft errors. The detection and correction of soft errors in the memory system is more susceptible. To protect 

memory cells from soft errors, we need more Advanced Errors correction codes. One-step Majority of Logic 

Decodable codes is suitable for Memory Application to detect and correct large number of errors during 

communication. One type of Euclidean Geometry Low – Density Parity Check (EG-LPDC) Codes are used for 

Error correction, because it has fault- secure detector capability. In this paper, an Enhanced Majority Logic 

Decoder/Detector (MLDD) is proposed to detect silent data errors (SDE) using additional logic and in order to 

reduce the area of Majority gate, the Sorting Network is designed. Thus, the proposed Method reduces the 

decoding time, area and power consumption. Hence the proposed Method Simulation Results are Shown as 

Power saving & Area Utilization compared to existing Method (One-step Majority of Logic Decodable codes). 

Keywords: Majority Logic Decoder, EG-LPDC, Registers, Counters, Soft Errors, Silent Data Errors (SDE). 

INTRODUCTION 

Now a day, digital communication has becoming essential part of life and a lot of data is being 

transferred. Many communication channels are leads to channel noise. Networks must be able to 

transfer data from one device to another with acceptable accuracy. For most applications, a system 

must guarantee that the data received are identical to the data transmitted. The corresponding data will 

effected by error, which is either soft error or hard error. The Hard error is represented by Hardware 

Mechanism. Hence the soft error is represented by corrupted data. This Project is developed for 

Memory Application. When the data is stored in the memory it may be affected from error, this type 

of error is called soft error. To detect these types of soft errors, many error correction and detection 

codes are needed.  At any time data are transmitted from one node to the next node, they can become 

corrupted in passage. Many factors can alter one or more bits of message. Some application required a 

mechanism for detecting and correcting large number of errors. Data can be corrupted during 

transmission. Some application are required that errors can be detected and corrected. There are 

different methods to detect and correct errors to keep secure and accuracy data communication. Some 

applications can tolerate a small level of errors. For example, random errors in audio or video 

transmission may be tolerable, but when transfer text; we expect a very high level of accuracy. 

Type of Errors 

The error is soft because it will change the logic value of memory cells without damaging the 

circuit or device. The soft errors referred as a Single Event Error/Upset (SEU).If the radiation 

event is of high energy, more than a single bit may be affected by error, i .e. Multi Bit Error/Upset 

(MBU) [2].For reliable communication, errors must be detected  and corrected. Some multi-bit 
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error correction codes are BCH codes, Reed Solomon codes but in the following algorithm, it is 

very difficult and complexity. These codes can correct a Multi bit or large number of errors, but 

need complex decoders [10], [11]. Among the error correction codes, cyclic block codes have 

higher capability error detection, decoding complexity is very low and which is called as a 

Majority Logic (MLD) decoder. The low-density parity-check (LDPC) codes are the linear error 

correcting code. Which is used to avoid a high decoding complexity [6]-[9]? 

In this paper, one specific type of low density parity check codes, namely Euclidean Geometry-LDPC 

codes [1] are used due to the Faults secure detector capability, higher reliability and lower area 

overhead. Various error detection techniques are used to avoid the soft error[10].The method is 

majority logic decoder which used to detect and correct the error in simple way but it requires large 

decoding time. This method uses the first iteration of majority logic decoding to detect the error 

present in the codeword is EG-LPDC that are one step majority logic decoder. The main disadvantage 

is it will detect only single error. If there are no errors, then the decoding process can be stopped 

without completing the remaining iterations [1].The main reason for using Majority Logic Decoding 

(MLD) is that it is very easy to implement and it has low complexity [11]. The major drawback of this 

method is increase the average latency of the decoding process because it depends on the size of the 

code, thus increases the memory access time. Another method is syndrome fault detector [11] which is 

an XOR matrix that calculates the syndrome based on the parity check matrix. This method results in 

a quite complex module and large decoding process with a large amount of hardware and power 

consumption in the system. The parallel encoders and decoders have been implemented to overcome 

the drawback of majority logic decoder in which it takes number of cycles to detect the error [11].In 

this paper, the Majority Logic Decoder/ Detector (MLDD) method [11] used to detect the error in 

memory device itself, so the data corruption during processing has been eliminated easily to improve 

the system performance. The MLDD is used the control unit for detecting the error. This method did 

not detect the silent data error [12]. 

 

Fig1. General memory system with MLD 

The general schematic of memory system implemented with majority logic decoder is shown in 

figure1.Initially the data words are encoded and then it fed in to the memory. When the memory is 

read, the corresponding code word is stored in the cyclic shift register with in a Majority Logic 

Decoder circuit (MLD) before sent to the output. In this decoding process, the code word is 

corrected if there is l bit or more than 1bit change in the data word stored in the memory. 

The proposed enhanced MLDD method uses additional error detection technique to detect the silent 

data error (SDE) in MLDD. To produce the accurate result of MLDD, this addition logic is used to 

detect the error, which is not detected by the first three iteration of the MLDD. To reduce the number 

of gates in the majority gate, a sorting network is used.  Thus reduces the area of the majority gate and 

also reduces the power consumption. The main description of this paper is organized as follows. 

Section II gives an a overview of existing system of Serial one-step Majority Logic decoding; Section 
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III presents the proposed novel improved ML decoder/detector (MLDD) using Euclidean Geometry 

Low Density Parity Check Codes (EG-LDPC); Section IV deal with results and discussion for 

proposed method with RTL Schematics, Simulation Results and comparison table between 

Existing and proposed Method and power consumption; Finally, Section VI deals with 

Conclusions. 

EXISTING SYSTEM 

These section deals with the Existing method that is Serial One Step Majority Logic Decoder of 

EG-LPDC used for error detection and correction. This Method detects if the code word is error. 

The disadvantage of this method is, it will take 15 cycles to detect and correct the entire code. 

when there are no errors in the data, decoding process will end without completing the rest of 

cycles and directly sent to the output of MLD. Hence most of the code word is free from error and 

the decoding time is greatly reduced. 

Serial One-Step Majority Logic Decoder 

The Serial one Step Majority Logic Decoder of EG-LPDC, Majority-logic is a simple and effective 

decoder capable of correcting multiple bit flips depending on the number of parity check sum 

equations. It consists of four parts: 1) a cyclic shift register; 2) an XOR matrix; 3) a majority gate; 

4) an EXOR gate for error correction, as shown in figure2. 

 

Fig2. Serial One- step Majority Decoder for (15, 7) EG-LDPC codes 

In one step majority logic decoding [1], initially the code word is loaded in to the cyclic shift register. 

Then the check equations are computed. The resulting sums are then forwarded to the majority 

gate for evaluating its correctness. If the number of 1’s received in is greater than the number of 0’s 

which means that the current bit under decoding is wrong, and a signal to correct it would be 

triggered. Otherwise the bit under decoding is correct and no extra operations would be needed 

on it. In next, the content of the registers are rotated and the above procedure is repeated until 

codeword bits have been processed. Finally, the parity checksums should be zero if the code word 

has been correctly decoded. In this process, each bit may be corrected only once, As a result, the 

decoding circuit is simple, but it require as long decoding time if the code word is large. Thus, by one-

step majority-logic decoding, the code is capable of correcting any error pattern with two or few 

errors. For example, for a code word of 15-bits, the decoding would take 15 cycles, which would be 

excessive for most applications. The Main disadvantage of serial one-step Majority Logic decoder of 

EG-LPDC it will take 15 cycles to detect and correct the entire code word. If the code word is large, 

the decoding process of serial one-step Majority Logic Decoder of EG-LPDC is low. The Speed of the 

operation is also low and time delay is more. 
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PROPOSED SYSTEM (ENHANCED MLDD) 

The proposed method is developed in order to overcome the drawback of serial one step Majority 

Logic Decoder of EG-LPDC, The Proposed method Schematic for 15 bit code word is shown in fig 

4.Initailly the following code word from Memory is load in to the cyclic shift register. Then the 

following code is fed into the XOR Matrix for check sum. If the following code word contains error 

then it performs decoding process to detect and correct the error in the code word. The main 

advantage of proposed method is it will correct upto five error within three iteration. The proposed 

version uses the same decoding algorithm as the one in plain ML decoder version. The advantage is 

that, proposed method stops intermediately in the third cycle when there is no error in data read, [2] as 

illustrated in Figure. 4, instead of decoding it for the whole codeword size of N. The xor matrix is 

evaluated for the first three cycles of the decoding process, and when all the outputs {Bj} is “0,”the 

codeword is determined to be error-free and forwarded directly to the output. On other hand, the 

proposed method would continue the whole decoding process to eliminate the errors [2] if the {Bj} 

contain at least a “1” in any of the three cycles. we can clearly understand by seeing the below flow 

chart of figure 3 figure 3.The proposed Method will detect five errors within the three iterations. 

 

Fig3. A detailed schematic of the proposed design for 15 bit   code word 

A detailed schematic of the proposed design for 15 bit code word is shown in Figure 4. The figure 

shows the basic ML decoder with a 15-tap shift register, an XOR array to calculate the orthogonal 

parity check sums and a majority logic circuit which will decide whether the current bit under 

decoding is erroneous and the need for its inversion. The plain ML decoder [2] shown in Figure 1 is 

also having the same schematic structure up to this stage. The additional hardware [2] intended for 

fault detection illustrated in Figure 4 are: a) the control logic unit and b) the output tristate buffers. 

The control unit triggers a finish flag when there is no errors are detected in data read. The output 

tristate buffers are always in high impedance state until the control unit sends the finish signal so that 

the current values are directly forwarded to the output from the shift register. 
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Fig4. Schematic for Proposed Enhanced MLDD 

The control logic shown along with proposed Enhanced Majority Logic Decoder/Detector schematic 

[2] is illustrated in Figure 4.Hence the proposed control unit is shown in below Figure 5.The detection 

process is managed by the control unit. For distinguishing the first three iterations of the Majority 

Logic decoding, a counter is used in control unit as shown in figure 5, which counts up to three 

cycles. The control unit evaluates the output from xor matrix {Bj} by giving it input to the OR 1 gate. 

This output value is fed to two shift registers which the results of the previous stages stored in it. The 

values are shifted accordingly. The third coming input is directly forwarded to the OR 2 gate and 

finally all are evaluated in the third cycle in the OR 2 gate. If the result is “0,” a finish signal is send 

by the FSM (Finite State Machine) which indicates that the processed code word is error-free, then it 

send  the finish signal to tristate buffer. Hence the following codeword in the register is directly fed to 

the output. The ML decoding process runs until the end, if the result is “1”. 

 

Fig5. Schematic of the Proposed Control Unit 
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RESULTS AND DISSCUSION  

Hence the simulation results and RTL Schematics of proposed system i.e. Enhanced Majority Logic 

Decoder/Detector is shown in below, hence the proposed method will correct up to five errors in three 

decoding cycles. Thus, the proposed Method reduces the decoding time, area and power consumption 

by comparing with existing system. Hence the proposed Method Simulation Results are Shown as 

Power saving & Area Utilization compared to codes).existing Method (One step Majority of Logic 

Decodable. Hence  The UART BIST architecture simulation was done through the Xilinx ISE using 

VERILOG HDL. The data address-bit verification can also to be done through this simulation and the 

waveform could be verified by using the XILINX. The corresponding simulation and RTL Schematic 

is shown in the below figure. 

 

Fig6. Memory Block  

 

Figure7. RTL for Proposed Method 

 

Figure8. Waveform for proposed Method 
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Comparing between One Step MLD EG-LPDC and Enhanced MLDD 

Design Block 

Size 

Information 

Bits 

No of .MLD 

Chech Equation 

No of Errors that the code can 

Correct 

One Step MLD EG-

LPDC 

15 7 4 2 

Enhanced MLDD 15 7 4 5 

Table1. Comparisons between Existing Method and Proposed Method 

The Results for Power Consumption, Decoding cycles, Area Utilization and Delay 

Design N Decoding 

Cycle 

Power (in watts) Area (in no. of 

slices) 

Delay 

One Step MLD EG-LPDC 15 15 0.081 120 9.718 ns 

Enhanced MLDD 15 3 0.036 25 7.337 ns 

CONCLUSION  

In this paper, the detection and correction of errors during the first iteration of serial one step Majority 

Logic Decoding of EG-LPDC codes has been studied. Hence the proposed method is An Enhanced 

Majority Logic Decoder/Detector, which will detect and correct up to five errors within three 

decoding cycles, if no errors are found then the decoding process will be stopped; hence the following 

code is directly fed to the output. Hence in the proposed system, the decoding time, power, area, delay 

is reduced by stopping the decoding process when no errors are detected. This papers presents the 

UART based BIST Architecture using VERILOG HDL. Most of the researchers have been used to 

implement this testing algorithm in VERILOG for stable, compact and reliable transmission. The 

structural details have been recognized and it can be integrated into the chip could be easier. The 

UART transmission could be relatively used in all the devices for the reliable transmission of data’s 

from the structure where it could be converter and tested as a bit files generation. This design function 

can be adopted as a technical preserving data’s for communication. The BIST controller as a device 

uses as an efficient bit generation for the chip implementation. 
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Abstract: Present architectures concerns to the advancement in the area, power and speed of different adders, 

different designs starting from the ripple carry adder to the carry select adder and carry tree adders. There are 

many carry tree structures like kogge-stone, sparse kogge-stone, spanning tree, brunt Kung and linder-fishcher 

but these consider only two input black cell or white cell there by the stages will be increased when input length 

increases. In order to overcome the disadvantages that occurred in previous adder methods a novel method 

called different valency block cells is adopted. With this we design basic adders along with Valance structure 

and characteristic evaluation can be carried out. Finally 64 bit hybrid sparse kogge-stone adder with different 

valency block cells can be designed. 

1. INTRODUCTION 

Adder is an important operational block that is associated with many applications which demands 

advance accelerated adder. 

Basically ripple carry adder is the primary parallel adder structure. This gives good result when 

processing bit length is small. As the bit length increases the design produces long carry propagation 

chain introducing latency [7]. 

The next level carry skip and carry chain adders that were proposed also could not meet the 

requirements. There by for better performance we make use of carry select adder and carry tree adder. 

Even though the carry select adder performs well it requires two pairs of the adder with default carry 

„0‟ and „1‟ as inputs thereby increasing the area considerably [6]. 

Hence carry tree adders are promising alternatives. In carry tree adder also many structures are 

proposed which are used for achieving better performance comparatively. On the whole these much 

one  foot back towards the number of levels (black cell and white cell).  

For the advancement referring  to the reduction of the number of black cells we propose the advanced 

concept called as the Valance node for the longer bit length. This has the additional feature of 

pipelining. In our proposed method we designed pipelined hybrid carry tree structure based on the 

Valance nodes. 

This paper proceeds as follows: SectionI deals with the basic introduction followed by Section II 

dealing with the literature survey of the carry tree adder. Section III pertains to the proposed method, 

SectionIV deals with the results generated and discussion followed by SectionV ofconclusion and 

references. 

mailto:thiru.steve@gmail.com
mailto:kavicharan@mrec.ac.in
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2. CARRY TREE ADDERS 

Carry tree adder is also referred as the parallel prefix adder. It basically consists of the three sub 

sections namely [2]. 

 Pre-processing 

 Carry generation 

 Final addition 

In preprocessing, propagate and generate of the corresponding inputs can be calculated. The equations 

are  

G=a&b 

P=a^b 

If A, B are the inputs, generate G is produced by performing logical AND operation to the inputs 

while propagate P is produced by performing the logical XOR operation to the inputs. 

The carry generation stage consists of the black cells and white cells. 

Black cell takes GP value-pairs as (Gleft, Pleft) and (Gright, Pright), then the combined block has the GP 

values as follows: 

Gleft, right = Gleft | (Pleft&Gright) 

Pleft, right = Pleft&Pright 

 

Fig1. Black Cell 

White cell is similar to that of the black except the propagate output i.e. it also takes two pair of GP 

but produces only the G. 

Black cell is connected to another black cell or white cell bit. Black cell is not the final state but white 

cell is the final state. 

 

Fig2. White Cell 

2.1. Kogge-Stone Adder 

The kogge-stone adder can be constructed using the combination of black and white cells based on the 

fundamental carry operator (fco) 

(gL, pL) ο (gR, pR) = ( gL +  pL•gR,   pL • pR) 
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From the design shown below we can easily observe that the count of the black cell and white cell are 

high. It is designed in such a way that the carry will be generated as the old traditional method. 

Thereby the carry is generated for the all inputs. This increases the number of stages thereby 

increasing the area and power [3]. 

 

Fig3. 16 bit Kogge-Stone adder 

By segmenting all the inputs as sub blocks the carry will be generated for the specified blocks only. 

Those sub blocks will propagate carry forming the full structure. Thus, sparse kogge-stone adder was 

introduced. [10],[6]. 

 

Fig4. 16-bit SparseKogge-Stone adder 

3. PROPOSED METHOD 

The black cell will be basic building block for the carry tree adder design. Presently it takes only two 

pairs of propagates and generates and increases as the higher bits are increased. 

In order to overcome the demerits we espoused new method as the advance of the black node where 

we increase the input pairs of PG to reduce the number of levels. 

The corresponding equations for the node can be shown below 

G = (g0 | (g1&p0)| (g2&p0&p1)) 

P = p1&p2&p0 
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Fig5. Black cell with valency-3 

Different valencies like valency-3, valency-4, valency-5 etc. can be constructed to form a huge 

architecture made pipeline with less stages. 

 

(a)   (b) 

Fig6. a) Black cell with valency-4, b) Black cell with valency-5 

The equations for the valency-4 node can be shown below 

G = (g1 | (g2&p1)| (g3&p1&p2)| (g4&p1&p2&p3)) 

P = p1&p2&p3&p4 

The equations for the valency-5 node can be shown below 

G = (g1 | (g2&p1)| (g3&p2&p1)|  

(g4&p1&p2&p3)| (g5&p1&p2&p3&p4)); 

P = p1&p2&p3&p4&p5; 

In our design we are not using the traditional full adder rather we areusing a modified full adder. 

Ourfull adder takes only two inputs carry and propagate input which was calculated at the first stage 

of the operation. 

 

Fig7. Modified full adder 

The proposed 20 bit adder is designed using the  different valency. We use the design methods based 

on the two, five, two valency. In second stage it includes valency-3, valency-4,valency-5. The 

pipelined method can be a concern to the advancement of the specified concept for improvement of 

the featured specifications. 
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The valency will be design by equal segmentation and by this method we generate all the carry‟s for 

the summation. This proposed design will give pipelined parallel design with different values. This 

shows less gate count as compared to the different structures of carry tree adder gate count, more over 

our proposed methodoperation time also less when compared to the other carry tree designs 

[8],[11],[12]. 

.  

Fig8. Proposed 20-bit adder carry tree with valency 2*5*2 

In our proposed adder method the concept is similar to that of the normal Sparse Kogge-Stone adder 

but we utilized the different valency black cell as the elements.  

From the design we know the carry‟s generated for four bits. This carry is given to the block of four 

full adders which will propagate carry through it. This design consumes less gate count compared 

with the present existing different adder methods. 

 

Fig9. Proposed 64 bit Sparse Kogge-Stone adder 
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4. RESULTS AND DISCUSSION 

 

Fig10. Proposed 64 bit simulation result 

There are five Pipelined stages in our design and each stage operates simultaneously. In our design we 

give a=100121727 as input in binary format, and give b=549487465955 also in binary format, when 

added together sum 54958758356 is produced. Different adders were designed and Maximum 

combinational path delay compared with XILINX 14.3. 

Table1. Maximum combinational path delay of different adders 

Type of adder Maximum combinational path delay 

16 bit Kogge_Stone[11] 14.041ns 

16 bit Ripple_Carry[11] 24.686ns 

16 bit Spanning_Tree[11] 21.720ns 

16 bit Sparse_Kogge[11] 17.527ns 

16 bit carry_select_adder[12] 17.501ns 

16 bit carry_skip[8] 24.841ns 

Proposed  method 15.450ns 

Our design shows the better speed performance compared with the different adder structures that are 

listed in the table. Our design shows the 1 ns delay is greater than the kogge-stone adder but kogge-

stone adder takes 5% of LUT utilization but our design consumes only 3% of LUT. 

5. CONCLUSION 

In our proposal we designed different adders like kogge-stone, brunt kung, spanning tree, sparse 

kogge-stone and proposed hybrid adder of same bit width and the characteristic evaluation can be 

done, which shows our proposal gives good records. Moreover we designed the 64-bit sparse kogge-

stone adder also designed. For designing Verilog HDL can be used, simulated using Model-Sim and 

synthesized by XILINX configured to Spartan-6 FPGA.By this, we can conclude that this method not 

only give the better result for the smaller numbers but also for the higher bit lengths. This will be well 

suited for the faster applications which demanding less power and area. 
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ABSTRACT   

In many digital signal processing systems, the multiple constant multiplication (MCM) operation has significant 

impact on the complexity and performance of the design because a large number of constant multiplications are 

required and is also a performance bottleneck in many other DSP systems. For this purpose many efficient 

algorithms and architectures such as shift-add and common sub-expression elimination (CSE) have been 

introduced for the design of low complexity MCM operations. These algorithms are very accurate but it contains 

complexity if suppose we increase the bit length. Therefore to overcome this disadvantage and for low 

complexity MCM operations we introduce an digit serial fir filter whose operators occupy less area and are 

independent of data word length. Thus the proposed method reduces the delay, area and power consumption. 

Hence the proposed method simulation results are shown as less delay and area utilization compared to existing 

common sub-expression elimination (CSE) method. 

Keywords: Digit serial arithmetic, multiple constant multiplication (MCM), common sub-expression 

elimination, finite impulse response (FIR) filters. 

 

INTRODUCTION 

In digital signal processing (DSP) systems such as fast Fourier transforms, discrete cosine transforms 

(DCT’s), and error correcting codes, Finite impulse response (FIR) filters have great importance 

because of their linear- phase characteristics and feed forward implementations. The two forms of FIR 

filters i.e, direct and transposed form FIR filter implementations are illustrated in fig 1(a) and (b). 

 

Figure1. FIR filters implementations. (a) Direct form. (b) Transposed form with generic multipliers. (c) 

Transposed form with an MCM block. 

Although both architecture have similar complexity in hardware, the transposed form is generally 

preferred because of its higher performance and power efficiency [1]. The multiplier block of the 

digital FIR filter in its transposed form, where the multiplication of filter coefficients with the filter 



Mohammed Arif & K.S.Indrani “Design and Implementation of Digit Serial Fir Filter” 

16     International Journal of Emerging Engineering Research and Technology V3 ● I11 ● November 2015 

input is realized, has significant impact on the complexity and performance of the design because a 

large number of constant multiplications are required. This is generally known as multiple constant 

multiplications (MCM) operation. Although area, delay, and power- efficient multiplier 

architectures, such as Wallace [2] and modified booth [3] multipliers, have been proposed, the full 

flexibility of a multiplier is not necessary for the constant multiplications, since filter coefficients 

are fixed and determined beforehand by the DSP algorithms [4].  

Shift- Add Architecture 

 In this method the multiplication of filter coefficients with the input data is generally implemented 

under a shift adds architecture [5], where each constant multiplication is realized using 

addition/subtraction and shift operations in an MCM operation [Fig 1(c)]. For the shif t adds 

Implementation  of constant multiplications, a straightforward method, generally known as digit 

based recoding [6], initially defines the constant in binary. Then, for each “1” in the binary 

representation of the constant, according to its bit position, it shifts the variable and adds up the 

shifted variables to obtain the result. 

 As a simple example, consider the constant multiplications 29x and 43x.Their decompositions in 

binary are listed as follows: Which requires six addition operations as illustrated in Fig. 2(a). 

 

EXISTING SYSTEM 

MCM is involved to produce constant multiplication in Digital Signal Processing (DSP) systems, 

MIMO (Multiple Input Multiple Output) systems, Error correcting codes, Frequency multiplication, 

Graphics and Control applications. In such applications full fledge of multipliers are not needed. Since 

coefficients are constant to produce constant multiplication. Once the MCM architecture is 

constructed, it can be called as many times it required. Constant multiplication either can be done by 

digit parallel design or digit serial design. Digit parallel design of constant multiplier needs external 

wire for shifting. It requires more area while implementation takes place in FPGA or any other ASIC. 

Hence digit serial design overcomes area constrain with acceptable delay timing. Multiplication with 

constant is called constant multiplication. 

Common Sub-Expression Elimination Method 

In existing, in order to design MCM architecture without partial product sharing algorithm (Digit 

based recoding), Common Sub-expression Elimination (CSE) algorithm [7]-[9] is used in existing 

methods. According to MCM principle constant multiplication is performed by number of shifting and 

addition operation. For the pair, 29x and 43x without partial product sharing algorithm requires six 

addition and six shifting operations and CSE algorithm requires four additions and four shifting 

operations. As shown in below figure 2(a) and 2(b). 

However, the digit-based recoding technique does not exploit the sharing of common partial products, 

which allows great reductions in the number of operations and consequently and consequently, in area 

and power dissipation of the MCM design at the gate level. Hence, the fundamental optimization 

problem , called the MCM problem, is defined as finding the minimum number of addition and 

subtraction operations that implement the constant multiplications. Note that, in parallel design of 

constant multiplications, shifts can be realized using only wires in hardware without representing any 

area cost. 
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Figure2. Shift-adds implementations of 29x and 43x. (a) Without partial product sharing [7] and with partial 

product sharing. (b) Exact CSE algorithm [10] 

The algorithm design for the MCM problem is common sub expression elimination(CSE) algorithm 

initially extract all possible sub expressions from the representation of the constants when they are 

defined under binary ,canonical signed digit(CSD) [7], or minimal signed digit(MSD) [8]. Then they 

find the “best” sub expression, generally the most common, to be shared among the constant 

multiplications. Returning to our example in fig.2 the exact CSE algorithm gives a solution with four 

operations by finding the most common partial products 3x=(11)binary x and 5x=(101)binary x when 

constants are defined under binary, as illustrated in fig.2. Compare to the digit based recoding 

technique CSE MCM algorithm is very accurate but it contains complexity if suppose we increase the 

bit-length. We know that whenever we increase the bit length the architecture of multiplier will gets 

changes so that changing the bit length will increases the architecture in MCM. So, because of this 

disadvantage what happens was the efficiency of the system will gets reduced because with the 

increased architecture delay will be more so that area, power will gets increases. In order to overcome 

these constraints we proposed a new method which is a Digit-series FIR Filter   

PROPOSED SYSTEM  

Here in proposed method  which is a Digit-Series FIR Filter, here we are increasing the bit length so 

that  what happens means even though we are increasing the bit length , architecture will not gets 

increases it just divides the bit length [13] so that there is no such a complexity exists in this new 

method.  We implemented for both 29x,43x,59,89x, so in this we are going to compare the delay area, 

efficiency  and power between the existing method and proposed method. So compare to existing 

method proposed method must gives the less delay compare to previous method. 

 

Figure3. 29,43,59,89 coefficient for Digit-series FIR Filters 
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However, in existed method the algorithms assume that the input data x is processed in parallel. On the 

other hand, in digit serial arithmetic, the data words are divided into digit sets, consisting of d bits, that 

are processed one at a time. Since digit-serial architectures offer alternative low complexity designs 

when compared to the bit-parallel MCM design. 

29x = x<<3+x<<2+x. 

43x = x<<2+x<<1+x. 

59x = x<<4 - x<<2 – x. 

89 = x<<2 – x<<1 – x. 

In existing method the output for each and every coefficients will needs only one clock cycle. In 

proposed method the output which are coefficients will needs atleast two or more than two clock 

cycles i.e, the output will comes after some clock cycles but the complexity will be less so that even 

though it needs more clock cycles to retrieve the output delay will be very less and efficiency will be 

more. 

RESULTS AND DISSCUSION  

The proposed design has been simulated using Xilinx and Modelsim, the wave form obtained after 

simulating is as shown in below figs. 

 

Figure4. Block diagram of FIR_MCM 

 

Figure5. RTL ARCHITECTURE of FIR MCM 
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Figure6. Output Waveform of FIR MCM 

Table1. Delay for Existing FIR MCM 

 

Table2. Area of Existing FIR MCM 

 

 

Figure7. Block Diagram for Digit Serial FIR FILTER 
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Figure8. RTL schematic architecture for DIGIT SERIAL FIR FILTER 

 

Figure9. Output Waveform for Digit Serial FIR FILTER 

Table3. Delay for DIGIR SERIAL FIR FILTER 
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Table4. Area of SERIAL FIR FILTER 

 

CONCLUSION  

In this paper, we introduce the Digit Serial FIR Filter it divides the input bit-length and then by using 

shifting, addition, subtraction it process its operation and gives the output at different clock cycles. But 

in previous method it was designed by using MCM, in this method it has high complexity but it gives 

the output at single clock cycle only. The main difference between the existed and proposed method 

was about complexity, area, delay and power .In, existing the output need only single clock cycle but 

in proposed the output achieves at different clock cycle which is one of the constraint in this proposed 

method. Here, we are comparing Delay, Area, Power and Efficiency with the previous method which is 

a MCM method. So, based on Experimental results the proposed method got less delay and area and 

efficiency got increased when compared to the previous method. 
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ABSTRACT 

This paper proposes a multi modes AHB on-chip bus tracer for versatile System on Chip (SOC) debugging and 

monitoring named AHB multi resolution bus tracer. This bus tracer is capable of capturing the bus trace with 

different resolutions, with all the efficient built-in compression mechanism to meet different range of needs. In 

addition, it also allows the users to switch the tracer resolution dynamically so that the appropriate resolutions 

levels can be applied to different segments of the trace. In this paper for this work we are using the well-defined 

interface standard, the Open Core Protocol (OCP) and will be focusing on the design of the internal bus 

architecture. We are going to built an efficient bus architecture that support the advanced bus functionalities 

which are defined in Open core Protocol (OCP), which also includes different types of transactions using 

modes. Here we are going to compare the proposed method with the existing method in order to prove the 

proposed method is more efficient than the existing. We also prove some constraints like area, delay, power, 

efficiency. It is done in XILINX 14.2 version using Verilog HDL language.  

Keywords: soc, ocp, tracing, resolution, modes. 

 

INTRODUCTION 

The On-chip bus is an important System on Chip (SOC) infrastructure. In other words, grouping lot of 

protocols or any other blocks on a single chip is said to be System on Chip (SOC) which connects other 

major components. Monitoring the On-chip bus is crucial to the SoC debugging and performance 

analysis/optimization. Because of this, such signals are difficult to observe since they are embedded in a 

SoC and there are often no sufficient I/O pins to access these signals. Therefore, a straight forward 

approach is taken where a bus tracer in SoC will capture the bus signal trace and store the trace in an on-

chip storage in such a way that the trace memory can be offloaded to outside world for analysis. SoC 

chip mainly contains a large number of  IP cores that communicate with each other through on-chip 

buses. In recent days, the growth of SoC chips and reusable IP cores were given higher priority because 

of its less cost and reduction in the period of time to market. These interfaces play an important role in 

SoC and should be taken care because of the communication between the IP cores. As the VLSI 

technology is increasing continuously, the data communication between the IP cores also increasing 

substantially. Due to which the ability of the on-chip bus to deal with large amount of data is becoming a 

dominant factor for all the over-all performance. The on-chip bus design can be mainly divided into two 

parts bus architecture and bus interface. The bus interface refers to the set of their interface signals and 

corresponding timing relationship. Whereas the bus architecture contains the internal components of 

buses and interconnections among the IP cores. The widely accepted on-chip bus, AMBA AHB [1], 

defines a set of bus interface to facilitate basic (single) and burst read/write transactions.  AHB also 

defines the internal bus architecture, which is mainly a shared bus component of multiplexors. The 

multiplexer based bus architecture works-well with a design which has less/small number of IP cores. 

When the number of integrated IP cores increases, it is quite obvious that the data communication 

between the IP cores also increases. And it will become quite frequent that two or more master IP‟s 
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would request the data from different salves at the same time. Here, in this work the bus tracer is capable 

of tracing signals before/after the event triggering, named pre-T/post-T tracing respectively. This factor 

provides more flexible tracing to focus on the interesting points. 

OCP INTERFACE 

Open Core Protocol (OCP) is an interface aiming to standardize and simplify the system 

integration problem. The Open Core Protocol (OCP) will focus mainly on the IP core requirements 

instead of the on-chip bus requirements. The Open Core Protocol (OCP) protocol is a 

communication protocol which defines point to point interface between two communicating 

entities, such as IP cores and bus interface modules. Where one entity acts as the Master and other 

as the Salve. If we want to communicate multiple masters and multiple slaves at a time with a 

grand signal with address and the data lines, there will be a miss communication occurs. There is 

data over riding miss communication occurs. To avoid data over riding and for the efficient 

communication we are making use of a protocol the OCP protocol. This will be deciding „what 

master has to make use of the properties of what slave, and what slave has to make use of the 

properties of what master‟ at a time. 

Most of the bus functionalities defined in both AXI and OCP are quite similar. The main difference 

between them is that divides the AXI address channel independent channel write address and read 

address channel such that both the write and read transactions can be processed at the same time. 

However the additional area of the channels is the punishment. Some previous work has examined 

on chip buses of different aspects. The work in [3] and [4] shows high-level AMBA bus models 

with fast simulation speed and high accuracy of the timing.  

In this work we present a powerful on-chip bus design with OCP as the bus interface. We are 

choosing this OCP because this OCP will focus mainly on the IP core requirements instead of on-

chip bus requirements. It is also be chosen because it is open to public and provide some free tools 

to verify this protocol. Moreover, the proposed bus is flexible in such a way that the bus 

architecture can adapt to system requirements. 

ON CHIP BUS 

The different bus functionalities are Burst, Lock, Pipelined and Out of order transactions.  

Burst Transactions  

The burst transactions are comprised of a set of transfer linked together having a defined address 

sequence and number of transfers. Different combinations of protocol phases are used by different 

types of transfers. It can be classified into multi-request burst and single request burst. Figure1 

shows the two types of burst transactions. In Figure 1(a) shows the multi burst transaction where 

the address information must be issued for each command of a burst transaction. Due to which 

unnecessary overhead occurs. Whereas Figure 1(b) shows the single burst transaction where the 

address information is issued only once for each burst transaction.  

 

Fig1. Burst transactions 
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Lock Transactions 

Lock Transaction is a protection mechanism for masters that have low bus priorities. Whenever a 

higher priority master issues a request, the read/write transactions of the master with the lower 

priority would be interrupted without this mechanism. It prevents an arbiter from performing 

arbitration and assures that the lower priority masters can complete its granted transactions without 

being interrupted. 

Pipelined Transactions (Outstanding Transaction) 

The below Figure 2(a) and (b) shows the difference between the Pipelined and Non-pipelined (also 

called Outstanding transaction). In Fig 2(a) for a Non-pipelined transaction a read data must be 

returned after its corresponding address is issued plus a period of latency. For E.g.; D21 is sent right 

after A21 is issued plus t. On other side for a pipelined transaction shown in Fig 2(b) this hard link 

is not required. Therefore, A21 can be issued right after A11 is issued without waiting for the return 

of data requested by A11(i.e., D11-D14). 

 

Fig2. Pipelined transactions 

Out-of-Order Transaction 

The out-of-order transactions allow the return order of responses to be different from the order of 

their requests. These types of transaction can definitely improves or increases the communication 

efficiency of the SoC systems containing  IP cores with various access latencies as shown in the 

below Figure3. The Fig 3(a) shows the transaction which does not allow out-of-order transaction 

the corresponding responses of A21 and A31 must be returned after the response of A11. Where on 

the other hand Fig 3(b) support out-of-order transaction where the response with the shorter access 

latency ( D21, D22 and D31) can be returned before those with longer latency (D11-D14) and thus 

the transaction can be completed in much less cycles. 

 

Fig3. Out-of-order transactions 

ON CHIP BUS DESIGN  

The architecture of the proposed on-chip bus is illustrated in Figure 4, where an example with two 

masters and two slaves is shown. A crossbar architecture is employed such that more than one master 

can communicate with more than one slave simultaneously.  
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Fig4. Block diagram of OCP bus architecture 

Arbiter 

At a time multiple master is been granting or taking the service of a single slave then we can prioritize 

these masters with the help of a block called Arbiter block. In shared bus architecture, resource 

contention happens whenever more than one master request the bus at the same time. For 

crossbar/partial crossbar architecture, resource contention occurs when more than one master is to 

access the same slave simultaneously. Therefore, here each slave IP is associated with an arbiter that 

determines which master can access the slave. 

Decoder  

In the OCP protocol decoder selects the one slave among the slaves which are more than one exists in 

the system and decodes the address and decides which slave return response to the target master. 

Decoder also checks whether the transactions address is illegal or nonexistent and responses with an 

error message. 

Multiplexer 

A multiplexer solves the problem of resource contention whenever more than one slave returns the 

responses to the same master. It selects the response from the salve that has the highest priority. 

FSM-M & FSM- S 

The request and response processes is purely depends on the fact that whether a transaction is a read 

or a write operation. For a write transaction, the data which is to be written is sent out along with the 

address of the target slave, the transaction is considered to be completed only when the target slave 

accepts the data and acknowledges the reception of the data. For the read operation, the address of the 

target salve is first sent out and the target slave will issue an accept signal when it receives the 

message. 

Scheduler  

Out-of-order transactions in both OCP and AXI allow the order of the returned responses to be 

different from the order of the requests. In particularly OCP protocol, each out-of-order transaction is 

tagged with a tag ID by a master. For those transactions with the same Tag ID, they must be returned 

in the same order as requested. 

EXISTING METHOD  

Here, the existing method was about the Resolution concept. In this method we are interfacing OCP 

with the Multi- Resolution based AHB Bus. Resolution architecture mainly contains Master, arbiters, 

slave and their corresponding responses. This method is a continuous process i.e, here there exists a 

response signal between   master to arbiter, arbiter to slave and from slave to arbiter which is a         

bi-directional response. But there is no such a response exists between slave to master.  
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Operation: Whenever we transmit the data to the master it will sends that data to the arbiter based on 

acknowledgement and then arbiter send response first to the slave in order to know whether slave is 

ready to take data or not. Slave receives the signal from the arbiter and it again resends the response to 

the arbiter whether empty or not. so based on slave‟s response  arbiter will sends the data to slave. But 

because of lack of response signal between the master and slave there is no such a response reply‟s 

exist between slave and master so that master doesn‟t know whether the data received or not so master 

waits for some amount of time and it again sends the new data like this it continuously repeats its 

process without any Break in the signal so, because of this type of continuous process   whenever we 

need a particular data from that address there will be data loss occurs and delay will gets increases and 

efficiency get decreases. 

 

Fig. Block Diagram for Multi-Resolution OCP 

So, in order to overcome all the above constraints we implemented a new method which is a Modes 

based OCP. 

PROPOSED METHOD 

In order to overcome the constraints in existing method we implemented Modes AHB Bus using OCP. 

Here, we are interfacing OCP with the Mode based architecture.  

 

Fig. Block Diagram for Multi-Mode OCP 

Combining the abstract level in the signal dimension and in the timing dimension, we are using five 

modes in different granularities as shown in the below figures. These five modes are   Mode FC (full 
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signal, cycle level), Mode FT (full signal, transaction level), Mode BC (bus state, cycle level), Mode 

BT (bus state, transaction level) and Mode MT (master state, transaction level). Now, we will discuss 

the usage of these modes in the following. 

At Mode FC (full signal, cycle level), the tracer traces all the bus signals cycle-by-cycle by which the 

designer can observe the most detailed bus activities. This Mode FC is very useful. By looking at the 

detail signals the cause of the error can be diagnosed with the help of this Mode. However, since the 

traced data size of this mode is huge, the trace depth is the shortest among the five modes. 

At Mode FT (full signal, transaction level), in this Mode the tracer traces all the signals only when 

their values are changed.  In other words, this mode traces the untimed data transaction on the bus. 

When compare to the Mode FC, the timing granularity is abstracted in the Mode FT. Hence the trace 

depth in the Mode FT increases.   

At Mode BC (bus state, cycle level), to represent bus transfer activities in the cycle accurate level, the 

tracer uses the BSM such as NORMAL, IDLE, ERROR and so on. Compare to Mode FC, although 

this Mode BC still captures the signals cycle-by-cycle, the signal is abstracted. Thus, the designer can 

observe the bus handshaking states without analyzing the detail signals. 

At Mode BT (bus state, transaction level), the tracer uses the bus state to represent bus transfer 

activities in the transaction level. The traced data is abstracted in both the timing level and signal 

level. This Mode BT is a combination of Mode BC and Mode BT. In this mode, designer can easily 

understand the transactions without analyzing at cycle level. 

At Mode MT (master state, transaction level), here the tracer records only the master‟s behaviors 

such as read, write or burst transfer. It is the highest abstraction level. This feature is very suitable for 

analyzing the master‟s transaction. The major difference of the Mode MT compared with Mode BT is 

that, this Mode does not record the transfer handshaking activities and does not capture signals when 

the state of the bus is IDLE, WAIT and BUSY. Thus, designers can concentrate only on the master‟s 

behavior. 

RESULTS & DISCUSSION  

The proposed design is coded in VERILOG language and stimulated by using Xilinx ISE tool. The 

following figures show the stimulated waveforms for BC, BT, FC, FT and MT. 

 

Fig. rtl schematic 



Mohammad Yousufuddin & Bharathi Subhashini “Interfacing OCP on A On-Chip Bus” 

International Journal of Emerging Engineering Research and Technology V3 ● I11 ● November 2015    35 

 

Fig. FC_Mode 

 

Fig. FT_Mode 

 

Fig. BC_Mode 

 

Fig. BT_Mode 
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Fig. MT_Mode 

 

(a) 

 
(b) 

Fig. (a) & b) Waveforms for MODE-OCP 

AREA & DELAY  

The following figures shows the area and delay reports for existed and proposed methods 

 

Fig. exist_ area 
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Fig. delay _exist 

 

Fig. area_proposed 

 

Fig. delay _propose 

CONCLUSION 

In proposed method we implemented OCP Bus using Multi resolution modes, so that based on modes 

the system will transfer the data properly from Master to Slave. The Real-time Compression and 

Dynamic Multi-Resolution AHB bus tracer in SoC is designed successfully and the coding is done in 

VERILOG. The synthesis is done by using the Xilinx ISE tool. The Designed Tracer works properly 

for all the modes such as Mode FC, Mode FT, Mode BC, Mode BT and Mode MT. Tracer design is 

verified for all the test cases. So based on the experimental results the proposed method is proved to 

be very efficient way in data communication when compared to that of the existing method. 
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ABSTRACT 

The thermocouple is standardized by the National Institute of Standards and Technology. This project show how 

to implement a thermocouple interface with MSP430F5529.The thermocouple interfaces with the 

MSP430F5529’s integrated 12-bit analog/digital converter (ADC12_A) through an operational amplifier 

circuit(LM358).The MSP430 encodes the thermocouple readings into a digital value, converts them to 

temperature, and stores them in memory and then display on LCD display. The thermocouple circuit interfaces 

with the MSP430F5529 microcontroller from Texas Instrument .The MSP430F5529 is a 16-bit ultra-low-power 

microcontroller with 20-bit addressing and an integrated high performance 12 bit analog-to-digital converter 

(ADC).The integrated ADC is used to convert the digital values into temperature and stores them in memory. A 

complete code set accompanies this document. For this document, a Type K thermocouple is used, and the 

measured temperature range is limited to 0Cto 100C.A thermocouple is a temperature sensor that consists of two 

dissimilar metals welded at one end. In industry, certain combinations of alloys have been standardized in this 

application i.e (chromel-alumel) is used ,a Commonly used general purpose Type K thermocouple is used given 

their low cost and large temperature range (-200C to +1350C),Type K thermocouple are the most commonly 

used general purpose thermocouples. Compared to thermistors, thermocouples sacrifice precision and accuracy 

for an extremely wide temperature range. Because of this, thermocouples tend to be used in industrial 

applications where very high temperature may be encountered. 

Keywords: MSP430F5529, Thermocouple Sensor(Type K),LCD, ADC12 ,LM358 

 

INTRODUCTION 

As world grows ever smarter, the use of electronics system in industrial, consumer, home automation 

and other areas have become progressively commonplace. With this trend comes the increasing need 

for the electronics system to be aware of elements of the operating system, Whether it be a refrigerator 

making sure to keep the milk cold, a water heater ensuring the shower is not too hot or too cold or a 

glucose knowing that the ambient temperature is within the specified range for correct test strip 

operation, temperature sensing is everywhere. There are many different methods and devices that may 

be used to measure temperature within an electronic device, and this paper will discuss some 

considerations and available when selecting a temperature-measuring device .Due to its ultra-low-

power nature, the MSP430 microcontroller is well-suited for monitoring temperature within many 

different devices. The objectives of this paper are understanding the MSP430F5529 controller, 

Thermocouple sensor for detecting temperature in industries, and code composer studio v6 code 

development and dumping it on MSP430F5529 controller board. 

LITERATURE REVIEW  

This section explains about the block diagram and specifications of the paper. Before going to start 

this paper ,identified the modules and software’s which are required to do this proposed system and 

after this paper ,identified the modules and software’s which are required to do this proposed system 

and after that combining all this modules finally design the proposed system of block diagram is done. 

Existing System 

In this existing system, the thermocouple finds the temperature in the educational institutions, furnace 

regions, metro cities, industrial areas, universities and metro and other locations selected for 

establishment of such energy centres where the waste heat can be easily available and can be recycled 
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after conversion to the same system. In reality, thermocouples are affected by such issues such as 

alloy manufacturing uncertainties, aging effects and circuit design mistakes/understandings. 

Proposed System 

In this proposed system, we are doing this project by using Furnace management system by using 

candle light, by soldering rod, water heater. So that we can find out the accurate room temperature 

weare using this proposed new method by MSP430F5529 microcontroller, so the microcontroller will 

take consume less power and it saves the power  

HARDWARE IMPLEMENTATION 

The block diagram of the design is as shown in Fig.1. It consists of power supply unit, microcontroller, 

Thermocouple sensor, ADC12 and LCD .the brief description of each unit is explained as follows. 

 

Figure1. Block diagram Thermocouple Interfacing for MSP430F5529 Microcontroller 

MSP430F5529 

The microcontroller MSP430F5529 series is an ultra-low-power mixed signal microcontrollers with 

built-in 4x16-bit timers with PWM capability, up to 40 I/O pins, a 12 channel comparator, and built-in 

communication capability using the universal serial communication interface. In addition, it also has a 

12-bit analog-to-digital (A/D) converter. It is the heart of the circuit, holds the logic to run each of the 

peripherals. 

 

Figure2. MSP430F5529 launch pad 

Thermocouple Sensor (Type K) 

The thermocouple sensor is a sensing device used to measure the temperature range Type K (chromel 

–alumel) is the most common thermocouple purpose general thermocouple with a sensitivity of 

approximately 41μV/°C approximately (chromel positive relative to alumel when the junction 

temperature is higher than the reference temperature).It is expensive, and a wide variety of probes are 

available in its −200 °C to +1350 °C / -330 °F to +2460 °F range. Type K was specified at a time 

when metallurgy was less ad Type K was specified at a time when metallurgy was less advanced than 

it is today, samples and consequently characteristics may vary considerably bet and consequently 

characteristics may vary considerably between samples. One of the constituent metals, nickel, is 
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magnetic; a characteristic of thermocouples made with magnetic material is that they undergo a 

deviation in output when the material reaches its Curie point; this occurs for type K thermocouples at 

around 185 °C. Type K thermocouples may be used up to 1260 °C in non-oxidizing or inert 

atmospheres without rapid aging. In marginally oxidizing atmospheres (such as carbon dioxide) 

between 800 °C–1050 °C, the chromel wire rapidly corrodes and becomes magnetic in a phenomenon 

known as "green rot"; this induces a large and permanent degradation of the thermocouple, causing 

the thermocouple to read too low if the corroded area is exposed to thermal gradient. Another source 

of drift in type K thermocouples is that near 400 °C, a slow reordering in the chromel wire occurs; this 

is reversible and leads to hysteresis between heating and cooling. 

 

Fig3. Thermocouple sensor(Type K) 

LM358 IC 

The LM358 is a low power dual operational amplifier integrated circuit originally introduced by 

National Semiconductor, it is used in detector circuits. The LM358 datasheet that it consist of two 

independent, high gain internally frequency compensated operational amplifiers which were designed 

specially to operate from a single power supply over a wide range of voltages designed. Operation 

from spilt supplies is also possible and the low power supply current drain is independent of the 

magnitude of the power supply voltage. The LM358 are available in a chip sized package (8-Bumo 

micro SMD) using National’s micro SMD package technology. 

 

Fig4. LM358 IC 

SOFTWARE IMPLEMENTATION 

Code Composer Studio 

CCS is the integrated development environment for TI’s DSP, microcontroller and application 

processors. It includes compilers for each of TI’s device families, source code editor, project build 

environment, debugger, profiler, simulators and many other features. Following are the steps for 

implementing application.  

 Open CCS and select a workspace directory. 

 Select project > import existing CCS/CCE eclipse project. 

 Make sure the project is selected and click finish. 

 Build and Debug the code on MSP430F5529. 

 Connect “eZ-FET” USB to the PC.1 

PROCEDURE AND RESULTS 

Procedure 

The thermocouple will detect the temperature from the furnace and it is being sent to the amplifier IC 

of type (LM358) and it is used to maximize precision ,i.e it converts micro volts(uv) to mill volts(mv). 
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The MSP430F5529 collects the information from amplifier and sends the data to the ADC12 which is 

in built in the microcontroller and its takes the analog signal and converts that signal into digital 

values. The MSP430 encodes the thermocouple readings into a digital value, converts them to 

temperature, and stores them in memory and then display on LCD display. The thermocouple circuit 

interfaces with the MSP430F5529 microcontroller from Texas Instrument. 

Results 

 

Fig5. Thermocouple interfacing with MSP430F5529 when Power is off 

 

Fig6. Thermocouple interfacing with MSP430F5529 when Power is on and displays the room temperature 

ADVANTAGES 

 Temperature range is -200C to +1260C 

 Robust  

 Rapid response 

 No-self heating 

DISADVANTAGES 

 Complex signal conditioning 

 Accuracy 

 Susceptibility to corrosion 

 Susceptibility to noise 

APPLICATIONS 

 Steel industry 

 Gas Applicance safety 

 Manufacturing 

 Power production 
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CONCLUSION AND FUTURE SCOPE 

Conclusion 

This proposed model of thermocouple interfacing with MSP430F5529 microcontroller using furnace 

management system is achieved successfully whenever the temperature is displayed on the LCD, in 

this we can detect the high temperature and control the temperature whenever it is high, or whenever 

it is low, so mainly this is used in real time in boilers in industries for measuring the temperature. So 

for further indication of recognising the temperature values whenever it is high or low, we can add a 

buzzer, to know when it is danger of exceeding the values. 

Future Scope 

The future scope is in these days the society face the energy crisis but also harmful effects of 

pollution. The thermoelectricity is a “Green Technology” to generate without any harmful effect. The 

educational institutions, furnace regions, metro cities, industrial areas, universities and other locations 

can be selected for the establishment of such energy centres where the waste heat can be easily 

available and can be recycled after conversion to the same system. 
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ABSTRACT 

LED’s are a better way to illuminate any kind of sign. Advances in processor or design, display technology and 

lithium batteries have LED to a new generation of powerful, compact and cost efficient. One of the applications 

of LED’s is scoreboards. A scoreboard is a board for publicly displaying the score in a game played between 

two teams. Most levels of the sport use at least one scoreboard for keeping score, measuring time and displaying 

statistics. In these, digits are often composed of large dot-matrix or seven segment displays made of 

incandescent bulbs or light emitting diodes. An official or neutral person will operate the scoreboard using a 

control panel i.e., IR Remote control. The main objective of this project to display LED’s values which are 

transmitted wireless by using MSP430 microcontroller device. The MSP430 device is selected to interface 

between the IR communication module and the display module. This application report is only for displaying 

numerals on the scoreboard but the same concept can be applied to display alphabets. A scoreboard that is used 

as an inside display for inside sporting events is selected for this project.   

Keywords: MSP430F5529 microcontroller, IR remote, TSOP Decoder, SMD LED module. 

INTRODUCTION 

SMD LED’s used in the scoreboard are quite small since it has no leads or surrounding packaging that 

comes with a standard LED. Two main factors determine whether a display can be used inside or 

outside. The first factor is weather durability and secondly, outside displays use different LEDs than 

inside displays. This means it's best handled, not by a human, but by automated assembly equipment. 

For instance, here I am using for indoor display screens. SMD LEDs work well because you can 

arrange a large number of diodes in tight groups of red, blue and green, generating a large variety of 

colors. This LED gives high brightness while it has lower power consumption than of a normal LED 

light tubes (e.g. dip or cluster led) and traditional light bulbs. The purpose of this project is to provide 

generic information by displaying numerical on the scoreboard which is transmitted wirelessly with 

the help of IR Remote module by using MSP430F5529 microcontroller. RC5 is an encoding standard 

used in infrared remote control signal transmission. The TSOP 1738 decoder is a member of IR 

remote control receiver series, supporting all major transmission codes.  

OBJECTIVE 

The main objective of this project is to display LED’s values which are transmitted wireless by using 

MSP430 microcontroller device. The recommended design provides information regarding LED 

display which is specifically designed for either inside or outside use. The MSP430 device is selected 

to interface between the IR communication module and the display module. 
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Objectives of this paper is understanding MSP430 controller and all specifications like power 

requirements I/O ports availability, IR Remote control module for communication purpose, SMD 

LED and Embedded C code development is in CCS4 IDE. Finally understanding the interfacing of IR 

remote control module and display module is done with MSP430F5529 controller. 

The rest of this paper is written as follows. In section III, operation principle is introduced. Section IV 

originates the hardware implementation for SMD led display. Section V clarifies about firmware 

implementation. Section VI explains about working procedure and results. Future scope and 

conclusion are presented in section VII.   

OPERATING PRINCIPLE 

In this project, the IR remote control module is used to operate consumer electronic devices. The 

hardware design consideration for a wireless SMD LED based display design consists of two 

modules: IR transmitter section and IR receiver section.  

A. Infrared Remote Control 

High performance infrared remote control systems are perfect for industrial and home based 

applications where accidental operations are undesirable. It increases operator safety and productivity. 

The scoreboard is controlled by IR remote, even when if there is no witness for the players, they still 

can add their scores by the remote control without going up to the board as other regular scoreboards. 

B. Infrared 

Infrared(IR) is invisible radiant energy, electromagnetic radiation with longer wavelengths than those 

of visible light, extending from the normal red edge of the visible spectrum at 950 nm. The main 

technology used in LED remote controls is infrared (IR) light. There must be a line of sight between 

the transmitter (light source) and the receiver (light detector).which is invisible to the human eye. The 

human eye can see in the visible light portion of the spectrum chart as shown in below fig.1  

 

Figure2.  Light Spectrum chart 

Take a TV remote and press a button while pointing it at camera for a simple demonstration of how a 

camera can see IR as shown in fig.2 

 

Figure2.  Infrared Light 
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C. IR Modulation  

The infrared light is emitted from an IR led controlled by the modulated signal from the 

transmitter’s MCU. Modulation can help the receiver distinguish the desired signals from all other 

infrared noise sources. The modulation is done by RC5 modulation protocol  

 

Figure3.   Signal modulation 

In fig.3, IR modulation is a technique that involves PWM an infrared led at certain 36 KHz frequency. 

The demodulated signal can be directly connected to the receiver’s MCU for decoding. 

D. RC5 Protocol 

A feature of bi-phase encoding (Manchester coding) is that the encoded signal will consists entirely of 

pulses signal high and signal low either a full duration. The encoder accepts data and control signals, 

encodes commands and outputs the commands to a suitable LED transmission circuit. 

 

Figure4.  RC5 Protocol 

E. Communication 

Wireless communication, as the term implies, allows information to be exchanged between two 

devices without the use of wire or cables. A wireless keypad sends information to the computer 

without the use of a keypad cable. Information is being transmitted and received using 

electromagnetic radiation. By controlling the spacing between the transmitted modulated signals, the 

waveform can be read by an input pin on a microcontroller and decoded as serial bit stream. The 

distance between the remote and the display is less than 20ft and the front of the sign are easily 

accessed. The message is changed infrequently and therefore storing all of the possible messages is 

not necessary. 

HARDWARE IMPLEMENTATION 

In this project, hardware design considerations for a wireless LED design consists of two modules. 

Firstly IR transmitter in which systems is trained by the individuals who will be using the system 

which consists of IR Remote.  
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Figure5.  Block Diagram 

Secondly receiver section in which systems is trained to respond to a transmitter signal which consists 

of microcontroller, led scoreboard and making programming features possible and operate properly. 

A. IR Transmitter 

As we know remote control devices uses IR light. This is invisible light about 950nm wavelength. In 

order to exclude other sources, IR signal is modulated by some frequency and receiver has to be tuned 

for this frequency. Mostly remote controls transmits IR signal using 36 KHz frequency signals. 

Transmitting and coding is one part which can be done easily than receiving and decoding.  When a 

key is pressed in remote control the processor wakes up to transmit the appropriate IR command 

otherwise it remain in low power sleep mode. 

B. IR Receiver 

The easiest way to receive the pulse sent from transmitter is to use an integrated IR receiver module 

like TSOP1738. This TSOP1738 receiver simply removes 36 KHz carrier signal and gives clean 

pulses that are used for device control. Members of TSOP17XX series are sensitive to different center 

frequencies of the IR spectrum. This can be used for remote controls burglar alarms etc.  

C. MSP430F5529 Microcontroller 

MSP430F5529 Micro controller series is an ultra-low power mixed signal microcontroller. This series 

are able to run up to 25 MHz, have up to 256 KB flash memory and up to 18 KB RAM. This flash 

based family features low active power consumption with up to 25 MIPS at 1.8V-3.6 V operation and 

fully integrated LDO with programmable regulated core supply voltage.  The controller is the heart of 

the hardware circuit. The MSP430 microcontroller device is selected to interface between the IR 

communication module and the display module.  

D. Light Emitting Diode 

SMD LED stands for surface mount LED. It’s a light emitting diode that is mounted onto and 

soldered onto a circuit board and used in indoor display screens.  

 

Figure6. SMD LED 
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The above fig.6 is an SMD LED with seven segment technique. It works with low current operation, 

excellent numerical appearance and easy mounting on P.C. boards. Location of use; either inside or 

outside, viewing angle and time, communication method used and character or numerical size should 

be considered when selecting an LED scoreboard. 

Different techniques can be used in this project for display scoreboards such as dot matrix, seven 

segment display, TLC5940 (16 channel) device or TLC5947 (24 channel) device. In this project I am 

using SMD LED with seven segment display. The LEDs are controlled by three SN74LS47N shift 

registers. This SN74LS47N is an open-collector outputs drive indicators directly and leading/trailing 

zero suppression. 

 

Figure7.  Absorbency 

A broad range of wavelengths of infrared light spectrum is at 750nm to 1mm is used in this project. 

The broadest range of visible LED light is red color. Because of the cones in the human retina, the red 

and yellow colors are best seen by the human eyes. The scoreboard in this application displays red 

numbers and is clearly visible at a minimum of 30ft.  

FIRMWARE IMPLEMENTATION 

The development environment used in this project is Code Composer Studio4 (CCS4). Code 

Composer Studio4 (CCS4) is an integrated development environment for TI’s DSPs, microcontrollers 

and application processors. Code Composer Studio includes a suite of tools used to develop and 

debug embedded applications, project build environment and many other features. The following are 

the steps for the firmware implementation 

1. Open CCS and select a workspace directory. 

2. Select project  > Import Existing CCS/CCE Eclipse Project. 

3. Browse to the extracted project directory.  

4. Make sure the project is selected and click Finish. 

5. Connect the MSP-EXP430F5529 Experimenter Board “eZ-FET” USB to the PC. 

After the program is compiled and the build is complete a .hex file is generated in .exe folder in the 

project directory. Then the .hex is programmed to the MSP430 device. 

WORKING PROCEDURE AND RESULT 

A. Working Principle 

The main objective of this project is to use Infrared frequency signal to control the SMD LED 

scoreboard display. IR remote control consists of keypad is used to send information to receiver side. 
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The microcontroller device is selected between the IR remote and display module. The 

microcontroller receives the IR frequency signal from the receiver and it decodes and display 

information on the scoreboard display. All this process is controlled by MSP430F5529 

microcontroller. The distance between the IR remote and display is 20ft.  

B. Result 

The implementation of “Hardware Design Considerations for a Wireless Based LED Display Design” 

is done successfully. Communication between peripheral modules and microcontroller is properly 

done.   

 

Figure8. Scoreboard before Increment 

The above figure shows scoreboard before increment and the following figure shows scoreboard after 

increment. 

 

Figure9. Scoreboard after Increment 
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CONCLUSION AND FUTURE SCOPE 

A. Conclusion 

In the end, there’s no question in the digital age for sport stadiums that brightness, high definition 

scoreboards are an integral part of a stadium. In sports, this is a win-win for everybody the owners get 

a better stadium and fans are ecstatic. 

B. Future Scope 

SMD LED technology has immense scope for improvement. The displays of the future will be 

stretchable, deformable into any shape, twistable and perhaps more importantly durable, efficient and 

cheap. This is the promise of a new approach for manufacturing inorganic light emitting devices. 

C. Advantages 

 Safe under all conditions of normal use and health. 

 Compared to other LED’s, the SMD LED’s has long life span. 

 Faster response times. 

D. Applications 

The applications of SMD LED’s are: 

 Aviation 

 Automotive lighting applications 

 Traffic signals 

 Transmitting information from remote control units and in digital clocks. 
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ABSTRACT 

This paper is focused on the description of the possible benefits for the electric utilities and residential 

customers from the automatic meter reading system usage. AMR is always seen as away to read consumption 

without visiting every meter. Major benefits of the AMR, mentioned in this paper are power quality monitoring, 

distribution network management, theft detection and so on. The present system in India is obsolete and time 

consuming and it has major drawbacks. So we are proposing a system is that Automatic Meter Reading System 

using MSP430 Microcontroller which becomes fully automated and communication is made possible via 

Bluetooth network. 

The electricity meter present in each house is connected by wireless network Bluetooth with the Electricity 

Billing Office which periodically gets updates from the meter. The Electricity Billing Office using a backend 

database calculates the amount to be paid according to the number of units consumed and sends it back to the 

meter for display and also we can see the bill detais in the mobile Bluetooth terminal. The advantages of the 

proposed system make the existing system incompetent. The new system is user friendly, easy to access and far 

more efficient than the existing system. 

Keywords: MSP430F5529 Board, Bluetooth Module, Mobile Phone, LCD Display. 

INTRODUCTION 

This paper is to make use of new modern technologies and implement them into more practical fields. 

Our paper deals with the implementation of wireless networks in the field of electricity billing. We 

can make use of this technology to such an extent such that even complex problems can be handled in 

a easier way. Wireless networks are the eminent futuristic replacement of cables and power lines that 

connect every household in a particular area. This type of networks can also be used for creating 

emergency response networks. Our paper eliminates the need for employing electricity billing meter 

readers and this set of employers can be used elsewhere. 

AMR is the technology of automatically collecting consumption, diagnostic, and status data from 

energy metering devices and transferring that data to a central database for billing, troubleshooting, 

and analysing. This technology mainly saves utility providers the expense of periodic trips to each 

physical location to read a meter. Another advantage is that billing can be based on near real time 

consumption rather than on estimates based on past or predicted consumption. This timely 

information coupled with analysis can help both utility providers and customer’s better control the use 

and production of electric energy consumption. 

The AMR system is also able to provide a set of different services, which are useful for the utility 

companies in their operation and planning and maintenance, they are load management, outage and 

fault reporting, customer services, power quality monitoring, network management , theft detection , 

billing, balance settling, energy settling, assest management, energy usage information, interruption 

reporting etc. 
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LITERATURE REVIEW 

This method can eliminate the problems such as manpower requirement for billing and errors during 

calculation etc., and can provide necessary information such as tariff variation and due date for 

payment etc. to the consumer through the wireless medium. The wireless technology can be 

implemented by having a Bluetooth enabled transceiver interfaced with the electricity billing section 

server as well as in the consumer side. 

Existing System  

A Bluetooth Advanced Metering infrastructure is a existing one for automatic meter data collection 

and energy auditing and management. In this the system operates with multiple channels and 

frequency hopping and coexists with potential interferers. In this method if any tariff variation occurs, 

the new tariff rate will be changed only through reprogramming the controller otherwise the previous 

tariff rate will be displayed on the LCD display. This may cause major problems in billing. Here, there 

are no intimations given by the electricity board to the consumers about the status of energy 

consumption. There are no details about the previous month’s consumption and the amount of bill 

paid. We are focusing about these draw backs and overcome in our project Automatic Energy Meter 

through wireless smart meter using Bluetooth. 

Proposed System 

In order to overcome the above mentioned drawbacks, we are proposing a new method automatic 

energy meter through wireless system Bluetooth with MSP430 Microcontroller which is having the 

advantages such as no need of manpower, errorless tariff calculation, tripping can be done from the 

electricity billing side in case of not paying the bill and intimation about tariff variation, amount to be 

paid and due date for payment. 

This system is designed with two modules which are as follows: 

 Consumer module in the system 

 Electricity Billing Office module in the system 

Consumer Module 

The consumer side is equipped with energy meter, MSP430 controller, LCD display, indication unit 

(can be an indication lamp). The controller continuously monitors the energy meter reading and 

calculates the amount till last usage. These details can be viewed in the LCD display and also it will 

be sent to the Electricity Billing Office server during each month through the Bluetooth transmitter. 

The indication unit is provided for the attention of the consumer in case of exceeding normal usage, 

delaying the payment and in case of any tariff variation by the Electricity Billing Office. 

 

Figure1. Consumer Module 
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Working of Consumer Module 

The home module is designed to work as follows. The LED, which indicates the consumption of 

energy, is replaced by an opto coupler which produces pulses as energy is being used and transfers to 

the MSP430 microcontroller. The counter which counts the number of times the LED blinks and sends 

the data to the MSP430 microcontroller. This is received by the controller as an external interrupt. The 

controller is so programmed that it calculates the amount based on the number of units consumed. 

These details will be displayed on the LCD panel attached to the home module too. A key button is 

provided in the LCD display with EEPROM memory which can provide the details of previous 

month’s payment and energy consumption to the consumer. The indicator lamp attached nearer to the 

LCD display will indicate the overset limit range. A relay is attached to each and every home module 

which plays the major role of tripping the connection, if the bill is not paid in time. Thus the relay acts 

as a switching device. The Bluetooth transceiver, which is a wireless communication module, 

transmits the details calculated by the microcontroller regarding the usage of energy to the electricity 

board office once in a month. Thus this methodology reduces the manual effort to a great extend. 

Electricity Billing Office can give information about the tariff variation to the consumer, as 

notification on LCD display with lamp indication. 

Electricity Billing Office Side Module  

The Electricity Billing Office module consists of a database at the back end for storing values which 

are got from the home module via Bluetooth. After the values are got from the home units the cost is 

calculated and the values are sent back to the home unit and they are displayed in the LCD display for 

the user to make to make note of it. Also the cost and amount of units are sent as a SMS to the 

customer’s mobile phone. The data’s are transmitted and received using Bluetooth. There is an 

encoder and decoder both at the central office and also at the individual home units. This facilitates 

secure transmission and reception in the system. 

 

Figure2. Electricity Billing Office side Module 

Working of Electricity Billing Office Side Module 

The Electricity Billing Office side module is designed to work as follows. The receiver module is 

interfaced with a system which is monitored by the officials in the electricity board. The Bluetooth 

transceiver on the Electricity Billing Office module receives the data and displays it in the terminal C 

window of the system interfaced with it. The home module will be reset by the Electricity Billing 

Office officials as the bill is paid. The thing to be noted here is that only when the command is given, 

board will supply power to the particular customer. Else the supply will be disconnected until the 

payment of the bill. There by we contribute a small part to prevent the power crises as well. 

HARDWARE IMPLEMENTATION 

Wireless Smart Metering Module 

Two parts of the wireless smart metering system are the smart metering module and the Monitoring 

module. The smart metering module consists of a MSP430 core and a Bluetooth module. The 
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MSP430 core collects data from the electrical appliance with the help of suitable integrated sensors. 

Then it uses the Bluetooth module to send the collected data to the monitoring module. There is a 

Bluetooth module connected to the computer via a serial communication port in the monitoring 

module. Bluetooth module uses chip antenna to send and/or receive data. On the other hand, RS-232 

serial communication interface is established between the Bluetooth module and the computer. It is 

also possible to use the USB port with the help of a serial port to USB converter. 

 

Figure3. The hardware diagram of wireless smart meter 

Monitoring Module 

The Bluetooth device in monitoring module is responsible for receiving the energy data from wireless 

smart meters and transmitting the request command from control centre to wireless smart meter. 

Communication is performed between Bluetooth module and control centre by RS232 serial 

communication. Also the collected energy data can be sent to the utility companies via internet by a 

network gateway in monitoring module. 

MSP430F5529 

The microcontroller MSP430F5529 series is an ultra-low-power mixed signal microcontrollers with 

built-in 4x16-bit timers with PWM capability, up to 40 I/O pins, a 12 channel comparator, and built-in 

communication capability using the universal serial communication interface. In addition, it also has a 

12-bit analog-to-digital (A/D) converter. It is the heart of the circuit, holds the logic to run each of the 

peripherals. 

 

Figure4. MSP430F5529 launch pad 
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SOFTWARE IMPLEMENTATION 

Code Composer Studio 

CCS is the integrated development environment for TI’s DSP, microcontroller and application 

processors. It includes compilers for each of TI’s device families, source code editor, project build 

environment, debugger, profiler, simulators and many other features. Following are the steps for 

implementing application.  

 Open CCS and select a workspace directory. 

 Select project > import existing CCS/CCE eclipse project. 

 Make sure the project is selected and click finish. 

 Build and Deugg the code on MSP430F5529. 

 Connect “eZ-FET” USB to the PC. 

PROCEDURE AND RESULTS 

Procedure 

MSP430 collects the data from electrical appliances with the help of particular sensors. Bluetooth 

network will send all this data to the central office with the help of antenna chip. At the central office 

there is one more Bluetooth network to receive the collected data after receiving the data will be 

modified and the modified data will be sent back to the customers house which will be displayed on 

the LCD and customers mobiles. 

Results 

 

Figure5. Wireless Metering System When Power is Off 

 

Figure6. Wireless Metering System when Power is ON 
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ADVANTAGES 

 Accurate meter reading, no more estimates. 

 Improved billing. 

 Accurate profile classes and measurement classes, true costs applied. 

 Improved security and tamper detection for equipment. 

 Less financial burden correcting mistakes. 

 Less accrued expenditure. 

 Improved procurement power though more accurate data-“de-risking” price. 

 In case of shortages, utility will be able to manage/allocate supply. 

CONCLUSION AND FUTURE SCOPE 

Conclusion 

This proposed automated metering system includes an office module which has a PC with its back end 

connected to a database. The other module is the customer home module which is present at the home 

this module is used to make note of the amount of power consumed by the customer and it sends the 

PC which is present in the billing office. This Electricity Billing Office module calculates the data and 

sends it to the customer along with the due date. The customer also gets details of the bill on his 

mobile phone through which he can pay the bill.  

Future Scope 

In future phase of this project, you will be able to view your daily energy usage, at your convenience, 

by logging in to your account on website. Knowing both how you use energy, and when, will allow 

you to decide what energy-saving changes you would like to make. You can always check our website 

for current information, and the Texas power magazine will continue to provide information on when 

new options are available. 
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ABSTRACT 

FRAM  is a non volatile random access memory that uses a ferroelelctric capacitor to store the data, which 

retains stored data even when power is turned off. It offers higher write speed, data retention and endurance over 

Flash/EEPROM. This technology has been applied to manufacture a family of flow density memories that 

combine the fast write and reads of SRAM and non volatility of EEPROM with very high read/write endurance. 

FRAMs have been expressed in many applications such as smartcards, low density memories. FRAMs ares 

forefront of non volatile memories. Future technologies include high density products with high endurance, data 

retention and the ability to work at lower voltage. Finally, FRAM technology will become the superior non 

volatile memory technology by the end of decade. 

Keywords: Ferroelectric materials, FRAM technology, PZT crystal, MSP430microcontroller, MSP430FR5969.  

 

INTRODUCTION 

Established semiconductor memory technologies are classified into different categories. RAMs are 

random access memories, which have symmetric read and write access time.RAM is volatile memory, 

it can hold the temporarily. Non volatile memories are traditionally ROM (Read only memory) i.e., 

floating – gate technology produces electrically erasable memories like flash and EEPROM These 

products allows system programming’s but write and access times are dissimilar. FRAM is a true non-

volatile RAM because it combines the advantages of both non volatile and RAM memories. The write 

advantages of Flash or EEPROM and non-volatility make it quite suitable for storing data while 

power is turned off. 

FRAM STRUCTURE 

FRAM is also known as FeRAM. A single FRAM cell can be considered a capacitor it consists of a 

ferroelectric material between two electrode plates. This structure is made up of PZT crystal complex. 

Here we have to apply an electric field across the crystal, it causes the mobile retained when power is 

turned off, which makes FRAM is non-volatile. Here    data can be stored in the form of “0”or “1”. 

 

Here Polarization occurs when an electric field is applied. Electric field polarization remains present 

even in the absence of an electric field. Here two stabilized states are stored in the form of 1 or 0 data. 
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FRAM OPERATION 

A Ferroelectric crystal has a mobile atom in the centre of the crystal. Whenever applying an electric 

field across a face of the crystal, it causes this atom to move in the direction of the given field. While 

reversing the field causes the atom to move in the opposite direction. Here atom positions at the top 

and bottom of the crystals are stable. Therefore removing an electric field leaves the atom in a stable 

position, while turning  of  the power. In case, a memory element, the ferroelectric crystal creates an 

digital memory. 

Write Operation 

All FRAM accesses are limited to 125 nanoseconds or 8MHs access frequency. However, the 

MSP430FRxx family supports system speeds up to 16 MHz or 24 MHz for the MSP430FR59xx 

devices, the wait –state generator can be controlled automatically or manually. As with a read, the 

change of state occurs in under 1ns with a full access taking under 700ns. As with a read operation , a 

pre charge operation follows a write access memory. 

Read Operation 

An electric field is applied across the capacitor. Then the mobile atoms will be moved across the 

crystals in the direction of the field if they are not already in the appropriate positions. The state which 

occurs in under one nano sec, with the total circuit access taking less than 70ns. Since read operation 

memory involves a change of state, the circuit will automatically restore the memory state. Therefore 

each read access is accompanied by a pre charge operation that restores the memory state. Although 

the read is destructive, the time during which the memory cell is invalid is under 50 ns.  

RELIABILITY OF FRAM 

Same-state refers to the logic state of FRAM; that is, the state of polarization of the Fram ferroelectric 

crystal prior to the high-temperature bake whenever testing for imprint. • Opposite-state refers to the 

polarization of the given crystal in a direction of opposite state to that in which it was imprinted. To 

test for imprint, a data configuration with a set logic state is written onto FRAM, and then the device 

is exposed to a high-temperature i.e., 125°C. This temperature bakes the bit-cells in one logic state 

referred to as similar-state. This temperature bake is followed by a read-restore to further strengthen 

the same-state data. Opposite-state data is written into an FRAM. This state is followed by a thermal 

depolarization bake to stress the opposite-state data. This temperature bake is performed at the 

maximum operating temperature for the device (85°C for the MSP430). After the depolarization is 

completed, then the data is read out to ensure the integrity of the reverse-state data. Then the test is 

repeated until the testing time is reached. The opposite-state identifies potential imprint issues, while 

the read operation protects that the FRAM cells have maintained the ability to be polarized with 

opposite-state data as well maintained enough polarization to be read access without data loss. 

MSP430 FRAM data retention is tested for a cumulative bake time of 1000 hours at 125°C.  

Test Flow 

 

SS: Same state     OS: Opposite state 
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HARDWARE IMPLEMEMNTATION 

The MSP430FR5969 launch pad is an easy to use consideration module for the MSP 430FR5969 

microcontroller. This MSP430FR5969micro controller contains everything needed to start developing 

on MSP430’s ultra low power FRAM technology; it includes on-board emulation for pre-

programming, debugging and energy measurements. The board features on-board buttons and LED’s 

for high speed integration of a simple user interface as well as a capacitor that allows standalone 

applications without applying an external power supply. The MSP430FR5969 microcontroller device 

features embedded FRAM a non volatile memory known for its, maximum high endurance high speed 

and ultra low power write and read access. 

 

MSP-EXP430FR5969 Overview 

The Texas instruments MSP430FR59xx family of ultra low power microcontroller consist of several 

devices featuring different sets of peripherals. The architecture, joined with seven low power modes 

are efficient  to achieve extended battery life for example in portable measurement applications. The 

device features a powerful 16 bit registers and constant generators that contribute to maximum code 

efficiency. The MSP430FR5969 devices are mixed signal microcontroller configurations with up to 

five 16 bit timers, comparator, universal serial communication interfaces supporting UART, SPI, I2C 

and hardware multiplier, 12 bit ADC. The FRAM memory can be programmed through the JTAG 

port, spy-bi-wire, the BSL, or in system by the CPU. Features of MSP430FR5969 FRAM memory 

include: Ultra low power and ultra fast write non volatile memory, Byte and word access capability 

and Programmable wait state generation. 

SOFTWARE IMPLEMEMNTATION 

Code Composer Studio 

CCS is the integrated development environment for TI’s DSP, microcontroller and application 

processors. It includes compilers for each of TI’s device families, source code editor, project build 

environment, debugger, profiler, simulators and many other features. Following are the steps for 

implementing application.  

 Open CCS and select a workspace directory. 

 Select project > import existing CCS/CCE eclipse project. 

 Make sure the project is selected and click finish. 

 Build and Debugg the code on MSP430F5529. 

 Connect “eZ-FET” USB to the PC. 
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FRAM FEATURES 

Write Endurance 

 

The endurance of maximum 10^13=10 trillion write/read cycles. FRAM Endurance is more than 10 

million times of EEPROM. 

Data Performance 

FRAM maximum throughput is greater than 100times faster than flash maximum throughput, while 

still consuming 3times lower power than flash. 

FRAM maximum throughput=1400kbps@730µA 

Flash maximum throughput=12kbps@2200µA. 

 

Power Consumption: 

  

FRAM memory consumes 9µA @12 kbps 

Flash memory consumes 2200µA @12kbps. 

8. APPLICATIONS 

FRAM memory technologies are used in different applications, those applications are 

Metering: 

Power meters, gas meters water meters and smart meters. 

Industrial machines: 

Control units, PLC, motors, process monitors robots, solar power, ATM, vending machines, elevators, 

breakers. 
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Consumer Electronics: 

Car navigation systems, drive recorders, games, battery and ID cards for authentication. 

Medical field: 

CT scan, Insulin pump, vital meters and oxygen saturation meters. 

RESULT 

The implementation of UNDERSTANDING AN FRAM TECHNOLOGY USING MSP4305969 

MICROCONTROLLER is done successfully. Communication between microcontroller and system 

work is properly done. In our project writing to FRAM and reading from FRAM is successfully done. 

 

Writing to an FRAM 

 

Reading from an FRAM 

 

Writing to FRAM and reading from an FRAM successfully done. In our project, the writing and 

reading data is retained whenever the power is turned off Since FRAM is non-volatile memory 

technology. 

FUTURE SCOPE AND CONCLUSION 

FRAM is undoubtedly the fastest non volatile embedded memory option available today. Being 

embedded with the ultra-low power MSP430 architecture makes it a perfect choice for applications 

needing extremely fast write speeds, low power and high endurance. Some of these applications 

include data logging using remote sensors, energy harvesting applications, and critical response time 
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applications. The key factors that influence the maximum possible FRAM write throughput were 

discussed and the tradeoffs presented. In analyzing the bench test results for the MSP430FR5969, it is 

seen that the achievable practical write speed is very close to the theoretical maximum. It is up to the 

user to determine the available resources and design their application in a way that can achieve the 

fastest possible write speed for FRAM. 
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ABSTRACT 

Digital technology allows unauthorized reproduction of digital videos, the protection of the copyrights of digital 

video is a very important issue. Video watermarking schemes are used to protect the digital videos. It is the 

process of embedding an imperceptible data (watermark) into cover video. The video watermarking schemes 

have been widely used to solve the copyright protection problems of digital video related to illegal usage or 

distribution. To resolve the copyright protection problem, it proposes an effective, robust and imperceptible 

video watermarking scheme. The combination of Discrete Wavelet Transformation (DWT) and Singular Value 

Decomposition (SVD) of Blue channel is used to embed the watermark. The copy of the watermark is 

embedded into high frequency sub band coefficients which are very difficult to remove or destroy. The 

combination of DWT and SVD increases the security, robustness and imperceptibility of the scheme. The 

extracted watermark image will be matched with input logo image for authentication to access (play) the video 

Keywords: Digital Video, Video Watermarking, DWT-SVD Process, Embedding Process, Robustness and 

Imperceptibility 

 

INTRODUCTION 

The identification of objects in an image and this process would probably start with image processing 

techniques such as noise removal, followed by (low-level) feature extraction to locate lines, regions 

and possibly areas with certain textures. The clever bit is to interpret collections of these shapes as 

single objects, e.g. cars on a road, boxes on a conveyor belt or cancerous cells on a microscope slide. 

One reason this is an AI problem is that an object can appear very different when viewed from 

different angles or under different lighting. Another problem is deciding what features belong to what 

object and which are background or shadows etc. The human visual system performs these tasks 

mostly unconsciously but a computer requires skilful programming and lots of processing power to 

approach human performance. Manipulation of data in the form of an image through several possible 

techniques. An image is usually interpreted as a two-dimensional array of brightness values, and is 

most familiarly represented by such patterns as those of a photographic print, slide, television screen, 

or movie screen. An image can be processed optically or digitally with a computer. Digital 

information revolution and the thriving progress in network communication are the major driving 

forces of this change. The perfect reproduction, the ease of editing, and the Internet distribution of 

digital Multimedia data have brought about concerns of copyright infringement, illegal distribution, 

and unauthorized tampering. Techniques of associating some imperceptible data with multimedia 

sources via embedding started to come out to alleviate these concerns. Interestingly, while most such 

techniques embed data imperceptibly to retain the perceptual quality and value of the host multimedia 

source, many of them were referred as digital watermarking whose traditional counterpart is not 

necessarily imperceptible. 
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DIGITAL WATERMARKING 

We would normally like to increase the energy of the watermark (or payload of the watermark) in 

order to increase its robustness. However, increasing the payload of the watermark degrades the visual 

quality of the image such that human eye will notice the degradation. A dual reasoning leads us to 

think that it might be better to increase the payload of the watermark by embedding the watermark 

bits into places where human eye will not detect the changes to the image. Several watermarking 

schemes were proposed by researchers that aim to exploit the characteristics of the human visual 

system. For example, [8] suggests to make the gain factor luminance dependent. This is because of the 

fact that Human Visual System (HVS) is less sensitive to changes in regions of high luminance. 

 

Figure1. Block Diagram for Proposed System 

We can exploit this property by increasing the payload (energy) of the watermark in those specific 

areas. We can create a mask image that consists of those areas that are less sensitive to distortions and 

modulate the watermark bits using this mask image. 

WI(i,j) = I(i,j) + Mask(i,j).k.W(i,j) 

W is the watermark pattern (image), k is the gain factor, and Mask is the mask image as mentioned 

above. In my implementation, I generate the Mask image using an edge detection algorithm. I convert 

the edge image into a binary image. I amplify the effect of watermark bits by k on pixels where edge 

image is „1‟ and keep the effect of the watermark bits minimal on pixels where edge image is „0‟. This 

increases the energy of the watermark along the edges in the image. I use the canny edge detector to 

extract the edge information out of the image.  

VIDEO 

Digital video refers to the capturing, manipulation, and storage of moving images that can be 

displaced on computer screens. This requires that the moving images be digitally handled by the 

computer. The word digital refers to a system based on discontinuous events, as opposed to analog, a 

continuous event. Computers are digital systems; they do not process images the way the human eye 

does.  Stands for Audio Video Interlaced. It is one of the oldest formats. It was 

Created by Microsoft to go with Windows 3.1 and it‟s “Video for Windows” application. Even though 

it is widely used due to the number of editing systems and software that use AVI by default, this 

format has many restrictions, specially the compatibility with operations systems and other interface 

boards (Fisher & Schroeder). 
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Figure2. Input Videos 

Frame processing is the first step in the background subtraction algorithm, the purpose of this step is 

to prepare the modified video frames by removing noise and unwanted object‟s in the frame in order 

to increase the amount of information gained from the frame and the sensitivity of the algorithm. Pre-

processing is a process of collecting simple image processing tasks that change the raw input video 

info a format. This can be processed by subsequent steps.  

 

Figure3. Frame Separation Process 

An Input Video (.avi files) is converted into still images for processing it and to detect the moving 

objects. These sequences of images gathered from video files by finding the information about it 

through „aviinfo‟ command.   These frames are converted into images with help of the command 

„frame2im‟ Create the name to each images and this process will be continued for all the video 

frames. 
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Figure4. Frame Separations for Input Video 

SINGLE FRAME  

According to ADPS a picture is a foresaid as array of numbers that represents lightweight intensities 

at pixels, which ends in information. Image consists of eight bits per picture element i.e.256 colors. 

Frame could be a image that has been created or derived and keep in electronic sort of Image Format. 

A picture is delineate in terms of vector graphics or formation graphics. a picture keep in formation 

type is typically known as a picture. 

 

Figure5. (a) RGB Plane Image (b) Single (Blue) Plane Image 

The colors square measure generated from 3 primary colours as red, inexperienced and blue (RGB) 

[28][11-13]. varied approaches has been designed for image steganography a number of common 

approaches square measure LSB(Least important Bit) substitution that is that the straightforward and 

commonest approach of concealment information within pictures. Masking is another technique of 

embedding messages in important areas. The DWT supported image transformation involves the 

mathematical relation for concealment information within the pictures. 

DISCRETE WAVELET TRANSFORM 

These functions contain the direct and inverse lifting riffle remodel (LWT) M-files for each 1-D and 

2-D signals. LWT reduces to the poly part version of the DWT algorithmic rule with zero-padding 

extension mode and while not extra-coefficients. Coming up with new riffles that square measure 

similar temperament for the distinct wavelet remodel (DWT) is additional delicate and, till recently, 

was completely a subject for riffle specialists. The 1-D DWT is extended to 2-D remodel exploitation 

divisible riffle filters. With divisible filters, applying a 1-D remodel to any or all the rows of the input 

and so continuation on all of the columns will cypher the 2-D remodel. Once one-level 2-D DWT is 

applied to a picture, four remodel constant sets square measure created. 
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Figure6. Wavelet Decomposition Process 

An image that undergoes Haar riffle remodel are divided into four bands at every of the remodel level. 

The primary band represents the input image filtered with an occasional pass filter and compressed to 

0.5. This band is additionally known as „approximation‟. the opposite 3 bands square measure known 

as „details‟ wherever the high pass filter is applied. These bands contain directional characteristics. 

The dimensions of every of the bands is additionally compressed to 0.5. 

Specifically, the second band contains vertical characteristics, the third band shows characteristics 

within the horizontal direction and also the last band represents diagonal characteristics of the input 

image.Conceptually, Haar riffle is extremely straightforward as a result of it's created from a sq. wave. 

Moreover, the Haar riffle computation is quick since it solely contains 2 coefficients and it doesn't 

would like a short lived array for multi-level transformation. Thus, every picture element in a picture 

that may undergo the riffle remodel computation are used just one occasion and no picture element 

overlapping throughout the computation. 

HAAR WAVELET PROCESS 

The first DWT was fictitious by Hungarian man of science Alfred Haar. For Associate in Nursing 

input drawn by an inventory of   numbers, the Haar riffle remodel could also be thought-about to 

combine up input values, storing the distinction and spending the add. This method is perennial 

recursively, pairing up the sums to supply succeeding scale, that results in variations and a final add. 

The Haar riffle is additionally the only potential riffle. The technical advantage of the Haar riffle is of 

signals with fast transitions, like watching of tool failure in machines. 

 

Figure7. Sub band Representation in Haar wavelet Transform 



T.Harish Kumar & G.Kumaraswamy “Video Watermarking by using the Wavelet Transform with 

Perform SVD Technique” 

82    International Journal of Emerging Engineering Research and Technology V3 ● I11 ● November 2015 

The Haar wavelet's mother wavelet function  can be described as 

 

Its scaling function  can be described as 

 

 

Figure8. Sub band image for Haar Wavelet Transform 

SVD PROCESS 

The singular value decomposition (SVD) is a factorization of a real or complex matrix, with many 

useful applications in signal processing and statistics. Formally, the singular value decomposition of 

an m×n real or complex matrix M is a factorization of the form follow in this equation. 

M = UΣV’ 

 

Figure9. SVD Process 

Where U is an m × m real or complex unitary matrix, Σ is an m × n rectangular diagonal matrix with 

nonnegative real numbers on the diagonal, and V* is an n × n real or complex unitary matrix. A non-

negative real number σ is a singular value for M if and only if there exist unit-length vectors u in Km 

and v in KN such that show as equation 

Mv= σu 

The vectors u and v are called left-singular and right singular vectors for σ, respectively. 

http://en.wikipedia.org/wiki/Father_wavelets
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EMBEDDING PROCESS 

The secret image will be decomposed into singular and two orthogonal matrixes. These values are 

concealing into singular values of high frequency sub bands by modifying it through key value. The 

key should be selected as least value to reduce the embedding error. The singular value of sub band 

will be modified by, 

Ms = Cs + (Ws * K) 

Where, Cs – Singular value of cover image sub bands 

            Ws – Singular value of Watermark Image 

             Ms – Modified Singular matrix 

             K – Least Key Value.   

WATERMARK EXTRACTION PROCESS 

The recognition will be included for accessing the video by person who is having same logo which is 

already embedded. Before recognition, the watermark image will be extracted from corresponding 

frame of particular video.  

 

Figure10. Block Diagram for Extraction Process 

The extracted logo will be matched with query image to check authentication by extracting the 

statistical features. The features are extracted and its matched with query features by Euclidean 

distance. If the query image will be matched then corresponding video is accessible otherwise is not 

opened.  

RESULT ANALYSIS 

Image Quality 

Although there are several metrics that tend to be indicative of image quality, each of them has 

situations in which it fails to coincide with an observer‟s opinion. However, since running human 

trials is generally prohibitively expensive, a number of metrics are often computed to help judge 

image quality; the metrics that see the widest usage are generally quite simple to compute. And once a 

metric has been used in a seminal article that presents test results, , other researchers will continue 

using that metric so that their data can be compared to the previous work. This last reason was the 

determining factor in the use of peak signal-to-noise ratio (PSNR). 

Mean Square Error 

Two other quantities that appear frequently when comparing original and reconstructed or 

approximated data are (root) mean square error. These measures will not be seriously skewed by a 

single anomaly, since they are measuring average behaviour. RMSE produces the same units as the 
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original image data, so its results are easy to interpret. Again it should be remembered that these 

metrics attempt to measure an inverse to image quality. 

MSE=∑∑ [A (i, j) - B (i, j)] ^2 

                            M X N 

Here, A (i,j) = Cover Image (Frame). 

B (i,j) = Watermarked Image (Frame). 

M X N=row and column of image intensity of pixel vales (255 255) image size. 

Peak Signal Noise Ratio 

Peak signal-to-noise ratio has two definitions, the original more precise definition, and the second 

easier to compute and more commonly used. It is this second definition that we use throughout this 

report. This is the first metric mentioned so far where the results generally run proportional to image 

quality rather than the inverse. 

PSNR = 10 log10 













MSE

2
255

          

Generally when PSNR is 20 dB or greater, then the original and the reconstructed images are virtually 

in-distinguishable by human eyes. 

CONCLUSION 

The Project presented an effective, robust and imperceptible video watermarking scheme for logo 

matching based on chaotic crypto system with SVD based data concealment. Here, discrete wavelet 

transform was used to reserve space for concealing data effectively and chaos encryption was used as 

to protect image contents. Watermark recognition is used to recognize the input water mark for 

verification to access the video. This system was generated the Watermark image with less error under 

maximum data hiding capacity. Finally, the performance of system was evaluated with quality metrics 

such as error and PSNR factor. It is widely used for copy right protection of image or videos during 

internet sharing. It was better compatible approach and flexibility with better efficiency rather than 

prior methods. 
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Abstract: A carry-free arithmetic operation can be achieved using a higher Radix number system such as Quaternary Signed 

Digit (QSD). In QSD, each digit can be represented by a number from -3 to 3. This number system allows multiple 

representations of any integer. By exploiting this feature, we can design an adder without ripple carry. The implementation of 

quaternary addition and multiplication results in a fix delay independent of the number of digits. Operations on a large number of 

digits such as 64, 128, or more, can be implemented with constant delay and less complexity. The QSD multiplier which is Signed 

multiplier can be designed by employing the QSD adder. The QSD is constant delay adder i.e. for any number of input bits it 

produces constant propagation delay therefore when we use this adder in multiplier designing the propagation delay will be 

reduces. The QSD multiplier can multiply both positive and negative numbers without any extra delay and complexity. 

Keywords: Quaternary Signed Digit (QSD), Logic Circuits, BSD. 

I. INTRODUCTION 

      Arithmetic operations play an important role in various 

digital systems such as computers, process controllers, signal 

processors computer graphics and image processing. The high 

performance adders and Multipliers are essential since the 

speed of the digital processor depends heavily on the speed of 

the adders used is the system. In this paper, we propose a high 

speed QSD arithmetic logic unit which is capable of carry 

free addition. The QSD addition operation employs a fixed 

number of min terms for any operand size. Signed digit 

number system offers the possibility of carry free addition. 

QSD Adder / QSD Multiplier circuits are logic circuits 

designed to perform high-speed arithmetic operations. In 

QSD number system carry propagation chain are eliminated 

which reduce the computation time substantially, thus 

enhancing the speed of the machine. VLSI implementation of 

Fast Addition using Quaternary Signed Digit Number 

System” It offers the advantage of reduced circuit complexity 

both in terms of transistor count and interconnections. QSD 

number uses 25% less space than BSD to store number and it 

can be verified by the theorem described as under. 

A. QSD Numbers Save 25% Storage Compared to BSD 

   To represent a numeric value N log 4N number of QSD 

digits and 3 log 4N binary bits are required while for the same 

log 2N BSD digits and 2 log 2N binary bits are required in 

BSD representation. Ratio of number of bits in QSD to BSD 

representation for an arbitrary number N is, 

 

                                                             (1) 

Which roughly equal to ¾.Therefore QSD saves ¼ of the 

storage used by BSD? So the proposed QSD adder is better 

than RBSD adder in terms of number of gates, input 

connections and delay though both perform addition within 

constant time. Proposed design has the advantages of both 

parallelisms as well as reduced gateComplexity. The 

computation speed and circuit complexity increases as the 

number of computation steps decreases. A two step schemes 

appear to be a prudent choice in terms of computation speed 

and storage complexity. Quaternary is the base 4 redundant 

number system. The degree of redundancy usually increases 

with the increase of the radix. The signed digit number system 

allows us to implement parallel arithmetic by using 

redundancy. QSD numbers are the SD numbers with the digit 

set as: { 3 , 2 ,1 ,0 , 1 , 2 , 3 } where  3 , 2 ,1represent -3, -2, 

and -1 respectively.  

      In general, a signed-digit decimal number D can be 

represented in terms of an n digit quaternary signed digit 

number as 

                                                                (2) 

Where Xi can be any value from the set { 3 , 2 ,1 , 0 , 1 , 2 , 3 

}for producing an appropriate decimal representation. For 

digital implementation, QSD numbers are represented using 

3-bit 2’s complement notation. A QSD negative number is the 

QSD complement of the QSD positive number .Conversion of 

decimal number to QSD number 
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(107)10 = 2 X 4
3
 + 2  X 4

2 
+ 3 X 4

1
 + 1  X 4

0 
=(2 2 31)QSD

 

(233)10 = 3 X 4
3
 + 3 X 4

2 
+ 2  X 4

1
 + 1 X 4

0
= (33 2 1)QSD

 

 Hence,(-233)10 = ( 3 3 21)QSD 

II. DESIGN ALGORITHEM OF QSD ADDER 

      In QSD number system carry propagation chain are 

eliminated which reduce the computation time substantially, 

thus enhancing the speed of the machine [31]. As range of 

QSD number is from -3 to 3, the addition result of two QSD 

numbers varies from -6 to +6 . Table 3.3 depicts the output 

for all possible combinations of two numbers. The decimal 

numbers in the range of -3 to +3 are represented by one digit 

QSD number. As the decimal number exceeds from this 

range, more than one digit of QSD number is required. For 

the addition result, which is in the range of -6 to +6, two QSD 

digits are needed. In the two digits QSD result the LSB digit 

represents the sum bit and the MSB digit represents the carry 

bit. To prevent this carry bit to propagate from lower digit 

position to higher digit position QSD number representation 

is used. QSD numbers allow redundancy in the number 

representations. The same decimal number can be represented 

in more than one QSD representations. So we choose such 

QSD represented number which prevents further rippling of 

carry. To perform carry free addition, the addition of two 

QSD numbers can be done in two steps: 

 Step 1: First step generates an intermediate carry and 

intermediate sum from the input QSD  digits i.e., 

addend and augends. 

 Step 2: Second step combines intermediate sum of 

current digit with the intermediate carry of the lower 

significant digit. 

   So the addition of two QSD numbers is done in two stages. 

First stage of adder generates intermediate carry and 

intermediate sum from the input digits. Second stage of adder 

adds the intermediate sum of current digit with the 

intermediate carry of lower significant digit. To remove the 

further rippling of carry there are two rules to perform QSD 

addition in two steps: 

 Rule 1: First rule states that the magnitude of the 

intermediate sum must be less than or equal to 2 i.e., it 

should be in the range of -2 to +2. 

 Rule 2: Second rule states that the magnitude of the 

intermediate carry must be less than or equal to 1 i.e., it 

should be in the range of -1 to +1. 

    According to these two rules the intermediate sum and 

intermediate carry from the first step QSD adder can have the 

range of -6 to +6. But by exploiting the redundancy feature of 

QSD numbers we choose such QSD represented number 

which satisfies the above mentioned two rules. When the 

second step QSD adder adds the intermediate sum of current  

digit, which is in the range of -2 to +2, with the intermediate  

carry of lower significant digit, which is in the range of -1 to 

+1, the addition result cannot be greater than 3 i.e., it will be 

in the range of -3 to +3. The addition result in this range can 

be represented by a single digit QSD number; hence no 

further carry is required. In the step 1 QSD adder, the range of 

output is from -6 to +6 which can be represented in the 

intermediate carry and sum in QSD format as shown in table 

3.3. We can see in the first column of Table3.3 that some 

numbers have multiple representations, but only those that 

meet the above defined two rules are chosen. The chosen 

intermediate carry and intermediate sum are listed in the last 

column of Table 3.3 as the QSD coded number. 

TABLE I: Intermediate Carry and Sum Between -6&6 

 

  This addition process can be well understood by following 

examples: 

Example: To perform QSD addition of two numbers A=107 

and B=-233 (One number is positive and one number is 

negative). First convert the decimal number to their 

equivalent QSD representation: 

(107)10 = 2 X 4
3
 + 2  X 4

2 
+ 3 X 4

1
 + 1  X 4

0
=(2 2 31)QSD

 

(233)10 = 3 X 4
3
 + 3 X 4

2 
+ 2  X 4

1
 + 1 X 4

0
= (33 2 1)QSD

 

 Hence,(-233)10 = (3 3 21)QSD 

       Now the addition of two QSD numbers can be done as 

follows: 
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   The sum output is ( 2 01 2 ) QSD which is equivalent to (-

126)10and carry output is 0. From these examples it is clear 

that the QSD adder design process will carry two stages for 

addition. The first stage generates intermediate carry and sum 

according to the defined rules. In the second stage the 

intermediate carry from the lower significant digit is added to 

the intermediate sum of current digit which results in carry 

free output. In this step the current digit can always absorb the 

carry-in from the lower digit. 

 

TABLE II: Outputs of All Possible Combinations 

of a Pair of Intermediate Carry (A) And Sum (B) 

 

III. LOGIC DESIGN AND IMPLIMENTATION                      

USING OF SINGLE DIGIT QSD ADDER 

    There are two steps involved in the carry-free addition. The 

first step generates an intermediate carry and sum from the 

addend and augends. The second step combines the 

intermediate sum of the current digit with the carry of the 

lower significant digit. To prevent carry from further rippling, 

two rules are defined. The first rule states that the magnitude 

of the intermediate sum must be less than or equal to 2. The 

second rule states that the magnitude of the carry must be less 

than or equal to 1. Consequently, the magnitude of the second 

step output cannot be greater than 3 which can be represented 

by a single-digit QSD number; hence no further carry is 

required. In step 1, all possible input pairs of the addend and 

augend are considered. The lower significant digit serves as 

sum and most significant digit serves as carry. The generation 

of the carry can be avoided by mapping the two digits into a 

pair of intermediate sum and intermediate carry such that the 

nthintermediate sum and the (n-1)th intermediate carry never 

form any carry generating pair (3,3), (3,2), (3,1), (3 , 3 ), (3, 2 

), (3,1). If we restrict the representation such that the 

intermediate carry is limited to a maximum of 1, and the 

intermediate sum is restricted to be less than 2, then the final 

addition will become carry free. Both inputs and outputs can 

be encoded in 3-bit 2’s complement binary number. The 

mapping between the inputs, addend and augend, and the 

outputs, the intermediate carry and sum are shown in binary. 

 
Fig.1. 

A. Intermediate Carry and Sum Are Shown In Binary 

Format in Table II 

  To remove the further carry propagation the redundancy 

feature of QSD numbers is used.We restrict the representation 

such that all the intermediate carries are limited to a 

maximum of 1, and the intermediate sums are restricted to be 

less than 3, then the final addition will become carry free. The 

QSD representations according to these rules are shown in 

Table 4.3 for the range of -6 to +6. As the range of 

intermediate carry is from -1 to +1, it can be represented in 2 

bit binary number but we take the 3 bit representation for the 

bit compatibility with the intermediate sum. At the input side, 
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the addend Ai is represented by 3 variable input as A2, A1, 

A0 and the augend Bi is represented by 3 variable input as 

B2, B1, B0. At the output side, the intermediate carry IC is 

represented by IC2, IC1, IC0 and the intermediate sum IS is 

represented by IS2, IS1,IS0. The six variable expressions for 

intermediate carry and intermediate sum in terms of inputs 

(A2, A1, A0, B2, B1 and B0) can be derived from Table 4.3. 

So we get the six output expressions for IC2, IC1, IC0, IS2, 

IS1 and IS0. As the intermediate carry can be represented by 

only 2 bits, the third appended bit IC2 is equal to IC1 so the 

expression for both outputs will be the same. 

TABLE III: The Intermediate Carry and Sum Between -6 

To 6 

 

B. Arrey Multiplier 

      Array multiplier is well known due to its regular structure. 

Multiplier circuit is based on add and shift algorithm. Each 

partial product is generated by the multiplication of the 

multiplicand with one multiplier bit. The partial product are 

shifted according to their bit orders and then added. The 

addition can be performed with normal carry propagate adder. 

C. Modified Baugh-Wooley Multiplier 
        One important complication in the development of the 

efficient multiplier implementations is the multiplication of 

two’s complement signed numbers. The Modified Baugh-

Wooley Two’s Complement Signed Multiplier is the best 

known algorithm for signed multiplication because it 

maximizes the regularity of the multiplier logic and allows all 

the partial products to have positive sign bits. Baugh-Woolley 

technique was developed to design direct multipliers for two’s 

complement numbers. When multiplying two’s complement 

numbers directly, each of the partial products to be added is 

assigned number. Thus, each partial product has to be sign-

extended to the width of the final product in order to form the 

correct sum by the Carry Save Adder tree. According to the 

Baugh-woolley approach, an efficient method of adding extra 

entries to the bit matrix is suggested to avoid having to deal 

with the negatively weighted bits in the partial product matrix. 

D. QSD Multiplier 

       There are generally two methods for a multiplication 

operation: parallel and iterative. QSD multiplication can be 

implemented in both ways, requiring a QSD partial product 

generator and QSD adder as basic components. A partial 

product, Mi, is a result of multiplication between an n-digit 

input, An-1-A0, with a single digit input, Bi, where i = 0..n-1 

as shown in Fig.2. The primitive component of the partial 

product generator is a single-digit multiplication unit whose 

functionality can be expressed as shown in Table IV. 

TABLE IV: The QSD Representation of A Single-Digit 

Multiplication Output.4.3 
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  The outputs of all possible combinations of a pair of 

multiplicand (A) and multiplier (B). 

 
Fig.2. Single digit QSD multiplier. 

      The implementation of an n-digit partial product generator 

uses n units of the single-digit QSD multiplier as shown in 

Fig.3. Gathering all the outputs to produce a partial product 

result presents a small challenge. The QSD representation of a 

single digit multiplication output, shown in Table 5, contains 

a carry-out of magnitude 2 when the output is either -9 or 9. 

This prohibits the use of the second step QSD adder alone as 

a gatherer. In fact, we can use the complete QSD adder from 

the previous section as the gatherer. Furthermore, the 

intermediate carry and sum circuit can be optimized by not 

considering the input of magnitude 3. The QSD partial 

product generator implementation is shown in Fig.4. 

 
Fig.3. Single digit QSD multiplier. 

 
Fig.4.The n-digit QSD partial product generator. 

   An n x n-digit QSD multiplication requires n partial product 

terms. In an iterative implementation, a 2ndigit QSD adder is 

used to perform add-shift operations between the partial 

product generator and the accumulator. After n iterations, the 

multiplication is complete. In contrast, a parallel 

implementation requires n partial product circuits and n-1 

QSD adder units. A binary reduction sum is applied to reduce 

the propagation delay to O(log n). The schematic of a 4x4 

parallel QSD multiplication  

TABLE V: Mapping Between Multiplier’s Inputs and 

Output 

 

IV. SIMULATION AND SYTHESIS RESULTS 
       In this chapter the simulation results of 5-digit QSD 

adder, 7-digit QSD adder, Array multiplier, modified baugh-

wooley multiplier and Signed QSD multiplier are presented as 

shown in Figs.5 and 6. And the results shows that the both 5-

digit and 7-digit have the same propagation delay for their 

operation andthe delay associated with Signed QSD multiplier 

is almost equal to the half that of the array and  baugh -

Woolley multipliers. These multipliers are simulated in Ishim 

Simulator of XILINX ISE 13.1 Version and synthesized by 
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using XST Synthesizer in XILINX ISE 13.1 Version in the 

family of Virtex5 and selected Device is vlx330. 

A. Waveform of Signed QSD Multiplier Table  

 
Fig.5. Simulation result of  Signed QSD multiplier. 

 
Fig.6. RTL Schematic of QSD multiplier. 

V. RESULT 

TABLE VI: Comparison Between 5-Digit and 7-Digi QSD 

Adder 

 
TABLE VII: Comparison Between 12-Bit Multipliers 

 

VI. CONCLUSION 

   In this project 5-digit and 7-digit QSD adders are designed 

and synthesized and it showed that both the adders produce 

equal delay i.e.5.033ns. By using these QSD adders Signed 

QSD multiplier is designed and compared with existing 

multipliers. Which shows that it requires less time compared 

to other multipliers for same number of input bits, but it 

occupies more area compared to other multipliers. 
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Abstract: The Wind Turbine blast is identified as a major problem against green energy. It is not only the 

threatening factor for the people but also causes dangerous hazard for human life. To overcome this problem 

and to increase the green energy, a simple system is introduced to monitor and prevent the fault occurrence in 

Small Wind Turbine. It collects all the parameters like temperature, vibration and oil level from main 

components of the turbine and sends it to the control room via wireless Zigbee. At Control room through LCD it 

is possible to view the current status of the Wind Turbine. In Case of fault occurrence indication automatically 
command will send to wind turbine section to overcome the fault than the fault occurrences can be prevented.  

Keywords: wind turbine, monitoring and fault diagnosis, Temparature, Vibration, Oil, LCD Display. 

 

1. INTRODUCTION 

The wind power industry has experienced large growth in the past years. The growth mainly focuses 

on a growing market, wind power’s better economic conditions (because of political decisions), and 

the development of large wind turbines and offshore farms. One of the goals is to increase reliability 

for turbines. The issue is even more important for offshore farms, where service is difficult and 

expensive. The industry has incentive to make maintenance more efficient. In whatever way, Wind 

turbines are fault prone, that is they are given in harsh environment such as desert, plains apart from 

that they are difficult electromechanical system that are situated far away from the control centre. So 

the chance of fault happens and the side cause will be more, even it leads to power off. It is important 

to develop the remote controlling and defect diagnosis system to monitor the run time status and the 

identification of fault to improve the effort and the life time service of the wind turbine. 

Wind turbine monitoring systems could be the answer for better wind power industry maintenance 

management and increased reliability. Such systems are commonly used in other industries. This 

System continuously monitors the performance of wind turbine parts, e.g., temperature, weather, and 

transformer, and helps determine the optimal time for specific maintenance. This paper investigates 

these systems’ support for the wind power user. The Health Monitoring of wind turbines, with the aim 

of diagnosing degradation in different structural parts in wind turbines, has seen its relevance boosted 

in the operation and maintenance plans for wind turbine industry. As a consequence many researchers 

are studying the relationship between structural deterioration and the change in different structural 

dynamics properties associated to some resonances. 

In this context, wind turbine manufacturers are clearly increasing efforts in wind farm maintenance in 

order to achieve more robust and reliable wind turbines under any condition and under any operating 

regime. Needless to say, this requisite is even more demanding in offshore sites where the 

maintenance operations are challenging practices involving, in many cases, logistics or access 

difficulties. A defect is detected, the less impact it has in the wind turbine OPEX (operation 

expenditure) rate. Therefore, any tool devoted to the task of predicting a relevant structural change at 

early stage contributes to improve the market competitiveness for a particular wind turbine. Science of 

early detection of warranty and reliability issues - a topic that is  
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This paper provides an open-source literature survey on the emerging science of early detection of 

warranty and reliability issues - a topic that is becoming critical to product life management for the 

automotive, aerospace and energy industries. An open-source literature survey from a variety of 

disciplines like reliability engineering, operations research, prognostic-health management, systems 

engineering, biostatistics, public health and epidemiology. 

These are areas that have seen significant recent research activity in the development of early warning 

systems and algorithms. This paper provides an overview of current and promising techniques with a 

focus on their underlying statistical theory and related system architecture issues. The concept of the 

project is to develop a system used to diagnose the fault and monitor the parameters in wind turbine. 

The project is a special one considering fact that we can monitor parameters and diagnose the fault in 

a wind turbine from the control station, this project is based on a Zigbee protocol (i.e. message based 

protocol). Zigbee connects the wind turbine with the control station using wires. This system requires 

minimal power and provides reliable delivery of data between wind turbine and control station. 

2. INTRODUCTION TO ZIGBEE 

ZigBee is a wireless communication used in Wind Turbine to send data to control room and to receive 

data from control room. It is based on a typical network architecture using an OSI model over an 

IEEE 802.15.4-2006. The ZigBee signals function like network signals and strictly similar to 

Bluetooth and Wi-Fi. ZigBee devices are meant for low power consumption these Devices put 

themselves to sleep when not in use, thereby conserving power. Hence this makes these devices ideal 

for battery-operated applications because they can last for a number of years before wanting fresh 

batteries. ZigBee is top in lucrative applications it scheme lends itself to detecting and monitoring 

applications and its practice in large scale wireless monitoring [4]. Hence it will be very much suitable 

for Wind turbine communication. 

3. RELATED WORKS 

The maintenance of offshore Wind Turbine and its failure rate is very high by using the wireless 

sensor networks for environment monitoring and key components cluster based distribution of 

wireless sensor network topology the failure rate scan be reduced. The necessity of monitoring and 

making automation of Wind Turbine with fault diagnosis system and the CAN Bus which is used as 

Interface module to communicate the monitored parameters between the Wind Turbine and the 

control centre with the help of RS-232 Serial Communication. Here GPRS is used to transfer the data 

from wind turbine section to control room. The importance renewable energy and its monitoring 

technologies of wind turbines facilitate the prevention of accidental and component or structure 

failure. The acquisition of data under different conditions can be time and cost consuming. Low-cost, 

low power wireless sensors have materialized as a window for these applications. Economical and 

flexible wireless sensors networks can be installed within a large structure to evaluate the response 

and performing monitoring algorithms. In this paper, wireless sensors are deployed into a wind 

turbine farm to monitor the structures to present models of wind turbine behavior and response to 

loading and controlling the generator parameters by getting even to rewrite the control algorithm from 

the system. Methodology to manage the mechanical vibration and temperature from Small Wind 

Turbine (SWT) with a protection tool developed for preventive maintenance and to avoid catastrophic 

failure. The triple axis accelerometer. 

4. PROPOSED SYSTEM  

The core objectives of this proposed management of small wind turbine system are to detect the 

present health condition of the machine, to prevent catastrophic failures caused by the various 
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components of the wind farm, to improve the power quality before the problem is corrected, to predict 

the severity level of fault, and to estimate the useful life of the machine. The use of this type of health 

monitoring system helps to reduce the failure frequency and amount of downtime, maximize the 

utilization of the wind turbine, and minimize the maintenance overhead and cost due to production 

lost. Moreover, under the wireless sensor network system, there is no need to install wiring for data 

collecting and monitoring, thus eliminating the cost of installation and maintenance that would be 

required by communication cables. The overall performance and reliability of the wind form is 

improved dramatically. 

4.1. Wind Turbine Section  

At Wind Turbine Section the System is developed to prevent Wind Turbine blasting hazards. The 

block diagram Fig explains the hardware components which are placed in the Wind Turbine. In this 

system the sensor sense the parameters values and send the data to the ARM Controller. The ARM is 

based on RISC architecture it simple design enables more efficient multi-core CPUs and higher core 

counts at lower cost, providing higher processing power and improved energy efficiency for servers 

and it reduces costs, heat and power usage this makes data acquisition and processing from the sensor 

and send it to the Control room via wireless ZigBee. The temperature sensor senses the temperature 

and send the data to control room at control room through LCD it is possible to view the current status 

of the Wind Turbine.  

The speed sensor senses the rotational speed from the Generator shaft; the level sensor senses the 

lubricant oil level from the Wind Turbine components and vibration sensor sense the occurrence of 

higher vibration in any part of the Wind Turbine components. All this parameter data are send to the 

control room Section via wireless ZigBee. The display unit is placed is in the Wind Turbine section to 

show the parameters details which acts as the reference for operator in case of checking the working 

condition, are for any other revamping parts in the Turbine. 

 

Fig1. Block diagram of proposed system  

4.1.1. ARM Microcontroller 

Microcontroller is a heart of this project. ARM 7 is suitable microcontroller for this proposed 

embedded system. LPC2148 is ARM 7 controller used in this project. The main feature of 

LPC2148are as follows, 
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 16-bit/32-bit ARM7TDMI microcontroller. 

 8 kB to 40 kB of on-chip static RAM and 32 kB to 512 kB of on-chip flash memory. 

 Two 10-bit ADCs provide a total of 14 analog inputs, with conversion times as low as 2.44 ms per 

channel. 

 CPU operating voltage range of 3.0 V to 3.6 V (3.3 V ± 10 %) with 5 V tolerant I/O. 

4.1.2. Power Supply  

A device or system that supplies electrical or other types of energy to an output load or group of loads 

is called a power supply unit or PSU. The term is most commonly applied to electrical energy 

supplies, less often to mechanical ones and rarely to others. 

4.1.3. Temperature Sensor 

LM35 converts temperature value into electrical signals. LM35 series sensors are precision integrated-

circuit temperature sensors whose output voltage is linearly proportional to the Celsius temperature. 

The LM35 requires no external calibration since it is internally calibrated. . The LM35 does not 

require any external calibration or trimming to provide typical accuracies of ±1⁄4°C at room 

temperature and ±3⁄4°C over a full −55 to +150°C temperature range.  

The LM35’s low output impedance, linear output, and precise inherent calibration make interfacing to 

readout or control circuitry especially easy. It can be used with single power supplies, or with plus and 

minus supplies. As it draws only 60 μA from its supply, it has very low self-heating, less than 0.1°C in 

still air.  

Features 

 Calibrated directly in ° Celsius (Centigrade) 

 Linear + 10.0 mV/°C scale factor 

 0.5°C accuracy guaranteed (at +25°C) 

 

Fig2.The characteristic of this LM35 sensor is: For each degree of centigrade temperature it outputs 10milli 

volts. 

4.1.4. Vibration Sensor 

Vibration sensors allow you to detect orientation or inclination. They are small, inexpensive, low-

power and easy-to-use. If used properly, they will not wear out. Their simplicity makes them popular 

for toys, gadgets and appliances. Sometimes they are referred to as "mercury switches", "tilt switches" 

or "rolling ball sensors" for obvious reasons. 

They are usually made by a cavity of some sort (cylindrical is popular, although not always) and a 

conductive free mass inside, such as a blob of mercury or rolling ball. One end of the cavity has two 

conductive elements (poles). When the sensor is oriented so that that end is downwards, the mass rolls 

onto the poles and shorts them, acting as a switch throw. 
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Tilt switches used to be made exclusively of mercury, but are rarer now since they are recognized as 

being extremely toxic. The benefits of mercury is that the blob is dense enough that it doesn't bounce 

and so the switch isn't susceptible to vibrations. On the other hand, ball-type sensors are easy to make, 

wont shatter, and pose no risk of pollution. 

                                                      

Fig3. Vibration sensor 

4.1.5. Oil Level Sensor 

A tank unit (sheet metal / aluminum die cast type) is a instrument to indicate level of Fuel in tank. It is 

used in all kind of vehicles / stationary engines which have tank of any kind. 

It normally consists of: 

 Float (NBR type/PU type) with level arm 

 Potentiometer 

4.1.6. Liquid Crystal Display 

LCD stands for Liquid Crystal Display. LCD is finding wide spread use replacing LEDs (seven 

segment LEDs or other multi segment LEDs) because of the following reasons: 

 The declining prices of LCDs. 

 The ability to display numbers, characters and graphics. This is in contrast to LEDs, which are 

limited to numbers and a few characters. 

 Incorporation of a refreshing controller into the LCD, thereby relieving the CPU of the task of 

refreshing the LCD. In contrast, the LED must be refreshed by the CPU to keep displaying the 

data. 

 

Fig4. LPC2148 controller interfacing with LCD diagram 
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4.1.7. Buzzer 

Piezo buzzer is an electronic device commonly used to produce sound. Light weight, simple 

construction and low price make it usable in various applications like car/truck reversing indicator, 

computers, call bells etc. Piezo buzzer is based on the inverse principle of piezo electricity discovered 

in 1880 by Jacques and Pierre Curie. It is the phenomena of generating electricity when mechanical 

pressure is applied to certain materials and the vice versa is also true. Such materials are called piezo 

electric materials 

4.1.8. DC-Motor 

Electric motors are used to efficiently used to convert electrical in to mechanical energy. magnetism is  

the basis of their principles operation. They use permanent magnets, electromagnets, and exploit the 

magnetic properties of materials in order to create these amazing machines. DC Motor has two leads. 

It has bidirectional motion If we apply +ve to one lead and ground to another motor will rotate 

in one direction, if we reverse the connection the motor will rotate in opposite direction. If we keep 

both leads open or both leads ground it will not rotate (but some inertia will be there). If we apply 

+ve voltage to both leads then braking will occurs. 

4.2. Control Room Section 

 At control room section via LCD it is possible to view the current status of the Wind Turbine. The 

receiver ZigBee receives the data from the Wind Turbine and it is connected to PC using Serial 

Communication RS232.Whenever the fault occurs in the Wind Turbine according to the type of fault 

the comment will be sent from the PC to Wind Turbine to overcome the fault and to prevent blasting 

hazard. 

 

Fig5. Control room section 

In case of any fault occurrence like Temperature hike it is identified easily and immediately a 

comment will be sent from the control room to Wind turbine and the cooler will be switched on to 

reduce the temperature. Else if there is higher vibration immediately Turbine will be shut down and 

manual operation will be conducted to recover that fault. If the rotational speed is higher due to storm 

than immediately turbine speed will be reduced by applying electric breaks and system will be shut 

down to save the wind turbine blades from damages. For the case of lesser lubrication the auto 

lubrication process is implemented here. In this the DC motor will be switched on automatically 

which pumps the oil and fills the lubricant in appropriate parts of the Wind turbine. 

5. RESULT AND CONCLUSION 

The fault identification is done and the parameters are measured through the CAN interface module 

the monitored data is analyzed and send to LCD through RS232 cable. The location and the type of 

faults are analyzed before it occurs and are transmitted from wind turbine to the control centre through 

zigbee network . The proposed system enables the monitoring and prevention of higher vibration, rise 

in temperature as well as lesser lubrication of the Wind Turbine using the developed methodology to 

avoid blasting hazard. Thus the ZigBee Wireless communication enables the remote controlling 

system of all these parameters from control room through monitoring in LCD. 
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The effect of harsh condition and the nature of large electromechanical system are the causes of fault 

to be occurred in the wind turbine. It is very important perform the monitoring and fault diagnosis of 

wind turbine parameters.  
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Abstract: As technology improves, the power dissipated by 

the links of a network-on-chip ( NoC) starts to compete with 

the power dissipated by the other elements of the 

communicate ion subsystem, namely, the routers and the 

network interfaces (NIs). Here, we present a set of data 

encoding schemes to reduce the power dissipated by the 

links of an NoC. In this paper, the encoder in LDPC is 

replaced with our data encoding schemes in order to reduce 

the power consumption in Low Density Parity Check 

Techniques. Experiments carried out on both synthetic and 

real traffic scenarios show the effectiveness of the proposed 

schemes. 

Index Terms: Data encoding, interconnection on chip, low 

density parity check, majority logic decoding, power 

analysis. 

 

I. DATA ENCODING TECHNIQUES 

The data encoding techniques are developed to reduce the 

power consumption caused by the transitions in the 

interconnect on the chip. The data encoding techniques are 

based on reducing the number of transitions by considering 

the types of transitions in the interconnects and by 

considering them as discussed in the table below and also 

consider the transitions as different types of inversions 

available for us. The different types of inversions available 

for us are odd inversion, full inversion and even inversions. 
By reducing these inversions we can control the number of 

transitions in the interconnects which reduces the power 

consumption caused by these transitions in the links. 

 

 

By assuming these we have designed three schemes which 

are as follows: 

A. Scheme I 

In scheme I, we focus on reducing the numbers of Type I 

transitions (by converting them to Types III and IV 

transitions) and Type II transitions (by converting them to 

Type I transition). The scheme compares the current data  

 

with the previous one to decide whether odd inversion or no 

inversion of the current data can lead to the link power 

reduction. 

 
Fig. 1. Encoder architecture scheme I. (a) Circuit diagram 

[27]. (b) Internal view of the encoder block 

 

B. Scheme II 

In the proposed encoding scheme II, we make use of both 

odd (as discussed previously) and full inversion. The full 
inversion operation converts Type II transitions to Type IV 

transitions. The scheme compares the current data with the 

previous one to decide whether the odd, full, or no inversion 

of the current data can give rise to the link power reduction. 

 
 

C. Scheme III 

In the proposed encoding Scheme III, we add even inversion 

to Scheme II. The reason is that odd inversion converts some 

of Type I (T1***) transitions to Type II transitions. As can 

be observed from Table II, if the flit is even inverted, the 

transitions indicated as T** 1 / T1*** in the table are 

converted to Type IV/Type III transitions. Therefore, the 
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even inversion may reduce the link power dissipation as well. 

The scheme compares the current data with the previous one 

to decide whether odd, even, full, or no inversion of the 

current data can give rise to the link power reduction. 
 

Low Density Parity Check Code: 

The LDPC code is based on a set of one or more fundamental 

LDPC codes.  Each of the fundamental codes is a systematic 

linear block code. The fundamental codes can accommodate 

various code rates and packet sizes.  

Each LDPC code in the set of LDPC codes is defined by a 

matrix H of size m-by-n, where n is the length of the code 

and m is the number of parity check bits in the code. The 

number of systematic bits is k=n-m.  

The matrix H is defined as 

0,0 0,1 0,2 0, 2 0, 1

1,0 1,1 1,2 1, 2 1, 1

2,0 2,1 2,2 2, 2 2, 1

1,0 1,1 1,2 1, 2 1, 1
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where Pi,j is one of a set of z-by-z permutation matrices or a z-

by-z zero matrix. 

The encoding of a packet at the transmitter generates parity-

check bits p=(p0, …, pm-1) based on an information block 

s=(s0, …, sk-1), and transmits the parity-check bits along with 

the information block. Because the current symbol set to be 

encoded and transmitted is contained in the transmitted 

codeword, the information block is also known as systematic 

bits. The encoder receives the information block s=(s0, …, sk-

1) and uses the matrix Hbm to determine the parity-check bits. 

The expanded matrix H is determined from the model matrix 

Hbm. Since the expanded matrix H is a binary matrix, 

encoding of a packet can be performed with vector or matrix 

operations conducted over GF. 
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Block diagram of the encoder architecture for the block 

LDPC code 

Using two decoding techniques majority logic decoding and 

majority logic decoder/detector in LDPC to reduce the delay 
occurring in these techniques.  

 

Majority Logic Decoding: 

Majority-logic decoding is a simple and effective scheme for 

decoding certain classes of block codes, especially for 

decoding certain classes of cyclic codes. Majority logic 

decoding is a method to decode repetition codes, based on 

the assumption that the largest number of occurrences of a 
symbol was the transmitted symbol. It will increase the 

power consumption. Syndrome vector is oldest technology, 

which is used to detect the error in the code word. Hamming 

code is one of the examples of syndrome decoder. 

 
Simple memory system schematic 

 

Majority Logic detector/decoder: 

The ML detector/decoder (MLDD) has been implemented 

using the Euclidean Geometry LDPC. G-LDPC codes there 
is an subclass of codes that is one step majority logic 

decodable (MLD) This method is very practical to generate 

and check all possible error combinations for codes with 

small words and affected by a small number of bit flips. 

When the size of code and the number of bit flip increases, it 

is difficult to exhaustively test all possible combinations. 

Therefore the simulations are done in two ways, the error 

combinations are exhaustively checked when it is feasible 

and in the rest of the causes the combinations are checked 

randomly. Since it is convenient to first describe the chosen 

design and also for simplicity. 

 
II. DATA ENCODING TECHNIQUES USING LDPC 

These data encoding schemes which are discussed in the 

above sections are replaced by these encoding schemes 

instead of the encoder in the LDPC block: 

 Scheme1 encoding technique in LDPC. 

 Scheme2 encoding technique in LDPC. 

 Scheme3 encoding technique in LDPC. 

 

Scheme1 encoding technique in LDPC: 

The proposed encoding architecture, which is based on the 

odd invert condition defined  is shown in Fig. 1. We consider 
a link width of w bits. If no encoding is used, the body flits 

are grouped in w bits by the NI and are transmitted via the 

link. In our approach, one bit of the link is used for the 

inversion bit, which indicates if the flit traversing the link 

has been inverted or not. 

 

This encoding technique which is scheme 1 of our encoding 

techniques in used in low density parity check of majority 

logic decoding are replaced with our encoding scheme1 

technique. 

 
Scheme2 encoding technique in LDPC: 

The principles of this encoder are similar to those of the 

encoder implementing Scheme I. The proposed encoding 

architecture, which is based on the odd invert condition and 

the full invert condition, is shown in Fig. 2. Here again, the 

wth bit of the previously and the full invert operating 
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condition is shown in Fig. 2. Here again, the wth bit of the 

previously encoded body flit is indicated with inv which 

defines if it was odd or full inverted (inv = 1) or left as it was 

(inv = 0). In this encoder, in addition to the Ty block in the 
Scheme I encoder, we have the T2 and T4**  blocks which 

determine if the inversion based on the transition types T2 

and T4** should be taken place for the link power reduction. 

The second stage is formed by a set of 1s blocks which count 

the number of 1s in their inputs. The output of these blocks 

has the width of log2 w. The output of the top 1s block 

determines the number of transitions that odd inverting of 

pair bits leads to the link power reduction. The middle 1s 

block identifies the number of transitions whose full 

inverting of pair bits leads to the link power reduction. 

Finally, the bottom 1s block specifies the number of 

transitions whose full inverting of pair bits leads to the 
increased link power. 

 

The encoding technique discussed above which is scheme2 

which is based on the logic of full inversion which is the 

proposed method of the odd inversion which is scheme1. The 

technique which is mentioned above is ldpc using sheme1 

now is replaced with scheme2 in the ldpc  and thereby 

reducing some amount of power compared from scheme1. 

 

Scheme3 encoding technique in LDPC: 

The operating principles of this encoder are similar to those 
of the encoders implementing Schemes I and II. The 

proposed encoding architecture, which is based on the even 

invert condition of (28),the full invert condition of (29), and 

the odd invert condition of (30), is shown in Fig. 4.  

 

The (inv = 0). The first stage of the encoder determines the 

transition types while the second stage is formed by a set of 

1s blocks which count the number of ones in their inputs. In 

the first stage, we have added the Te blocks which determine 

if any of the transition types of T2, T1**, and T1*** is 

detected for each pair bits of their inputs. For these transition 
types, the even invert action yields link power reduction.  

Again, we have four Ones blocks to determine the number of 

detected transitions for each Ty, Te, T2, T4** blocks. The 

output of the Ones blocks are inputs for Module C. This 

module determines if odd, even, full, or no invert action 

corresponding to the outputs “10,”, “01,” “11,” or “00,” 

respectively, should be performed. 

 

The encoding technique discussed above which is scheme3 

which is based on the logic of even inversion which is the 

proposed method of the full inversion which is scheme2. The 

technique which is mentioned above is ldpc using sheme1 
now is replaced with scheme2 in the ldpc  and thereby 

reducing some amount of power compared from scheme2. 

Hence ,we analyzed that scheme3 is the one which is used in 

LDPC technique. 

 

 

 

III. RESULTS 

Power report for scheme1: 

 
 

Area report for scheme1: 

 
 

Power report for scheme2: 

 
 

Area report for scheme2: 

 
 

 

Power report for scheme3: 
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Area report for scheme3: 

 
 

 

IV. CONCLUSION 
In this paper, we have presented data encoding techniques 

which are used in the place of encoders in LDPC which 

reduces the power consumption by eliminating the transitions 

as discussed before. Here, we analyzed the power 

consumption for these three schemes and compared their 

power and area performances. 
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Abstract: Short form of radio frequency identification also called as dedicated short range communication 
(DSRC) technology.  RFID is used to explain many technologies that are used in radio waves for automatic 

identifications. RFID works as bar code identification systems however the difference between RFID and bar 

code technology is that RFID does not depends on the line-of-sight reading that bar code scanning requires to 

work. Radio-frequency identification makes use of an RFID, tag applied to a product, animal, or person for the 

purpose of identification and tracking by using radio waves. Almost all RFID tags have two parts. IC for storing 

and processing information and antenna for receiving and transmitting the wave. This mobile car unit system 

using RFID technology is supported by using ARM 7 based microcontroller. 

Keywords: ARM7, LPC2148, RFID Reader, IR Sensor, RFID Tag, 16*2 LCD, DC Geared Motor, L293D,  

Kiel Development Tool, Flash magic software

 

1. INTRODUCTION

ARM7 (LPC2148) with 512 KB flash, 64 KB of Random Access Memory and several I/O devices. It 
has control commands like turn right, left speed up, down .It has to be written into the RFID tags 

beforehand and tags are then stuck on tracks. In this system we are interfaced IR sensor for obstacle 

detection. Whenever it detects any obstacle it will take the alternate path and moves to the forward 

direction.  

RFID reader can be used to communicate with tags and sending the moving control instructions to 

Micro Controllable Unit, (MCU) devices. The Micro Controllable Unit module receives moving 

control commands and then controls mobile car. The proposed car has applications in   payment 
systems, retailing, supply chain management, and manufacturing etc. 

ARM/KEIL software can be used for developing the applications.LPC2148 development board also 

used for testing the built application sensors and wireless nodes are used to prove the complete setup. 

2. BLOCK DIAGRAM 

 

figure.1 

http://www.webopedia.com/TERM/B/bar_code.html
http://www.webopedia.com/DidYouKnow/Computer_Science/2005/rfid.asp
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3. MAIN CONCEPT 

The objective of project is to control the robot movement from remote areas, so wireless 

communication is used to fulfill our application. There are various wireless communications exist. For 

that we prefer RFID Module. 

The purpose of system is to enable data to transmit signal with portable device, called a tag, which is 

received by an RFID reader and used according to the needs of a required application. The transmitted 

signal through tag may provide identification or location information of the product tagged, as price, 
color, of purchase date etc. This technology has been used by various companies for more than a 

decade. 

The following technology gained attention because of its ability to track maneuver object. 

4. ALGORITHM 

 

Fig 2                                              

5. RFID 

Radio frequency identification is well known for dedicated short range communication technology.  
The module used by RFID is used to describe different technologies that use radio waves to identify 

people or objects. This identification technology is same as the bar-code recognition system, 

moreover only difference among RF identification and bar code system is RF identification do not 
depend on the line-of-sight receiving that bar code scanning process required to work. 

RF identification system has three components:  

  Antenna  

 Transceiver (with decoder) 

 Transponder (RF tag)  

 

Figure.3 

http://www.webopedia.com/TERM/B/bar_code.html
http://www.webopedia.com/DidYouKnow/Computer_Science/2005/rfid.asp
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 The provided antenna generates RF signals to activate the tag and to read and write information to 

it. 

 The reader produce radio frequency waves in ranges between one inch to 100 feet or more, 

depending upon its power produced and the radio frequency used. As RFID tag passes through the 

electromagnetic zone, it detects the reader's activation signal.  

 The reader decodes data encoded in the provided tag's integrated circuit (silicon chip) and then 

signal is passed on the host computer for processing of selected data. 

 The purpose of system is to enable data to transmit signal with portable device, called a tag, which 

is received by an RFID reader and used according to the needs of a required application. The 
transmitted signal through tag may provide identification or location information of the product 

tagged, as price, color, of purchase date etc. This technology has been used by various companies 

for more than a decade. 

 The following technology gained attention because of its ability to track maneuver objects. As the 

technology is far advanced even pervasive as well as invasive used technology 

6.  IR SENSOR 

Infrared radiation is an electromagnetic spectrum having wavelengths higher than visible light 
wavelengths, but not greater than microwaves, i.e., from 0.75µm to 1000 µm is the infrared region of 

range. Infrared waves are invisible to human. The wavelength provided between 0.75µm to 3 µm is 

known near infrared, and region from 3 µm to 6 µm is called mid IR and the region more than 6 µm is 
called far IR. (The demarcations are not rigid; regions are defined differently by many). 

7.  CONCLUSION 

The design and development of RF identification based robot is successfully designed, fabricated and 
tested. With implementation of very low cost and flexibility in design, this kit can able reduce human 

introversion to greater extent. This project shows RF identification signal along with embedded 

system. This demonstration includes many examples provides how embedded system can make our 
life simple and stress free. This project includes robot that can be operated by RF identification tags, 

each and every tag is indicates such a direction. Its use is not limited to industries,    with such 

modification the module can be applied to different purposes like in defense, coal mines and military 

applications etc. 

8. FUTURE SCOPE 

The main purpose of this project was to be able to create RFID MOBILE ROBOT.  

RFID reader can collects the data from the tags and takes the direction.  

 Extension of the project is we can interface GPS module can certainly be used to help with 

global navigation and for robot localization.   

 Here we can interface the Camera to take the pictures with in a field and also interface one 

wireless communication module and send the data to the receiver part. 

 The RFID tags can serve as a “sanity check” of sorts to check the work of the particle. 
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Abstract: The aim of the paper is to design and analyze 8T SRAM Cell using Charge Sharing Technique where 

a standard 8T SRAM cell performance degrades with low power supplies. In the design the SRAM cell uses a 

charge sharing technique between the transistors to make SRAM more rigid against noises that occur due to low 

power supplies. Apart from noise reduction the read discharge power is reused. The comparison between 

standard 6T, 8T and 8T with charge sharing is made. It shows that less power is consumed by 8T with charge 

sharing than others.  

Keywords: 6T SRAM, 8T SRAM, CMOS, dynamic power budge, SNM

 

1. INTRODUCTION 

Due to growing demand of portable battery operated embedded systems made a necessity for energy 

efficient design. As predicted 90 % of systems will be made up of memory and the memory 

management is need of the time. The SRAM is popular choice for embedded systems for its high 

speed, robustness and ability easy to manufacture. The larger SRAM cell the larger the power 

consumed.  

A basic low power SRAM cell is designed by using cross-coupled CMOS inverters with 6 transistors 

giving basic 6T SRAM cell. However with technology scaling below nanometer the power dissipation 

of 6T SRAM  becomes significant with low power supplies as due to this the gate delay is increased 

which reduces the frequency of operations. 

An 8T SRAM cell with charge sharing technique which used at architecture level is implemented at 

the cell level of design.  

2. EXISTING WORKS 

2.1. Basic SRAM 

A number of SRAM cell topologies are reportable within the past years. Among these many design 

architectures, resistive load four-transistor (4T) SRAM bit cell, that load less 4T cell and 6 

transistor(6T) SRAM cell have received attention in use, attributable to their symmetry in storing 

logic `one' and logic `zero’. The information storage within the 4T SRAM cells is ensured by the 

leakage current of the access NMOS transistors. Hence, they're not correct candidates for low-power 

applications. On the opposite hand, the information stability during a 6T SRAM cell is free lance of 

the outflow current. Moreover, 6T configuration exhibits a significantly higher tolerance against noise 

that is a very important benefit particularly within the scaled technologies wherever the noise margins 

area unit lowering. That’s the most reason for the recognition of the 6T SRAM cell in low-power 

SRAM units rather than the 4T configurations in usage. 

The Six Transistor SRAM cell is most generally utilized in embedded memory attributable to its quick 

time interval and relatively little space. 6T cell style involves complex tradeoffs between varied 

factors specifically abrupt scaling done on area, most sensible soft error immunity ability, high cell on 

current, low leakage current through off transistors, has good stability with minimum voltage &amp; 

mailto:ls.rajeshece@gmail.com
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minimum word line voltage pulse. The total CMOS 6T SRAM bit cell configuration is shown in 

Fig.1. Full CMOS SRAM configuration provides greater noise margin, low static or leakage power 

dissipation, high change speeds suitability for high density SRAM arrays. Every 6T cell contains a 

capability of storing one little bit of information. 

The 6T SRAM cell consists of two inverters connected back to back. M5, M6 are access transistors 

that are controlled by the word line (WL) pulse. The cell preserves one in all its 2 possible states 

denoted as 0 and 1 as long as power is obtainable to the 6T bit cell. 

There are 3 operations in SRAM memory cell particularly write, browse and storage operations. Read 

and write operations are initiated by enabling the word-line (WL). To do write operation the value to 

be written is applied to the bit lines and for browse operation each BL and BLB is recharged to VDD. 

Whenever the browse operation the zero storing node is flustered &amp; this might flip the keep data, 
but the palm write operation desires that information ought to be flipped terribly simply. Historically 

device size has been adopted to balance the browse versus write style needs. 

 
Fig1. Conventional 6T SRAM 

The 6T SRAM cell design consists of two access transistors and two cross coupled CMOS inverters. 

Bit lines are the input/output ports of the cell with high capacitive loading. The operations READ and 

WRITE are conducted by these bit lines only; we will see how these are carried out. Write style 

needs. 

A 6T SRAM cell consists of 2 cross-coupled CMOS inverters and 2 NMOS access transistors. The 

output (input) of the inverters construct the internal nodes of the cell A and B. Once active, the access 

transistors facilitate the communication of the cell internal nodes with the input/output ports of the 
cell. The input/output ports of the cell unit of measurement called bit lines (BL and BL.) Bit lines unit 

of measurement a shared data communications medium among the cells on an {analogous the same} 

column in an array of cells. Consequently, they need high physical phenomenon loading. The browse 
and write operations unit of measurement conducted through the bit lines as we tend to are reaching to 

see inside the long run sections. 

2.2.  Read Operation 

Figure 1 illustrates the operation of the cell throughout a browse access. During this design, node 
node a carries a logic `zero' and node B carries a logic `one' before the cell is accessed. Thus, the 

transistors, M3 and M6, measure `off' whereas M4 and M5 live 'on' and catch up on the escape current 

of power supply and M6. In In customary vogue, the bit lines are precharged to VDD before the 
browse operation begins. An SRAM cell during read operation 

Enabling of the word lines (WL), i.e., the gate of the access transistors starts the read operation. 

Because the word lines go high, power provide goes to saturation region whereas M4 operates in 

thermionic vacuum tube region. Attributable to the short-channel impact, this associated with power 

provide encompasses a linear relationship with the voltage of the node `A'. Hence, these transistors 

behave sort of a resistance throughout this operation. Therefore, power provide and M4 A resistance 

and elevate node `A' voltage by ∆V. 

This voltage drives the input of the convertor M5-M3. to confirm CMOS SRAM: a outline sixteen a 

non-destructive browse operation ∆V is chosen such it does not trigger the M5-M3 electrical 
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converter and node B remains at VDD over the whole cell interval. Having a seamless voltage of 

VDD at the gate of M4 warrants the constant resistance assumption for M4 over the interval. 

 

Fig2.  An SRAM Cell during Read operation 

Figure 2 shows the linear model of the bit line discharge path. Throughout this model the bit line 

capacitance of CBL is pre-charged to VDD. Upon the activation of power offer, CBL discharges 

through power offer and M4 and causes a free fall of ¢ on BL. Since the gate supply voltage of M1 
remains at zero volts (i.e., Vgs1 = 0V), CBL cannot discharge and remains at VDD. The regardful 

voltage between BL and BL, ¢, is amplified using a way electronic equipment to supply the regular 

logic levels. 

Clearly, a faster bit line discharge is achieved by reducing the resistance at intervals the discharge 

path. However, such enhancements return at the price of larger cell semiconductor device sizes that 

may not urged for prime density SRAMs. 

DC analysis of the operation of the cell transistors is conventionally adopted to substantiate the 
soundness of the cell throughout the browse operation. as a result of it had been mentioned before, an 

occasional enough ∆V ensures that the output of inverters M5-M3 remains constant at node B. to 

make sure a non-de structive browse operation, the voltage level ∆V is controlled by the resistive 
magnitude relation of power provide and M4. 

2.3. Write Operation 

Figure 3.3 illustrates the operation of the cell inside the write operation. Throughout this figure the 
initial conditions of nodes A and B unit VSS and VDD, severally. Re-writing the recent data to the 

cell is trivial thus we have a tendency to tend to focus on propellant the knowledge of the cell. 

In different words, the write operation is complete providing the voltage level on node A and B 

becomes VDD and VSS, severally. The activation of the word line cannot cause a spare voltage 
increase on node A to trigger the CMOS inverter M5-M3 if every bit lines unit of measurement pre-

charged to VDD. 

Therefore, the write operation is conducted by reducing the bit line associated with node B, BL, to a 
sufficiently low voltage (e.g., VSS.) This operation forms a possible divider comprising of M5 and 

power offer at the beginning of the operation. 

To assess the voltage that appears at node B upon activation of the word lines in write operation, ∆V. 

A sufficiently low ∆V triggers the convertor M6-M4 that lands up in charging up node A to VDD. 
Since node a drives the convertor M5-M3, node B is force all the approach right down to VSS through 

power offer and M5 turns off. Hence, the logic state of the cell is changed. The word line becomes 

inactive once the completion of the operation. A in write operation ar usually bonded by choosing an 
accurate PR. A lower PR lands up during a lower ∆V, and a lower ∆V is expounded to higher drive at 

the input of convertor M6-M4. 

3. 8T SRAM CELL 

It is noteworthy that for associate SRAM cell, the specified form of operation is commonly set with 

the correct choice of the bit line voltage. However, this involves additional edge circuits like bit line 

precharge circuits and writes drivers to create positive correct bit line voltage setting before any 
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operation. At low provide voltages due the soundness limitations of 6T SRAM cell we tend to use 8T 

SRAM cell for quick transmission applications. it's like 6T SRAM cell with a scan decoupled path 

that consists of M5 and M6 transistors. Allow us to see the operating of 8T SRAM style. 

 

Fig3. 8T SRAM Cell 

3.1. Write Operation 

The write operation of 8T SRAM cell is same as to the conventional 6T SRAM. The write operation 

in 8T SRAM is carried out as shown and discussed below 

3.2. Write ‘0’ Operation 

For writing ‘0’, the bit line has to give zero volts and VDD to the bit line (BLbar). And write word 

line is asserted which makes both the transistors M3 and M4 ON. Hence the value in the bit line is 

stored at Q. Hence ‘0’ is stored at Q. 

3.3. Write ‘1’ Operation 

Likewise writing ‘1’ is also carried in the likely same. The bit line has to give a value VDD and bit 

line bar is given a value 0 volts. As WWL is enabled for write operation, the values in bit lines are 

store at respective nodes that is at Q will have value logical ‘1’ and logical ‘0’ at Qbar. There is no 

change in the write operation when compared with the basic SRAM operation. 

3.4. Read Operation 

The read operation is initiated by pre-charging the read bit line to VDD which is required in the 

conventional one. 

3.5. Read ‘0’ Operation 

Read word line (RWL) drives the access transistor M5 ON. If the value stored at Q is ‘0’ then 

transistor M6 will be ON and RBL is connected to ground directly through M5&M6 transistors 

discharges. This implies that the value stored at Q in the SRAM is zero. 

3.6. Read ‘1’ Operation 

If the value stored at Q is ‘1’, due to M6 transistor will be OFF and there is no discharge path for 

RBL, and the value in RBL is VDD which shows that value stored at Q is ‘1’. The circuit diagram of 

8T SRAM shown in the figure 4. 

The disadvantages in 6T SRAM are minimized in 8T SRAM, even though the transistor count 

increased the power consumption. The circuit diagram and operations of conventional and 8T SRAM 

are discussed in this chapter. The SRAM with charge sharing concept is discussed next. 

4. PROPOSED SRAM DESIGN 

Here the proposed SRAM design is using the concept of charge sharing of 10T SRAM design. But the 

difference is that the design is done with less number of transistors when compared to the above 10T 

SRAM which also decreases the area of the design and in the proposed design we also reduced the 

power consumption when compared with the previous design. 

The proposed SRAM consists of a single ended 7T bit cell which has one bit line (BL) for write 

operation and one Read Bit cell for read operation. 
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During the write operation WWL was enabled and RWL was disabled (i.e RWL=’0’) so M4 M5 M6 

are in the off state. The cell acts like single ended 5T SRAM Cell and writes the Bit line data into the 

cross coupled inverter pair P1 M3 and P2 M2. 

During the read operation the bit line disconnected from inverter pair because of WWL=’0’ during 

read phase and RWL was enabled so M6 M5 will be in the ON state. For read operation here we are 

using separate bit line called RBL instead of using same BL. SO during read operation RBL was pre-
recharged. 

Read ‘0’: In reading ‘0’ M4 was ON state, so RBL has a discharging path from M4 M5 and M6, the 

M6 will acts like a charge sharing network, instead of discharging the charge to the ground M6 will 

charge the bit line (BL) so there will no loss of power to the ground. 

Read’1’: In reading ‘1’ M4 was OFF state so there will be no discharging path for RBL to discharge 

maintains the charge and reads the ‘1’ 

5. SIMULATION AND RESULTS 

These SRAM designs are designed and simulated using S-edit and T-Spice using TSMC018 

technology in Tanner Tools 13.0. The Conventional 8T SRAM, and Proposed SRAM are simulated 

there power dissipations are compared and shown in below: 

 

Fig5. S-edit Design of 6T SRAM Cell 

 

Fig6. S-edit Design of 8T SRAM Cell 
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Fig7. S-edit Design of Proposed SRAM Cell 

Circuit Power Consumption 

Conventional 6T SRAM 5.517330e-004 watts 

8T SRAM Cell 9.461892e-010 watts 

Proposed SRAM Cell 5.806951e-010 watts 

6. CONCLUSION 

Here we have used the designs of SRAM of charge sharing and analyzed the design for minimum area 

and power as well. The design technique will reduce power and maintain at good stability levels. 

7.  FUTURE SCOPE 

In future we can extend this multi bit SRAM Cells and overall bit line discharge losses can be reduced 
by using adiabatic logics. 
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Abstract:

Cloud Computing is the long dreamed vision of comput-
ing as a utility, where users can remotely store their data 
into the cloud so as to enjoy the on-demand high qual-
ity applications and services from a shared pool of con-
figurable computing resources. By data outsourcing, us-
ers can be relieved from the burden of local data storage 
and maintenance. However, the fact that users no longer 
have physical possession of the possibly large size of out-
sourced data makes the data integrity protection in Cloud 
Computing a very challenging and potentially formidable 
task, especially for users with constrained computing re-
sources and capabilities. 

Thus, enabling public auditability for cloud data storage 
security is of critical importance so that users can resort to 
an external audit party to check the integrity of outsourced 
data when needed. To securely introduce an effective 
third party auditor (TPA), the following two fundamental 
requirements have to be met: 1) TPA should be able to ef-
ficiently audit the cloud data storage without demanding 
the local copy of data, and introduce no additional on-line 
burden to the cloud user; 2) The third party auditing pro-
cess should bring in no new vulnerabilities towards user 
data privacy.

Introduction of domain:

Cloud Computing is one of the best choice for Small and 
Medium Sized Entrepreneurs’ in the world. This has been 
used widely to cater the needs of organizations with dif-
ferent software applications through SAAS operations of 
cloud. Cloud has gifted the organizations the platform as 
a service at most economical rates. The economical rates 
and swift services has given rise to the cloud computing 
fame.

But the recent privacy issues and security challenges have 
degraded the cloud computing marketing. North Bridge 
(2013)1. Cloud market has fallen down because of the data 
storage security problems, quality of services and privacy 
preserving issues in cloud computing. The research schol-
ars have done enough research to admeasure the problems 
but still lot of loop holes and missing links are notified in 
cloud computing to arrest the problems. There is a great 
need to revive the situation by doing the research work to 
ensure data storage security in cloud computing. There 
are many research works tried to ensure the data security 
in cloud computing servers with different techniques like 
digital encryption, fuzzy key word search etc. The ulti-
mate solution for data security and data storages should 
be given to arrest the problems due to Byzantine failure, 
malicious data modification attack and server colluding 
attacks. Ricardo Puttini (2013)

Aim:

The aim of the project is to utilize the public key based 
homomorphic authenticator and uniquely integrate it with 
random mask technique to achieve a privacy-preserving 
public auditing system for cloud data storage security. The 
aim is to support efficient handling of multiple auditing 
tasks in cloud computing. The aim is to explore the tech-
nique of bilinear aggregate signature to extend the main 
result into a multi-user setting, where TPA can perform 
multiple auditing tasks simultaneously. The aim includes 
to provide an extensive secured and highly performing 
system in cloud computing with an effective third party 
auditor.

Objectives:
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secured and good performance system with third party 
auditor for data storage in cloud computing. 
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•The objective is to design and develop a cloud comput-
ing application with extensive public data storage with 
third party auditing system.
•The objective is to demonstrate the third party auditing 
system is not effecting the performance of the cloud serv-
ers and storage operations.
•The implementation of third party auditing with high 
performance for the public storage in cloud computing is 
one of the objective.
•The objective is to develop a cloud computing applica-
tion with high security in storing public data. 

Background:

Cloud computing is one of the most popular technological 
aspects in computational world. The most important thing 
in cloud computing is data storage with proper security 
measures. At the same time cloud computing is facing 
the data leakage and insecurity. To avoid these challenges 
in cloud computing a strong secured auditing system is 
needed to identify the users and their data. The increased 
security has to be implemented, at the same time the per-
formance should not be degraded. To give proper solu-
tion the present project has been developed to provide 
the higher data security and increased performance while 
implementing the public data auditing in the cloud com-
puting. 

Existing System:

Though Cloud computing is enriched with the special 
features like agile, reliable, cost effective and measurable 
delivery of data. Cloud computing has excellent delivery  
models with identification, Authentication, Authorization, 
Confidentiality, Integrity, Non-repudiation and availabil-
ity as information security requirements.  it is blamed by 
the provision of untrustworthy servers located at remote 
and un-known locations. This feature has become an is-
sue to store sensitive data and confidential data at untrust-
ed servers at unknown remote locations and caused the 
heavy computation overhead. Frequently the cloud com-
puting has encountered the security issues such as SQL 
Injection Attacks, Cross Site Scripting Attacks, Man in 
the Middle Attacks, Network Level Security Issues, DNS 
attacks, Sniffer Attacks, BGP Prefix Hijacking and issue 
of reused IP Address. Apart from these attacks Applica-
tion level security issues with security concerns with the 
Hypervisor, Denial of Service Attacks, Cookie Poisoning, 
Hidden Field Manipulation.

Captcha Breaking, Google Hacking and Distributed DOS 
Attacks are traced in cloud computing. To overcome all 
these attacks and computation overhead, Priyadarshini 
has suggested a cloud storage mechanism with Kerberos 
authentication and utilization of multi-clouds. Kerberos 
secure mechanism is very strong to protect weak link from 
opponent. It is very reliable with  a system to back up. 
The Kerberos mechanism is transparent which can be re-
vealed with the password authentication. It is measurable 
to support large number of clients and service providers. 
Kerberos authentication mechanism is rich with  Authen-
tication Servers and Ticket Granting Servers which can  
be incorporated in six steps.  Above all these measures 
Priyadarshini has suggested multi-clouds environment to 
implement Kerberos Realms and Multiple Kerberi to ob-
tain increased security in cloud computing storage.   - A. 
Priyadharshini [2013].

Drawbacks of Existing system:

The Department of Education, The United States of 
America has incorporated a Privacy Technical Assistance 
Center for learning data privacy, confidentiality and se-
curity. Data security threats are classified into two types. 
These are technical and non-technical. A comprehensive 
privacy and data security plan has been initiated by PTAC 
to reduce the vulnerability to security threats. The techni-
cal data security threats are regarded as non-existent secu-
rity architecture, Un-Patched client side Software and Ap-
plication, Phishing and targeted Attacks which is known 
as Spear Phishing, Internet Websites, Poor configuration 
Management, data storage in mobile devices and trans-
fer of data from mobile devices, Cloud Computing, Data 
from removable media, Botnets [ the series of networks 
of compromised computers] and  Zero-day attacks.  The 
non technical cyber security threats are regarded as In-
sider attacks, Poor passwords, Physical Security, Insuffi-
cient backup  and  recovery, improper destruction, Social 
Engineering and social media. PTAC has successfully in-
culcate the mitigation for all above mentioned threats and 
suggested the students to follow consistent implementa-
tion of the security plan drastically eradicate the cyber 
threats and establish the  security. – PTAC – IB [2011].

Proposed System:

The proposed system is developed with the public key 
based homomorphic authenticator and uniquely integrate 
it with random mask technique to achieve a privacy-pre-
serving public auditing system for cloud data storage.
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To support efficienthandling of multiple auditing tasks, 
we further explore the technique of bilinear aggregate sig-
nature to extend our main result into a multi-user setting, 
where Third Party Auditing can perform multiple auditing 
tasks simultaneously. 

Extensive security and performance analysis shows the 
proposed schemes are provably secure and highly effi-
cient. We also show how to extent our main scheme to 
support batch auditing for Third Party Auditing upon del-
egations from multi-users.

Third Party Auditing:

Third party auditing system is one security mechanism 
to store the data into the cloud servers. Third party audit-
ing system is arranged by the cloud consumers as well as 
the cloud service providers. The cloud service providers 
would safe guard the server with the help of Third party 
auditing. 

Third party auditing will scan the data whatever stored by 
the cloud consumer then it will decide whether the data 
can be stored in the server or not. If the data consists of 
malicious data then the TPA will delete the data from the 
server. Predominantly the data storage will be audited by 
the TPA system and allow the data to place in the server. 
It can be accessed by the authorized user of the Cloud 
Consumers. 

Algorithm:

A public auditing scheme consists of four algorithms. 
These are KeyGen, SigGen, GenProofand VerifyProof.

•KeyGen: key generation algorithm that is run by the user 
to setup the scheme

•SigGen: used by the user to generate verification meta-
data, which may consist of MAC, signatures or other in-
formation used for auditing

•GenProof: run by the cloud server to generate a proof of 
data storage correctness

•VerifyProof: run by the TPA to audit the proof from the 
cloud server.

Flowchart:

Modules:
1.Privacy-Preserving Public Auditing Mod-
ule:

Homomorphic authenticators are unforgeable verification 
metadata generated from individual data blocks, which 
can be securely aggregated in such a way to assure an au-
ditor that a linear combination of data blocks is correctly 
computed by verifying only the aggregated authenticator. 

Overview to achieve privacy-preserving public auditing, 
we propose to uniquely integrate the homomorphic au-
thenticator with random mask technique. In our protocol, 
the linear combination of sampled blocks in the server’s 
response is masked with randomness generated by a pseu-
do random function (PRF).
                     
The proposed scheme is as follows:

•Setup Phase

•Audit Phase

2.Batch Auditing Module:

With the establishment of privacy-preserving public au-
diting in Cloud Computing, TPA may concurrently handle 
multiple auditing delegations upon different users’ re-
quests. The individual auditing of these tasks for TPA can 
be tedious and very inefficient. Batch auditing not only 
allows TPA to perform the multiple auditing tasks simul-
taneously, but also greatly reduces the computation cost 
on the TPA side.
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•The objective is to design and develop a cloud comput-
ing application with extensive public data storage with 
third party auditing system.
•The objective is to demonstrate the third party auditing 
system is not effecting the performance of the cloud serv-
ers and storage operations.
•The implementation of third party auditing with high 
performance for the public storage in cloud computing is 
one of the objective.
•The objective is to develop a cloud computing applica-
tion with high security in storing public data. 

Background:

Cloud computing is one of the most popular technological 
aspects in computational world. The most important thing 
in cloud computing is data storage with proper security 
measures. At the same time cloud computing is facing 
the data leakage and insecurity. To avoid these challenges 
in cloud computing a strong secured auditing system is 
needed to identify the users and their data. The increased 
security has to be implemented, at the same time the per-
formance should not be degraded. To give proper solu-
tion the present project has been developed to provide 
the higher data security and increased performance while 
implementing the public data auditing in the cloud com-
puting. 

Existing System:

Though Cloud computing is enriched with the special 
features like agile, reliable, cost effective and measurable 
delivery of data. Cloud computing has excellent delivery  
models with identification, Authentication, Authorization, 
Confidentiality, Integrity, Non-repudiation and availabil-
ity as information security requirements.  it is blamed by 
the provision of untrustworthy servers located at remote 
and un-known locations. This feature has become an is-
sue to store sensitive data and confidential data at untrust-
ed servers at unknown remote locations and caused the 
heavy computation overhead. Frequently the cloud com-
puting has encountered the security issues such as SQL 
Injection Attacks, Cross Site Scripting Attacks, Man in 
the Middle Attacks, Network Level Security Issues, DNS 
attacks, Sniffer Attacks, BGP Prefix Hijacking and issue 
of reused IP Address. Apart from these attacks Applica-
tion level security issues with security concerns with the 
Hypervisor, Denial of Service Attacks, Cookie Poisoning, 
Hidden Field Manipulation.

Captcha Breaking, Google Hacking and Distributed DOS 
Attacks are traced in cloud computing. To overcome all 
these attacks and computation overhead, Priyadarshini 
has suggested a cloud storage mechanism with Kerberos 
authentication and utilization of multi-clouds. Kerberos 
secure mechanism is very strong to protect weak link from 
opponent. It is very reliable with  a system to back up. 
The Kerberos mechanism is transparent which can be re-
vealed with the password authentication. It is measurable 
to support large number of clients and service providers. 
Kerberos authentication mechanism is rich with  Authen-
tication Servers and Ticket Granting Servers which can  
be incorporated in six steps.  Above all these measures 
Priyadarshini has suggested multi-clouds environment to 
implement Kerberos Realms and Multiple Kerberi to ob-
tain increased security in cloud computing storage.   - A. 
Priyadharshini [2013].

Drawbacks of Existing system:

The Department of Education, The United States of 
America has incorporated a Privacy Technical Assistance 
Center for learning data privacy, confidentiality and se-
curity. Data security threats are classified into two types. 
These are technical and non-technical. A comprehensive 
privacy and data security plan has been initiated by PTAC 
to reduce the vulnerability to security threats. The techni-
cal data security threats are regarded as non-existent secu-
rity architecture, Un-Patched client side Software and Ap-
plication, Phishing and targeted Attacks which is known 
as Spear Phishing, Internet Websites, Poor configuration 
Management, data storage in mobile devices and trans-
fer of data from mobile devices, Cloud Computing, Data 
from removable media, Botnets [ the series of networks 
of compromised computers] and  Zero-day attacks.  The 
non technical cyber security threats are regarded as In-
sider attacks, Poor passwords, Physical Security, Insuffi-
cient backup  and  recovery, improper destruction, Social 
Engineering and social media. PTAC has successfully in-
culcate the mitigation for all above mentioned threats and 
suggested the students to follow consistent implementa-
tion of the security plan drastically eradicate the cyber 
threats and establish the  security. – PTAC – IB [2011].

Proposed System:

The proposed system is developed with the public key 
based homomorphic authenticator and uniquely integrate 
it with random mask technique to achieve a privacy-pre-
serving public auditing system for cloud data storage.
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To support efficienthandling of multiple auditing tasks, 
we further explore the technique of bilinear aggregate sig-
nature to extend our main result into a multi-user setting, 
where Third Party Auditing can perform multiple auditing 
tasks simultaneously. 

Extensive security and performance analysis shows the 
proposed schemes are provably secure and highly effi-
cient. We also show how to extent our main scheme to 
support batch auditing for Third Party Auditing upon del-
egations from multi-users.

Third Party Auditing:

Third party auditing system is one security mechanism 
to store the data into the cloud servers. Third party audit-
ing system is arranged by the cloud consumers as well as 
the cloud service providers. The cloud service providers 
would safe guard the server with the help of Third party 
auditing. 

Third party auditing will scan the data whatever stored by 
the cloud consumer then it will decide whether the data 
can be stored in the server or not. If the data consists of 
malicious data then the TPA will delete the data from the 
server. Predominantly the data storage will be audited by 
the TPA system and allow the data to place in the server. 
It can be accessed by the authorized user of the Cloud 
Consumers. 

Algorithm:

A public auditing scheme consists of four algorithms. 
These are KeyGen, SigGen, GenProofand VerifyProof.

•KeyGen: key generation algorithm that is run by the user 
to setup the scheme

•SigGen: used by the user to generate verification meta-
data, which may consist of MAC, signatures or other in-
formation used for auditing

•GenProof: run by the cloud server to generate a proof of 
data storage correctness

•VerifyProof: run by the TPA to audit the proof from the 
cloud server.

Flowchart:

Modules:
1.Privacy-Preserving Public Auditing Mod-
ule:

Homomorphic authenticators are unforgeable verification 
metadata generated from individual data blocks, which 
can be securely aggregated in such a way to assure an au-
ditor that a linear combination of data blocks is correctly 
computed by verifying only the aggregated authenticator. 

Overview to achieve privacy-preserving public auditing, 
we propose to uniquely integrate the homomorphic au-
thenticator with random mask technique. In our protocol, 
the linear combination of sampled blocks in the server’s 
response is masked with randomness generated by a pseu-
do random function (PRF).
                     
The proposed scheme is as follows:

•Setup Phase

•Audit Phase

2.Batch Auditing Module:

With the establishment of privacy-preserving public au-
diting in Cloud Computing, TPA may concurrently handle 
multiple auditing delegations upon different users’ re-
quests. The individual auditing of these tasks for TPA can 
be tedious and very inefficient. Batch auditing not only 
allows TPA to perform the multiple auditing tasks simul-
taneously, but also greatly reduces the computation cost 
on the TPA side.
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3.Data DynamicsModule:

Hence, supporting data dynamics for privacy-preserving 
public risk auditing is also of paramount importance. Now 
we show how our main scheme can be adapted to build 
upon the existing work to support data dynamics, includ-
ing block level operations of modification, deletion and 
insertion. We can adopt this technique in our design to 
achieve privacy-preserving public risk auditing with sup-
port of data dynamics.

The Functionality of the Project:

The project is designed and developed to demonstrate the 
cloud computing data storage security with the help of 
Third Party Auditing system. The cloud computing is de-
clining with the security loopholes. These loop holes of se-
curity system can be arrested by employing the third party 
auditing system. The cloud computer is occupied by the 
cloud consumers. Sometimes the cloud servers are losing 
the data integrity and confidentiality because of the cloud 
consumer’s data stealing mechanism. The data stored by 
the cloud consumers should be streamlined by employing 
a third party auditor who is most amicable and trustworthy 
for cloud consumers as well as cloud service providers. 
The cloud consumer’s data should be scanned and veri-
fied by the Third Party Auditor, then it should be stored in 
the cloud servers.  This data streamlining mechanism will 
avoid the malicious data storage in the cloud computing 
servers. When the data is accessed by the cloud users who 
are created and permitted by the consumers should also 
approved by the third party auditor. In this present project 
the Third Party Auditing system will keep an eye on the 
data accessing items and keeps the track of them. In this 
way the data storage mechanism will be audited by the 
Third Party auditor and safely enable the cloud consumer 
to store the data into the cloud servers. 

Conclusion :

The project is designed with a novel mechanism to audit 
the data storage with third party auditing system to filter 
the data. The data storage options have to be streamlined 
with proper monitoring and auditing system. To ensure the 
safe and secure data storage mechanism in cloud comput-
ing the proposed third party auditing system is developed 
in .Net technologies in simulation mode. This has been 
tested with proper test cases to ensure the mechanism 
working properly. The test results have been evaluated.

Public auditability also allows clients to delegate the in-
tegrity verification tasks to TPA while they themselves 
can be unreliable or not be able to commit necessary com-
putation resources performing continuous verifications. 
Another major concern is how to construct verification 
protocols that can accommodate dynamic data files. In 
this paper, we explored the problem of providing simul-
taneous public auditability and data dynamics for remote 
data integrity check in Cloud Computing.
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3.Data DynamicsModule:

Hence, supporting data dynamics for privacy-preserving 
public risk auditing is also of paramount importance. Now 
we show how our main scheme can be adapted to build 
upon the existing work to support data dynamics, includ-
ing block level operations of modification, deletion and 
insertion. We can adopt this technique in our design to 
achieve privacy-preserving public risk auditing with sup-
port of data dynamics.

The Functionality of the Project:

The project is designed and developed to demonstrate the 
cloud computing data storage security with the help of 
Third Party Auditing system. The cloud computing is de-
clining with the security loopholes. These loop holes of se-
curity system can be arrested by employing the third party 
auditing system. The cloud computer is occupied by the 
cloud consumers. Sometimes the cloud servers are losing 
the data integrity and confidentiality because of the cloud 
consumer’s data stealing mechanism. The data stored by 
the cloud consumers should be streamlined by employing 
a third party auditor who is most amicable and trustworthy 
for cloud consumers as well as cloud service providers. 
The cloud consumer’s data should be scanned and veri-
fied by the Third Party Auditor, then it should be stored in 
the cloud servers.  This data streamlining mechanism will 
avoid the malicious data storage in the cloud computing 
servers. When the data is accessed by the cloud users who 
are created and permitted by the consumers should also 
approved by the third party auditor. In this present project 
the Third Party Auditing system will keep an eye on the 
data accessing items and keeps the track of them. In this 
way the data storage mechanism will be audited by the 
Third Party auditor and safely enable the cloud consumer 
to store the data into the cloud servers. 

Conclusion :

The project is designed with a novel mechanism to audit 
the data storage with third party auditing system to filter 
the data. The data storage options have to be streamlined 
with proper monitoring and auditing system. To ensure the 
safe and secure data storage mechanism in cloud comput-
ing the proposed third party auditing system is developed 
in .Net technologies in simulation mode. This has been 
tested with proper test cases to ensure the mechanism 
working properly. The test results have been evaluated.

Public auditability also allows clients to delegate the in-
tegrity verification tasks to TPA while they themselves 
can be unreliable or not be able to commit necessary com-
putation resources performing continuous verifications. 
Another major concern is how to construct verification 
protocols that can accommodate dynamic data files. In 
this paper, we explored the problem of providing simul-
taneous public auditability and data dynamics for remote 
data integrity check in Cloud Computing.
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Abstract: 
Several Universities have adopted the paper based system 
where the students have to submit their work in the pa-
per only during the specific office hours. Even though this 
was effective at the beginning, this paper based system 
faced a lot of problems as the number of students started 
increasingly. Marketing of the students work has become 
very difficult to the supervisors in this paper based sys-
tem. To solve this problem online project assessment sys-
tem is uploaded in cloud computing servers with attribute 
based algorithms. This online project assessment will not 
only be useful to the student and the supervisor but also 
will be useful for the administrator as the maintenance 
of the system is very easy and also flexible. This online 
project assessment system will also be very scalable and 
therefore a new student can be added very easily. 

Keyword: 
cloud computing, attribute based access rights, Secure 
Computing.

Introduction:
Many Universities are still using paper based method for 
their students to submit their assignment and their proj-
ect. In this paper based system the students will make a 
paper copy of their work and they will submit it before 
the deadline in the concerned department. This process of 
paper based submission takes a lot of time for the students 
and also for the supervisors to mark them. The process of 
assessment submission, feedback process will be fastened 
when these assignments are submitted online. In this on-
line submission the assignments will be submitted in the 
electronic format and the various feedback methods will 
be used to provide the feedback through online itself. Var-
ious tools are present in the market to provide the online 
submission facilities however the selection of 

the best tool will provide various benefits to the online 
submission of the assessments.  This online submission 
will help the students to submit their work to their tutors 
with the help of the internet.

Objectives:
To investigate the alternative solutions for online sub-* 

mission without any time delay and duplicated work.
To design and develop a web based application to facil-* 

itate the students project work and assignments submis-
sion online without duplication of data.

To explore the possible software application method-* 
ology to attain the requirement specification of the con-
cept. 

To examine the application utility with user interaction * 
i.e student assignment submission and university verifica-
tion and marking with relevant comments.

To compare the performance of the application func-* 
tionality according to the functional requirements of the 
concept.

Proposed Solution:
As the number of students is increasing the supervisor 
will face problem in marking their assessments if it is a 
paper based submission. To overcome this, an efficient 
project assessment system like online submissions system 
is need which can solve this problem. Both the students 
and the supervisor can feel it easy in working with this 
system. The time required for submitting the assessment 
will be less and the time required for marking the student 
assessment will also be less. The developed online project 
assessment system will also be reliable, scalable, flexible, 
and efficient to all its users. This online project assess-
ment system website will be having three users namely

Admin* 
Supervisor* 
Students* 
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Based on each user there will be given certain roles and 
responsibilities. The student will have the chance to up-
load his work and can also check his result. The supervi-
sor will be having the chance to view the submitted work 
of the student and also to give the feedback to the student 
work. The administrator on the other hand will be having 
the right to add the students and the supervisor. The ad-
ministrator will allocate a certain number of students to a 
supervisor and he will also be having the rights to manage 
all the users present in the project assessment system. The 
admin must act as the main person who is responsible for 
maintaining the other users of the online project assess-
ment system. The admin should assign the access rights 
to view his own work submitted to the  guide. And also 
restrict him to access other works submitted to the guide. 
The supervisor should check the assessments that are sub-
mitted by the students and must mark those works. The 
student on the other hand should be capable of submitting 
their work and check his result. In addition to all these re-
quirements the administrator is required to instruct the su-
pervisor to mark the assessments of the students by send-
ing those emails. This proposed system will be developed 
with the help of visual studio .net and sql server 2008.

Literature Survey:
Online college portals:

Universities are rich with large number of students. The 
assignment, projects, dissertation reports submission 
in a specific date and time is become very difficult for 
the administrative staff as well as to the students also 
-ict support [2011].The article from Center for Teaching 
Excellence[2009] describes the specific web applications 
developed for online learning have attained the goal of 
formative and summative assessment of the students and 
their learning capabilities. The online web application for 
learning has developed to achieve the formative3 assess-
ment techniques online concept mapping with the inbuilt 
tool. The concept mapping has been developed from the 
ability to draw reasonable inferences from observations, 
synthesize and integrate information and ideas and learn-
ing concepts and theories in the subject area.

Attribute Based Access Rights:

Susan Hohenberger (2014) described the attribute is a 
term used in database. The attribute can be distinguished 
as the schema of the database. It may be a column or row 
of the table.

Attribute  based concepts are generally used in the data 
mining concepts. When the data is huge and searching 
time is remarkably high, this attribute based concepts can 
be used.

Online Security:

Richard N. Katz and Associates [2011] states that on-
line security is one  of the most important aspects for the 
university portals.Portals are basically divided into three 
types. These are vertical portal horizontal portals and 
University Enterprise portals. Portals are basically inter-
active.

HTML Injection:

HTML Injection is an attack for web based applications. 
This is  normally affecting different web sites where secu-
rity loop holes are there. This will be called as Hypertext 
Markup Language injection. –Microsoft Corporation has 
identified thatthis is sometimes called virtual defacement 
attack.

PRIVACY ISSUES AND CHALLENGES:

The benefits extracted from cloud computing are domi-
nating the other fields from 2008. The recent privacy is-
sues and challenges found in the cloud computing have 
constructed the barrier to the exponential growth of cloud 
computingJaydipSen [2013].

Research methodology:

Methodology will guide the student to expertize the top-
ics related to the research work. The relevant topics iden-
tification, exploration and research study will be possible 
through the methodology. The following research methods 
are followed to develop the research report. The present 
project is a web based application to facilitate the students 
to upload the submissions of their academic fulfillment 
within the prescribed time. The present application devel-
opment has been done on the basis of different knowledge 
material acquisition from different sources. The research 
work has been done by  doing different research methods 
and interacting with the people and for knowledge explo-
ration.
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Functional Requirements:

The functional requirements can be defined with the func-
tionality of the project as well as the module description.
The main modules of the project are 

Administrator* 
The supervisor* 
The user* 

Module Description:

Administrator: This module is designed to describe the de-
tails of the university programs. This module is responsi-
ble for defining the start and end dates of the assignments, 
dissertations and other academic programs. The supervi-
sor: This module is designed to view the details of the as-
signments, dissertations and other academic works of the 
student. This module is designed to insert the feedback 
in the prescribed window of the module. The feedback 
will be sent to the student as well as it will be displayed 
against the students hall ticket no. The supervisor should 
be facilitated to write the feedback on the uploaded work 
and store it in the database. The feedback should also be 
displayed to the user.The user will be considered as stu-
dent. Every student will be identified with the hall ticket 
no. The student will send the project work, assignment 
work or dissertation work to the university through the 
upload. The system will stop the duplicate uploads from 
the students. The user will have to view the status of the 
uploaded work. The user should be facilitated to view the 
details of the feedback of the project or uploaded work. 

Design of 
the project:

Design Patterns:

Design patterns in .Net technologies are reusable solu-
tion to common software design problems - Christopher 
Alexander[2013].Design patterns will be used when a 
problem is encountered in any application again and again 
with specific context. Every pattern illustrates the specific 
problem and its solution in specific environment. Design 
patterns are used by the developers according to the de-
sign of the application. The design patterns will decide 
the class or object of the application programming. In this 
application the design patterns are defined and used in 
connecting the database with the user interface screens 
with the help of ADO.Net classes and statements. 

The application is rich with ‘N’ tire architecture. The code 
written for attribute based access rights for each user is 
illustrated in C#.Net. The project is rich with creational 
design patterns, structural design patterns. The creational 
design pattern is used for connecting the user interface 
screens with the specific tables with factory method, ab-
stract method and builder pattern. N tire architecture is 
configured with adapter design patterns and composite 
design patterns. In this system Behavioral design patterns 
are also used to illustrate the attribute based access rights. 
In this the chain of responsibility, interpreter, memento, 
observer and template method design patterns are used.
ChristopherAlexander[2013]

Code behind the technique:

Code behind the technique is done with C#.Net and ADO.
Net. In this project Stored procedures are used for well 
connectivity of the tables. The user interface screens are 
developed using ASP.Net and the tables are created in SQL 
Server 2005. To connect the tables with  the relevant user 
interface screens ADO.Net classes and statements have 
been used. The attribute based access rights have been 
designed in C#.Net. The code behind the technique is pre-
dominantly used with the help of ADO.net and C#.Net to 
give full functionality of the project. 
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Based on each user there will be given certain roles and 
responsibilities. The student will have the chance to up-
load his work and can also check his result. The supervi-
sor will be having the chance to view the submitted work 
of the student and also to give the feedback to the student 
work. The administrator on the other hand will be having 
the right to add the students and the supervisor. The ad-
ministrator will allocate a certain number of students to a 
supervisor and he will also be having the rights to manage 
all the users present in the project assessment system. The 
admin must act as the main person who is responsible for 
maintaining the other users of the online project assess-
ment system. The admin should assign the access rights 
to view his own work submitted to the  guide. And also 
restrict him to access other works submitted to the guide. 
The supervisor should check the assessments that are sub-
mitted by the students and must mark those works. The 
student on the other hand should be capable of submitting 
their work and check his result. In addition to all these re-
quirements the administrator is required to instruct the su-
pervisor to mark the assessments of the students by send-
ing those emails. This proposed system will be developed 
with the help of visual studio .net and sql server 2008.

Literature Survey:
Online college portals:

Universities are rich with large number of students. The 
assignment, projects, dissertation reports submission 
in a specific date and time is become very difficult for 
the administrative staff as well as to the students also 
-ict support [2011].The article from Center for Teaching 
Excellence[2009] describes the specific web applications 
developed for online learning have attained the goal of 
formative and summative assessment of the students and 
their learning capabilities. The online web application for 
learning has developed to achieve the formative3 assess-
ment techniques online concept mapping with the inbuilt 
tool. The concept mapping has been developed from the 
ability to draw reasonable inferences from observations, 
synthesize and integrate information and ideas and learn-
ing concepts and theories in the subject area.

Attribute Based Access Rights:

Susan Hohenberger (2014) described the attribute is a 
term used in database. The attribute can be distinguished 
as the schema of the database. It may be a column or row 
of the table.

Attribute  based concepts are generally used in the data 
mining concepts. When the data is huge and searching 
time is remarkably high, this attribute based concepts can 
be used.

Online Security:

Richard N. Katz and Associates [2011] states that on-
line security is one  of the most important aspects for the 
university portals.Portals are basically divided into three 
types. These are vertical portal horizontal portals and 
University Enterprise portals. Portals are basically inter-
active.

HTML Injection:

HTML Injection is an attack for web based applications. 
This is  normally affecting different web sites where secu-
rity loop holes are there. This will be called as Hypertext 
Markup Language injection. –Microsoft Corporation has 
identified thatthis is sometimes called virtual defacement 
attack.

PRIVACY ISSUES AND CHALLENGES:

The benefits extracted from cloud computing are domi-
nating the other fields from 2008. The recent privacy is-
sues and challenges found in the cloud computing have 
constructed the barrier to the exponential growth of cloud 
computingJaydipSen [2013].

Research methodology:

Methodology will guide the student to expertize the top-
ics related to the research work. The relevant topics iden-
tification, exploration and research study will be possible 
through the methodology. The following research methods 
are followed to develop the research report. The present 
project is a web based application to facilitate the students 
to upload the submissions of their academic fulfillment 
within the prescribed time. The present application devel-
opment has been done on the basis of different knowledge 
material acquisition from different sources. The research 
work has been done by  doing different research methods 
and interacting with the people and for knowledge explo-
ration.
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Functional Requirements:

The functional requirements can be defined with the func-
tionality of the project as well as the module description.
The main modules of the project are 

Administrator* 
The supervisor* 
The user* 

Module Description:

Administrator: This module is designed to describe the de-
tails of the university programs. This module is responsi-
ble for defining the start and end dates of the assignments, 
dissertations and other academic programs. The supervi-
sor: This module is designed to view the details of the as-
signments, dissertations and other academic works of the 
student. This module is designed to insert the feedback 
in the prescribed window of the module. The feedback 
will be sent to the student as well as it will be displayed 
against the students hall ticket no. The supervisor should 
be facilitated to write the feedback on the uploaded work 
and store it in the database. The feedback should also be 
displayed to the user.The user will be considered as stu-
dent. Every student will be identified with the hall ticket 
no. The student will send the project work, assignment 
work or dissertation work to the university through the 
upload. The system will stop the duplicate uploads from 
the students. The user will have to view the status of the 
uploaded work. The user should be facilitated to view the 
details of the feedback of the project or uploaded work. 

Design of 
the project:

Design Patterns:

Design patterns in .Net technologies are reusable solu-
tion to common software design problems - Christopher 
Alexander[2013].Design patterns will be used when a 
problem is encountered in any application again and again 
with specific context. Every pattern illustrates the specific 
problem and its solution in specific environment. Design 
patterns are used by the developers according to the de-
sign of the application. The design patterns will decide 
the class or object of the application programming. In this 
application the design patterns are defined and used in 
connecting the database with the user interface screens 
with the help of ADO.Net classes and statements. 

The application is rich with ‘N’ tire architecture. The code 
written for attribute based access rights for each user is 
illustrated in C#.Net. The project is rich with creational 
design patterns, structural design patterns. The creational 
design pattern is used for connecting the user interface 
screens with the specific tables with factory method, ab-
stract method and builder pattern. N tire architecture is 
configured with adapter design patterns and composite 
design patterns. In this system Behavioral design patterns 
are also used to illustrate the attribute based access rights. 
In this the chain of responsibility, interpreter, memento, 
observer and template method design patterns are used.
ChristopherAlexander[2013]

Code behind the technique:

Code behind the technique is done with C#.Net and ADO.
Net. In this project Stored procedures are used for well 
connectivity of the tables. The user interface screens are 
developed using ASP.Net and the tables are created in SQL 
Server 2005. To connect the tables with  the relevant user 
interface screens ADO.Net classes and statements have 
been used. The attribute based access rights have been 
designed in C#.Net. The code behind the technique is pre-
dominantly used with the help of ADO.net and C#.Net to 
give full functionality of the project. 
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TEST REPORTS:

The test cases mentioned above are properly executed and 
given pass results. The consolidated test results are said to 
be good and passed all the tests. 

CONSOLIDATED TEST RESULTS:

The test cases are given by the test engineer and the test 
reports are generated as soon as all the test cases are ex-
ecuted positively the summary of the test reports are con-
solidated module wise. The consolidated test results have 
revealed that the project has been developed according to 
the goals and objectives of the project. All the test cases 
have been passed and the application is proven to be cor-
rect.

Critical Points :

The application should enable the administrator to give 
access rights to authorized faculty to define the assign-
ments, projects and other academic works. The applica-
tion should enable the faculty to define the assignments, 
projects and other works with date of submission.The ap-
plication should fix the deadline for project submission 
The project submitted after submission data and time 
should not be allowed. The project work or assignment 
with the duplicate name should not be allowed. The sys-
tem should compare the submitted work with the previous 
submitted works and check the duplication. The duplicat-
ed works should not be allowed to upload into the system. 
The feedback on the submitted projects should be viewed 
by the students.

Conclusion:

Safe and Secure Project assessment using attribute based 
access rights is a web based application. This application 
is designed and developed with proper security in ASP.
Net and SQL Server technologies. The project is means 
for all universities which are facilitating the online sub-
mission of project work or any assignment work given 
to the students. The project has been designed and de-
veloped according to the software development life cycle 
model. The specific application development model used 
for this project is Rapid Application Development model. 
The database tables are designed and developed with re-
lational database management system. The project is de-
signed with appropriate security for uploading the files 
from student end and configured the attribute based ac-
cess rights to the uploaded files to view and give feedback 
by the faculty members. The project facilitate the student 
to view the feedback on the submitted project file after 
submitting and approved by the faculty members. The 
project functionality is appropriate for online submission 
system to any university. The critical evaluation results 
have been tested and found the project is fulfilling the ob-
jectives of the project. 

REFERENCES:

[1]David Jones, Sandy Behrens [2013] Online Assign-
ment Management: An Evolutionary Tale

[2]Matthew Prineas and Marie Cini  [2011] National In-
stitute for Learning Outcomes Assessment published in 
October 2011 as Assessing Learning in Online Education: 
The Role of Technology in Improving Student Outcomes 

[3]ICT Support [2011] Online Applicant Portal Project 
Student Self Access Portal -Project Page 1 of 11 ICT Sup-
port 2011

[4]Mollie McGill[2010]HIGHER EDUCATION WEB 
PORTALS:SERVING STATE AND STUDENT TRANS-
FER NEEDS.

[5]Susan Hohenberger and Brent Waters [2014]Online/
Oine Attribute-Based Encryption supported by National 
Science Foundation CNS-1154035 and CNS-1228443; 
the Defense Advanced Research Projects Agency (DAR-
PA) and the Air Force Research Laboratory under con-
tract FA8750-11-2-0211, DARPA N11AP20006,

                                                                                                                         ISSN No: 2348-4845
International Journal & Magazine of Engineering, 

Technology, Management and Research
A Peer Reviewed Open Access International Journal   

                   Volume No: 2 (2015), Issue No: 8 (August)                                                                                                                 August 2015
                                                                                   www.ijmetmr.com                                                                                                                                             Page 2073

[6]VCU Center for Teaching Excellence [2009] Online 
Teaching and Learning Resource Guide published As 
Palloff and Pratt (2009) suggested, trust develops when a 
community of learners is created.

[7]ZhongyuanXu, Scott D. Stoller [2013] Mining Attri-
bute-based Access Control Policies  (Submitted on 11 Jun 
2013 (v1), last revised 5 Jan 2014 (this version, v3)).

[8]B. Lohman, J.R. van der Hoeven [2013] User Require-
ments Document v.2 (URD) Computer emulator for digi-
tal preservation 

[9]Mark Saunders and Paul Josey [2013]The Layers of 
Research Design By Mark Saunders and Paul Josey
[10]Aitchison, A. (2009) Beginning Spatial with SQL 
Server 2008, Apress.

[11]Knight, B., Patel, K., (2011) Professional Microsoft 
SQL Server 2008 Administration, John Wiley & Sons

[12]Michael R. Harwell[2011]Research Design in Quali-
tative/Quantitative/Mixed Methods

[13]Lerman J., (2010) Programming Entity Framework, 
2nd Edition, 

[14]Mackey, A. (2010) Introducing .NET 4.0: with Visual 
Studio 2010, Apress

[15]Spaanjaars, I., (2010) Beginning ASP.NET 4: in C# 
and VB, John Wiley & Sons

[16]Vieria, R. (2011) Beginning Microsoft SQL Server 
2008 Programming, John Wiley & Sons

[17]Booch .Jacobson (2004) “UML Distilled, A brief 
guide to the standard object modeling language, Third 
Edition, pp: 25-56.

[18]Prof. Dr. Knut Hinkelmann Dr. Hans Friedrich 
Witschel[2013]How to choose a research methodology.

[19]CemKaner and Jamer Bach (2011) “Lessons Learned 
in software testing: A context-driven approach”, A con-
tent driven approach.

[20]Richard N. Katz and Associates Web Portals and 
Higher Education Technologies to Make IT Personal

[21]JaydipSen [2013]Security and Security and Privacy 
PrivacyPrivacy Issues in Cloud Computing Computing

[22]vince_kornacki’spicturevince_kornacki[2013] Web 
Application Penetration Test Tricks Part I – Virus Upload 
published in cyber readiness and response.

[23]Michael Dalton, Christos Kozyrakis, and Nickolai-
Zeldovich [2009] Nemesis: Preventing Authentication & 
Access Control Vulnerabilities in Web Applications.

[24]Barbour, R. (2013). Checklists for improving rigour 
in qualitative research: A case of the tail wagging the dog? 
British Medical Journal, 322, 1115–1117.

[25]ShanmugasundaramHariharan [2012] Automatic Pla-
giarism Detection Using Similarity Analysis published in 
The International Arab Journal of Information Technol-
ogy, Vol. 9, No. 4, July 2012

[26]Romans Lukashenko, Vita Graudina, Janis Grund-
spenkis [2007]Computer-Based Plagiarism Detection 
Methods and Tools: An OverviewInternational Confer-
ence on Computer Systems and Technologies - Comp-
SysTech’07

[27]Commonwealth of Australia 2013Data Dictionary 
(External) – Version 2 (05/13) Settlement Reporting Fa-
cility SRF

[28]Jessie Chen, MEng. (2009) C# .NET Algorithm for 
Variable Selection Based on the Mallow’s Cp Criterion
[29]WEB LINKS

[30]http://www.codeproject.com/Articles/20640/Creat-
ing-PDF-Documents-in-ASP-NET

[31]http://www.beansoftware.com/ASP.NET-Tutorials/

[32]http://msdn.microsoft.com/en-us/library/aa479347.
aspx

[33]http://www.microsoft.com/sqlserver/en/us/default.
aspx

[34]http://msdn.microsoft.com/en-gb/default.aspx

[35]http://msdn.microsoft.com/en-us/vstudio/dd285474

Admin supervisor course student

Add Course details

Assign projects

Last submittion date

student details

Sequence Diagram

feed back

submit assesment



                                                                                                                         ISSN No: 2348-4845
International Journal & Magazine of Engineering, 

Technology, Management and Research
A Peer Reviewed Open Access International Journal   

                   Volume No: 2 (2015), Issue No: 8 (August)                                                                                                                 August 2015
                                                                                   www.ijmetmr.com                                                                                                                                             Page 2072

TEST REPORTS:

The test cases mentioned above are properly executed and 
given pass results. The consolidated test results are said to 
be good and passed all the tests. 

CONSOLIDATED TEST RESULTS:

The test cases are given by the test engineer and the test 
reports are generated as soon as all the test cases are ex-
ecuted positively the summary of the test reports are con-
solidated module wise. The consolidated test results have 
revealed that the project has been developed according to 
the goals and objectives of the project. All the test cases 
have been passed and the application is proven to be cor-
rect.

Critical Points :

The application should enable the administrator to give 
access rights to authorized faculty to define the assign-
ments, projects and other academic works. The applica-
tion should enable the faculty to define the assignments, 
projects and other works with date of submission.The ap-
plication should fix the deadline for project submission 
The project submitted after submission data and time 
should not be allowed. The project work or assignment 
with the duplicate name should not be allowed. The sys-
tem should compare the submitted work with the previous 
submitted works and check the duplication. The duplicat-
ed works should not be allowed to upload into the system. 
The feedback on the submitted projects should be viewed 
by the students.

Conclusion:

Safe and Secure Project assessment using attribute based 
access rights is a web based application. This application 
is designed and developed with proper security in ASP.
Net and SQL Server technologies. The project is means 
for all universities which are facilitating the online sub-
mission of project work or any assignment work given 
to the students. The project has been designed and de-
veloped according to the software development life cycle 
model. The specific application development model used 
for this project is Rapid Application Development model. 
The database tables are designed and developed with re-
lational database management system. The project is de-
signed with appropriate security for uploading the files 
from student end and configured the attribute based ac-
cess rights to the uploaded files to view and give feedback 
by the faculty members. The project facilitate the student 
to view the feedback on the submitted project file after 
submitting and approved by the faculty members. The 
project functionality is appropriate for online submission 
system to any university. The critical evaluation results 
have been tested and found the project is fulfilling the ob-
jectives of the project. 
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ABSTRACT 
Twitter is a medium that we can use for communication. All 

posted tweets we can store in one location and create archive. 

Archive contains new and old tweets. Now we can start the 

analyzation on archive tweets that’s we can design effective 

sentiment analysis system. This paper main aim is to 

determine parts of speech opinion words using polarity 

classification technique and support vector machine learning 

algorithm. Surveys of methods are used in various levels of 

sentiment analysis. It does analyze the tweets information in 

limited levels of content only. Now in this paper we design 

new sentiment analysis tool using polarity classification 

technique. Polarity classification techniques discover top 20-

emoticons, learning different classes of words and other 

features information. These techniques perform in depth 

tweets analysis. It does provide better analysis results 

compare to previous methods.   

Keywords 
Sentiment analysis, opinion mining, text documents, support 

vector machine classifier, polarity classification technique.    

1. INTRODUCTION 
Twitter enables all organizations for communication directly 

with each other.  It’s possible to tap the global real time 

communication important events very easy using twitter 

analysis. It is used to find out opinions from twitter micro 

blogging tweets. Many numbers of researchers have done 

good extensive work presently and previously on this topic 

environment. Analysis starts on the basis of tweets. Present 

approaches are missing contexts for some number of 

conclusions.  

In this paper using polarity classification technique analyzes 

the tweets and fulfills the missing context features. Here we 

fulfill the features like part of speech opinion words of 

information, frequent occurrences opinions words discovery 

with the help of support vector machine classifier. It gives 

more conclusions compare to all previous approaches and 

more useful also for any real applications decision making.         

2. RELATED WORK 
Sentiment analysis is also known as Opinion Mining. 

Sentimental analysis major aims to determine the attitude of 

writer, judgment and communication based on text 

documents. Sentiment analysis major task is classify text 

documents, sentences, aspect based level. Express opinions in 

documents, sentences, aspect based level information are 

positive, negative or neutral [1].           

Twitter data contains different topics information related to 

different domains. Classify the sentiment documents 

information using probabilistic model. Probabilistic model is 

one of the supervised learning algorithm. Each topic related 

how many documents are available it’s not possible to 

recognize or predictable. First choose the class labels and 

classify each and every topic documents separately [1] [2]. 

This is we can call as a document level sentiment 

classification.      

In each topic sentiment documents again possible to classify 

or learning the sentiment sentences, aspect level process, 

opinion words also. The above steps are possible to 

implement on news, blogs and other categories [2] [3].      

In twitter first collect the different categories of data using 

hash tags input. Hash tags works like class labels, but here 

there is [3] [4] no sentiment labels information. Supervised 

learning is not sufficient for extraction of sentiment analysis 

information. Here we should use the unsupervised learning [4] 

[2]. Using unsupervised learning identify the sentiment words 

measurement in documents. Sentiment words are categorized 

into positive and negative contexts. 

Sentiment words are huge. Reduces the sentiment words 

information and improve the classification result. 

Classification improves using co-occurrence technique. 

Highly occurred features we can display as a output [4] [5] 

using unsupervised clustering. All high occurred features are 

not semantic or meaningful.  

On co-occurrence words information applies correlation 

technique finally recognizes or predicts the relationship 

sentiment words content. This correlation sentiment words 

procedure is best prediction procedure compare to above all 

procedures [2] [3] [5]. 

Again in twitter it’s possible to predict the similar opinions of 

information. Identify the social relationship users from total 

twitter data. Social relationship users it’s possible to display 

using visualization concept. Finally it’s possible to display 

temporal events relationship information also as a final result. 

Consider the temporal events relationship and possible to 

view of sentiment words trends information effectively. These 

trends changes dynamically [4] [5] [6]. 

 
Fig 1: Sentiment Analysis Result with different data 

mining techniques 



International Journal of Computer Applications (0975 – 8887) 

Volume 125 – No.15, September 2015 

23 

3. PROBLEM STATEMENT 
Face book and Twitter are major resources for sentiment 

analysis. Nowadays numbers of people are increases for 

posting the opinions in social media environment. Result is 

vast amount of unstructured data is available. Manual 

sentiment analysis is not feasible which generated data is 

currently. Here in this paper we can propose automated 

sentiment analysis techniques. Automated sentiment analysis 

techniques are extracting different characteristics of 

information. Here we focus on tweet level polarity 

classification process. Hence it is one of the interesting 

research topics. 

4. PROPOSED METHODOLOGY 
After posting before analysis of raw tweets we can apply 

preprocessing operation. Using preprocessing operation 

removes the unnecessary content and change the format of 

context information. Next we use the tokeniser operations for 

dividing the content based on parts of speech. According to 

parts of speech classify the sentences of information. Classify 

the sentences depends on hash tags or tokens. Different hash 

tags are different parts of speech content purpose in our 

implementation process.  

Here we design the different rules for sentiment analysis. 

Those rules are emoticon, support vector machines with n-

grams, Sentic computing and Linguistic rules etc. 

4.1 Emoticon Rules 

Emoticons are ASCII art. They are formed through creative 

letters, numbers and symbols. Most of the people represent 

the facial features information. Here normally for plain text 

messages we can add the emotional flavor. Next here for 

normal text messages again we can add the smile 

automatically those messages are converted to happiness and 

surprise messages. 

First choose the twitter data source and collect lakhs or 

millions of tweets. In millions of tweets we can perform the 

analyzation operation and we discovered 20 usage patterns 

information.  

 

Fig2: Top 20 Emoticons  

In Above diagrams top-20 emoticons we displayed here in our 

implementation. These emoticons are occurred frequently in 

number of tweets messages.  

4.2 N-Grams Technique 
In posted tweets observe the features and store features into 

feature vector. All required features are available in sequence 

or contiguous or not we can check with n-grams concept. 

Afterwards using TF-IDF identifies and calculates the 

frequency count. Consider the frequency count generate 

weighted features information. Weighted features information 

controls the number of dimensions. In all frequent words we 

can categorize based on parts of speech. Consider the different 

number of parts of speech tags information and categorize the 

words into noun, adverb, verb etc.     

4.3 Linguistic Rules  
After collection of training tweets information next we can 

apply support vector machine classifier. It will separate the 

features of information n different classes. Each and every 

class contains some data points of information content. Each 

and every class of words again categorize into two classes. 

Those two classes are positive and negative words.  Calculate 

the polarity value like positive and negative content. Polarity 

value is nothing but decision score.  

5. EXPERIMENTS AND RESULTS 
We evaluate our proposed system on available real time 

datasets. Every and every year tweets we can collect 

separately and create dataset. Every year dataset contains 

different categories tweets are available. Those categories are 

positive, negative and neutral tweets. Here first remove 

neutral tweets from total number of tweets information.    

Evaluate two datasets and calculates efficiently different 

performance metrics parameters information. Those 

parameters are precision, recall and f-measure.  

Table1: Performance Metrics 

 

6. CONCLUSION AND FUTURE WORK 
In this paper new twitter sentiment analysis system apply 

rules and discover more useful text. Useful text contains 

meaningful features. Those features are discovered using 

linguistic content and sentic computing rules. Features are like 

emoticon symbols and n-grams content information. These 

meaningful features are support for decision making in all real 

time applications.   

In future we plan to improve the performance using other 

unsupervised classifiers. We plan to develop some more rules 
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for efficient text predictions and multi model sentiment 

analysis. 
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ABSTRACT:  

Technology and its significance have changed the 

global world to the next level of the IT Village. In the 

Context of the revolution  of the Information 

Technology , we have gone to the next level of 

computing to make the Live easier , smooth , faster 

and accurate. Hence this terminology is to heard but 

to achieve is typical. Hence, In this Paper, We have 

kept for the next generation computing scaling like 

Cloud Computing with next residual of the Security. 

Hence, in the current context we have given the 

glimpse of the time and material to make cloud 

feasible from the security point of view for the 

usability of the domains like Banking and financial 

with high end feasible and scalable solution.  In this 

we have implemented the node based Architectural 

model with acknowledgement encrypted based on the 

level of the data to these data moved in the network 

with the classification of the node based data in the 

preview model of the datacenter to monitor the traffic 

of the data and the shortest path Mechanism. 

INDEX TERMS: cloud, security, privacy, multi-

cloud, application partitioning, tier partitioning, data 

partitioning, multi party computation. 

I.INTRODUCTION 

Technology and its advancement lead us to research 

for the next level of the advancement. In the context 

of the Cloud computing which we can tell as the 

technological advancement plays the vital role in the 

industry of Information Technology. In the modern 

age of the cloud computing generation, the idea of 

cloud computing is almost as old as the computer 

itself. Its principle is to have the user's computer, 

Smartphone, tablet or any internet-connected device 

acting as a front-end displaying an application, as the 

resources connected in remote servers. Regarding 

data confidentiality, all three providers claim that 

they provide and support encryption. Many cloud 

providers allow their customers to encrypt data 

before sending it to the cloud. For instance, Amazon 

S3 makes it optional to users to encrypt data for 

additional security, but not recommended in the case 

of third party or external auditors depending on the 

model of service they are offering. The first model is 

the Infrastructure as a service (IaaS), which is the 

most basic model. The IaaS model consists in 

providing Virtual Machines to the clients whom will 

have to install operating systems as well as their 

applications on top of the vendors providers like 

Amazon EC2, Google Compute Engine .Today's data 

centers are already containing thousands of servers, 

and this number is very likely to increase during the 

forthcoming years. Furthermore, the customers can 

request the creation or the removal node to meet their 

needs.  

 

Fig.1.1. Tiered structure of the cloud 

Therefore, the networks are highly elastic and can 

reach an immense number of traffic. Because of that, 

networks architecture has to be scalable in order to 

ensure a good performance whatever number of 

VIRTUAL is running in the network. 

 

 

http://www.ijettjournal.org/
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II.RELATED WORK 

In the IaaS model, the customers to 

dynamically scale up and down to as many machines 

as needed inside the cloud in a “pay-as-use" manner. 

The clients can dynamically provision resources to 

meet the current demand by adjusting their leasing of 

resources   from the cloud provider. Customers can 

also then use more efficient hardware without being 

preoccupied by its maintenance, cooling and storage. 

In each model, the cloud providers can use multi-

tenancy, where virtual machines from multiple 

customers can share the same sets of physical servers 

and the network, in order to reduce the waste of 

resources. However, economies of scale are so 

important that their users benefit from both aspects 

like efficient and cheaper solution. 

 

Fig.2.1. Illustration of the Centralized cloud node 

 Due to the of an ever growing number of people 

connected to the internet, the constant evolution of 

computer science along with the decreasing of 

hardware prices, the use of cloud computing instead 

of classic networks architecture has recently become 

a reality. In order to optimize the resources in the 

data centers or for maintenance reasons, cloud 

providers often have to migrate from the physical 

server to another. Migrations are used in order to 

pool the active and then reduce the number of turned 

on physical servers inside the data center, in order to 

reduce cost. Migrations also reveal themselves handy 

when there is a hardware problem on a physical 

server, for example. The running on this server is 

moved to other physical servers and the alleged 

deficient server can be turned off and replaced. The 

impact of node migration on the network is 

important. Since the virtualization is potentially 

moving from a physical server to another, the routes 

between them are also impacted, and the topology of 

the network is thus changing. Most importantly, the 

end points of the routes are changing. This causes the 

need to reconfigure the network with each migration. 

III.PROPOSED METHODOLOGY 

In this paper, we have given emphasis on the 

Privacy and Security involved in the multi-cloud 

architecture. The big threat to cloud is the security 

which has not yet robust and need much more 

advancement to give the client that is the best 

solution especially in the industry domain of banking 

and financial services. The advancement of the 

technology and its usefulness makes us to research 

the best of the best service for the automation world 

more precisely the cloud computing security can be 

breached by several actors. In the cloud, there are the 

cloud provider and the tenants. Our project aims to 

secure the traffic of a tenant. In this situation, this 

traffic could first be threatened by other tenants. 

Indeed, malicious tenants could be willing to access 

data of other tenants or to gain access to their 

network by using techniques such as ARP cache 

poisoning or IP spoofing. Furthermore, a 

configuration of routing appliances could lead to a 

breach in confidentiality. The other threat comes 

from inside the tenant's network itself. This threat is 

the most important one in security today, as 

malicious software can enter the enterprise network 

downloaded by the employees browsing the internet. 

In the enterprise network, the traffic is secured by the 

traversal of virtual middle boxes along the path. Our 

project aims to create a framework enabling the 

traversal of virtual middle boxes despite the elastic 

nature of the cloud, meanwhile providing isolation of 

traffic in order to prevent the risk of an attack by 

another tenant. The switches between the source 

switch and the first ingress switch will all have the 

same type of rule. Based on the, the packet will be 

routed to a particular port.  

This port has been calculated during the 

route calculation. At the ingress switch of a virtual 

middle box, the rule will consist in matching one 
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attribute and applying two actions. The matching 

attribute is obviously the tag corresponding to the 

virtual middle boxes. The packet must then be sent to 

the virtual middle boxes, but before that, the tag must 

be popped, so the virtual middle boxes receive an 

unmodified packet. The progress switch of the virtual 

middle boxes will receive an untagged packet. The 

policy management in a secure enterprise network 

today can therefore be quite complex. For instance, it 

may require restricting a machine containing 

sensitive data to be accessed only by a small group of 

users, or preventing external traffic from directly 

reaching internal servers.  

The actual realization may involve servers having 

complex communication patterns governed by 

network access control, such as the traversal of 

several virtual middle boxes before being reached. 

When enterprises decide to move to the cloud, they 

want to keep the same requirements regarding their 

policy management. It would be possible for the 

network manager of the enterprise to implement the 

virtual middle boxes and the routing policies on  in 

the same way as before moving to the cloud. 

However, one of the goals of moving to the cloud is 

to escape the burden of network administration and 

configuration. Furthermore, the type of security 

policies in place in enterprises networks is often quite 

similar as it consists in the traversal of several virtual 

middle boxes. 

 

Fig.3.1. Multi- Cloud Architecture design involves 

the Agility platform 

A tenant could be attacked by the cloud provider or 

by other clients. The cloud provider could be attacked 

by tenants. Our project does not consider the situation 

where the provider is malicious. Indeed, we suppose 

that the cloud provider is honest. We further suppose 

that all network appliances are compliant and secure. 

Based on the source and destination field, as well as 

the port from which the packet arrived, the controller 

will have to push the down to the packet. A second 

rule consists in matching this tag and to route the 

packet to the adequate port. The rules set in the 

forthcoming switches are the same as previous, until 

we reach the last virtual middle boxes. From the 

progress switch of the last virtual middle boxes to the 

destination switch, there are two cases. First, the 

destination machine is located in the current zone, 

and the destination switch is connected to the 

destination machine. In that case, the routing in the 

last segment is done by matching the destination 

address. Network security is a key aspect in 

designing modern applications.  

IV.EVALUATION AND ANALYSIS 

We can see that in both cases, the security policy has 

been reconfigured automatically after migration. The 

middle box sequences have been applied accordingly 

to the Application ID present in the packet, even 

though the instances traversed have changed. We 

chose to show both these cases of migration in order 

to demonstrate that all or part of the traversed middle 

box instances can be modified. Our model allows us 

to dynamically enforce security policies in a multi-

tenant cloud network. In addition, the security 

policies stay coherent in spite of the node migration. 

So as to create a prototype of our network controller, 

we had to implement several modules in order to 

demonstrate the relevance of our policy enforcement 

mechanism. Particularly, a routing protocol has been 

implemented in order to figure out the route from the 

source to the destination, throughout the virtual 

middle boxes. 

V.CONCLUSION AND FUTURE WORK 

Apart from the above mentioned domain 

other domains are fair and fine enough to us the 

technology. In this one we use the data partitioning 

and the security of the node and agent based 

cryptography, which will provide the tiered or 

layered security. In the context of the security; 

particularly, we considered the criteria of scalability 
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and auto in a context where the network is shared by 

multiple tenants and the migration of nodes are 

increasing with the number of request. We first 

considered the different existing solutions in order to 

differentiate the traffic between the different tenants, 

as the isolation between tenants is the basis of a 

secure network. There are many solutions allowing 

traffic separation. However, the precision of these 

solutions varies greatly, as the isolation can be made 

from a complete separation of physical network and 

automatic centralized control of the network. We 

then analyzed the way security policies are defined 

and enforced. The security policies are defined in 

several ways. Some solutions focus on the isolation 

only or the routing rules and their consistency, 

whereas other architectures put more emphasis on the 

traversal of virtual middle boxes. 
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ABSTRACT: 

Information Technology and its 

implementation are vast and stretched as the endless 

ocean. Its beauty lies in the heart of the mother land 

India, where the main theme gets constructed. For 

Instance if we keep the Virtual implementation of IT 

is the cloud which makes us enabling the in the 

optimization of resource, economy and many more 

compare to the classical technology. In this paper, 

we try to put forward the cost reduction system which 

we call as pay per use and network. In the System of 

the elasticity which we can as the balancing the data 

load, making the environment dynamic, number of 

servers and the optimizing the traffic of the network., 

where we play an important role in the upgrading of 

technology which usually we call it as the 

Technology of change. concept of the caching the 

first step of reducing the network, making the virtual 

node which depends on the peak of the data load in 

order to balance the computing environment which 

we call as cloud computing. Technologically its 

meaning remains virtual, but in reality while 

exposing to a real world of enterprise solution.  

INDEX TERMS: Cloud computing, cost efficiency, 

differential query services, privacy, personalized web 

search, utility, risk, profile. 

I.INTRODUCTION 

Software as a service (SaaS), which is the most 

widely known among internet users. In this model, 

the end-user is using directly the software installed 

by the cloud provider, which could be an online e-

mail service, for instance. we will first take a look at 

the current state of commercial Web search, since it 

touches most of our daily lives. Then we discuss 

related work pertaining to several classes of 

sanitization mechanisms and corresponding 

vulnerabilities. For the first part of the related work, 

we use an informal definition of privacy, namely that 

a sanitization mechanism preserves privacy if, given 

the output of the mechanism, an analyst cannot make 

a reliable guess as to who a query belongs to. A little 

later on, we will introduce a more formal definition 

used in much of the most recent research on the topic. 

Some of largest US based search engine companies 

(Google, Yahoo, Microsoft, AOL, and Ask.com) 

have privacy policies that do little to search data, 

keeping IP address and browser cookie identifiers 

associated with searches for as long as 18 months 

(Schwartz & Cooper, 2007).This last model differs 

slightly to the previous as the cloud users are the 

customers of the application, in comparison of the 

two first models where the cloud users are often 

businesses. Cloud and data storage service which 

provides both secure data outsourcing service and 

efficient data retrieval and repair service, including 

four different entities: the data owner, the data user, 

the cloud server, and the third party server. The data 

owner outsources the encoded fragments of the file 

M to n cloud servers denoted as storage servers. If the 

data owner requires keeping the data content 

confidential, the file can be first encrypted before 

encoding. Outsourced data are attached by some 

metadata like verification tags to provide integrity 

check capability. After the data outsourcing, a data 

user can select any k storage servers to retrieve 

encoded segments, and recover the file M, which can 

be further decrypted in case the file is encrypted. 

Meanwhile, the third party server periodically checks 

the integrity of data stored in cloud servers. Failed 

cloud servers can be repaired with the help of other 

healthy cloud servers.  
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Fig.1.1 Illustration of the Cloud Cost Model 

Security as malicious software can enter the 

enterprise network downloaded by the employees 

browsing the internet. Indeed, malicious tenants 

could be willing to access data of other tenants or to 

gain access to their network by using techniques such 

as ARP cache poisoning or IP spoofing. Furthermore, 

a configuration of routing appliances could lead to a 

breach in confidentiality. 

II.RELATED WORK 

We can process user logs to build user-

specific models, which we call local models. We do 

not sanitize local models under the assumption that 

users interacting with their own sensitive information 

do not constitute breaches of privacy. (We do not 

consider the case where multiple individuals access 

the same account, though this may be a common 

situation with, e.g., shared computers in homes, 

libraries, or Internet. Regarding data confidentiality, 

all three providers claim that they provide and 

support encryption. Many cloud providers allow their 

customers to encrypt data before sending it to the 

cloud. For instance, Amazon S3 makes it optional to 

users to encrypt data for additional security, but not 

recommended in the case of third party or external 

auditors. Cloud front is an Amazon web service 

which provides data confidentiality while being 

transferred. Attempts to apply functional repair in the 

LT codes based distributed storage should first solve 

how to recode packets, because the random linear 

recoding in the functional repair of network coding-

based storage codes cannot satisfy the degree 

distribution in LT codes.  

 

Fig.2.1 Cloud Balance in the Traffic 

A tenant could be attacked by the cloud provider or 

by other clients. The cloud provider could be attacked 

by tenants. Our project does not consider the situation 

where the provider is malicious. Indeed, we suppose 

that the cloud provider is honest. We further suppose 

that all network appliances are compliant and secure. 

It seems that this problem can be solved by utilizing 

the recently proposed LT network codes (LTNC) 

which provides efficient decoding at the cost of 

slightly more communication in the single-source 

broadcasting scenario. However, after several rounds 

of repair with same recoding operations regulated in 

LT network codes, data users experience decoding 

failure with high probability. Our project aims to 

secure the traffic of a tenant. In this situation, this 

traffic could first be threatened by other tenants. 

III.PROPOSED METHODOLOGY 

Search logs, or query logs as they are 

sometimes called, are databases containing 

information about user search activity. A typical log 

might contain a set of entries consisting of an 

identifier, a time stamp, an event descriptor, and 

pertinent information about the event. Common 

identifiers are IP addresses, cookie identifiers, or 

account numbers. Example event descriptions include 

query or click. Pertinent information about the event 

might include the query text or a clicked URL. When 

we assume that all identical identifiers correspond to 

a single individual, we refer to a collection of search 

log entries sharing the same identifier as a user search 

log or user log for short. 
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To begin with, the dedicated hardware, even though 

it may be inactive at a given time, has to be 

monopolized for the tenants who need the highest 

security. In other words, the pooling of resources 

would be limited which may lead to an oversized 

network. Indeed, the dedicated servers could have 

hosted other tenants' Virtual Machines. However, 

these VMs would have to be located on other servers, 

contributing to the waste of resources, as the servers 

would not be loaded at their maximal capacity. 

Furthermore, as the use of the cloud would grow, we 

can easily imagine that the expansion of such a rigid 

architecture would become harder and harder to 

maintain and configure. The Proof Generation 

process is run by the storage provider in order to 

generate proof transcript which could be a set of 

corresponding tags or, in many cases, an aggregation 

of the perturbed tags and aggregation of data blocks. 

A proof transcript allows the verifier to derive the 

proof in order to check the integrity of the challenged 

blocks. Upon receiving the response from the storage 

provider, the verifier executes the Proof Verification 

protocol to verify the validity.  

 

Fig.3.1 Node Values Cloud Computing Peak 

Architect of High End Security. 

When enterprises decide to move to the cloud, they 

want to keep the same requirements regarding their 

policy management. It would be possible for the 

network manager of the enterprise to implement the 

middle boxes and the routing policies on VMs in the 

same way as before moving to the cloud. However, 

one of the goal of moving to the cloud is to escape 

the burden of network administration and 

configuration. Furthermore, the type of security 

policies in place in enterprises networks is often quite 

similar as it consists in the traversal of several middle 

boxes. These data centers are located in Northern 

Virginia (USA) and the company’s cluster of cloud 

computing services in Virginia were “currently 

experiencing degraded performance” as indicated on 

the Amazon website. Consideration of both data 

repair and data retrieval, and design a LT codes-

based cloud storage service (LTCS). Multi-keyword 

ranked search over encrypted cloud data, and 

establish a variety of privacy requirements. Among 

various multi-keyword semantics, we choose the 

efficient similarity measure of “coordinate 

matching”, i.e., as many matches as possible, to 

effectively capture the relevance of outsourced 

documents to the query keywords, and use “inner 

product similarity” to quantitatively evaluate such 

similarity measure. 

IV.ANALYSIS AND INTERPRETATION  

Today's data centers are already containing 

hundreds of thousands of servers, and this number is 

very likely to increase during the forthcoming years. 

Furthermore, the customers can request the creation 

or the removal of VMs in order to meet their similar 

incident happened about four months earlier due to 

an electrical storm that caused some disturbance to 

the same data centers. In the field of IR, 

personalization is the act of incorporating 

information about a user into the processing of an IR 

application. For example, boosting the rank of search 

results that are more similar to web sites a user has 

visited in the past. Another common practice is the 

use of a user’s location, often inferred by IP address 

or GPS coordinates. We concentrate on local-only 

personalization that can be performed in isolation on 

an individual’s computer. We consider two different 

types of personalization: task-aware and supervised 

learning from user-provided annotations. Note that, 

in general, personalization can also involve a group 

of users 
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Fig.3.1.1 Comparison of Dataset and Security 

feature with Size and Cost 

Thus, cloud customers are enthusiastic to be allowed 

to store their data in the cloud and at the same time 

they would like to be able to check by themselves 

that their data is protected. 

V.CONCLUSION 

In the modeling feature of the cloud computing as 

pay per use which makes us to in making the system 

everything global and making the smaller level 

organization as base to as use. It is distinguished with 

the traditional multi-domain approaches by the 

characteristics of the emerging cloud environments. 

We use a top-down methodology in the research 

referring the PEI stack. Secure and reliable cloud 

storage with the efficiency. By mapping users to 

multiple pseudo users, it is more difficult to make the 

same links that the AOL data allowed. First, queries 

issued on two different days are not directly 

connected (provided the user was inactive for part of 

the intervening time period). Second, sessions 

generally consist of a small number of queries and 

are therefore less likely to cover a diverse set of 

topics. When these two points are taken together, it 

becomes more difficult to gather sufficient evidence 

to identify the individuals behind the queries. 
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ABSTRACT:  

Time and the Constraint are both typically 

interrelated and lead us to the next level high 

technological revolution journey where we analyses the 

Human Automation instead of System Automation. 

Technological in the View Point cognitive science 

Information technology will have to make high level of 

demanding journey; in that aspect we consider the best 

of the technical revolution in the Social media where 

we share the thoughts , informational to  many more . If 

we Consider the Face book like such popular network 

sharing side leads us to the best of research , where 

technological Face book is high level to manage such 

huge volume of Data effective and efficiently, But 

Lacking with the point f loop whole is the Information 

of Public and Private and Preventive social Inference of 

the Aspect. Hence; we look forward to put the paper as 

the most and best to best Information flow in the aspect 

of content and curative illustrative technological 

solution. However, the precision of these solutions 

varies greatly, as the isolation can be made from a 

complete separation of physical network, recent 

breakthroughs in Software-Defined Networking have 

let us to believe that the most suitable technology for 

our project today is the use of the technology as it 

provides an isolation per of as well as a automatic 

centralized control of the network. 

KEYWORDS: Social network analysis, data mining, 

social network privacy, security, privacy, multi-cloud, 

application partitioning. 

I.INTRODUCTION 

In the Revolution n of Social Media, by structurally 

mapping out relationships between software developers, 

the presence of power-law distributions was found for 

project sizes, cluster sizes of connected developers, and 

the number of projects joined by developers. et al.  

Conclude Open Source software development can be 

modeled as self-organizing, collaboration, social 

networks. It et al. explored the statistics and topological 

information of the Open Source software developer‟s 

collaboration network further by extracting project 

evolution parameters, by inspecting the network over a 

time period of two years. 50,000 projects involving 

80,000 developers were investigated. Again, power-law 

distributions were found for the cluster distribution and 

degree distribution, which is the amount of ties within a 

network. Also they found during this time frame the  

average degree of projects on Source Forge slightly 

increased, though the network diameter slightly  

decreased. Face book, which is currently the world‟s 

most popular OSN, opened to the general public on 26 

Sep 2006. 

 

Fig.2.1 Illustration of Data Sharing in the Cloud 

Security 

Prior to that, users were required to have a 

verifiable e-mail address from a “network” such as a 

university. Suppose a University of Cambridge student 

named Alice created a Face book account in August 

2006 and immediately limited the sharing of all 

personal information to direct “friends” only, but left 

http://www.ijettjournal.org/


International Journal of Computer Trends and Technology (IJCTT) – volume 27 Number 3 – September 2015 

ISSN: 2231-2803                               http://www.ijcttjournal.org                                Page 149 

her “search ability” setting at “Everyone” so that 

friends could search for her and send friend requests. 

Without this setting, it was very difficult for real-life 

friends to find each other on Face book: it was 

impossible for two users with the most restrictive 

search ability settings to “friend” each other, which 

discouraged users from choosing such settings. 

II.RELATED WORK 

Taken social network theory into account the 

organizational network structure affects team viability 

and team task performance. Team viability involves the 

committed of team members to stay together, where 

team task performance involves attaining the goals of a 

team. Team viability and team task performance can be 

conceived as success measures of teams. and Harrison  

noted although these two dimensions of success are 

conceptually distinct, in reality there is a close 

connection and cross-correlation between team task 

performance and team viability. In addition they found 

teams with central leaders, and teams central in a 

network full of other teams, tend to be better 

performers. Today‟s OSNs provide rich platforms for 

third-party social applications. 

 

Fig.2.1. Mobile Cloud Social Security Model 

 Application functionality is supported by 

private user information, often served in greater 

quantities than actually required. Safeguards against 

misuse rely heavily on legal rather than technical 

protection. Felt and Evans, in their 2008 study of 150 

Facebook applications [103], found that 90% of 

applications had no need of private user data, but were 

being given it anyway. Several applications used 

information in ways that contravened Facebook‟s 

Terms of Service, making information visible to users 

who would normally be unable to view it.People have 

really gotten comfortable not only sharing more 

information and different kinds, but more openly and 

with more people. That social norm is just something 

that has evolved over time. Mark Zuckerberg, 

January 2010. 

III.PROPOSED METHODOLOGY 

Today‟s centralized online social networks (OSNs) are 

trusted to make access control decisions on behalf of 

users, but those decisions do not always align with 

users‟ intentions. In some cases, technical flaws lead to 

data leakage contrary to the wishes of both users and 

operators. In other cases, there is a mismatch between 

user understanding of privacy settings and the actual 

protections afforded by the system. In many cases, 

however, the interests of the user and the network are 

simply not aligned. In these cases, when users‟ data 

must be safeguarded by operators without the incentive 

to do so, private information has a history of leaking 

out. 

 

Fig.3.1 High Level Flow of Role, Language and 

Typically the Privacy Level 
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Most of these forms of communication are not archived 

and therefore difficult to investigate. Next, the nature of 

Open Source software communities is to be open and 

transparent. Therefore, the project's public forums are 

taken into account as the investigated conversational 

network. On the public forums registered members can 

post messages and react on each other, resulting in 

forum threads. Registered members form the nodes of 

the conversational network. And, when two members of 

a project group post in the same thread, a relationship 

between those two members, or a link between those 

two nodes, exists. Finally, the several orthogonal 

cognitive considerations in social networks generally, 

describing them as problems with “decentralized 

systems”. For instance, the authors state that “more 

control over personal data almost inevitably translates 

to more decisions, which leads to cognitive overload”, 

but this is not a reason to avoid decentralized 

architectures. Centralized services such as Facebook 

provide very detailed and fine-grained control over 

some personal data, capable of causing just as much 

cognitive overload as an equivalent decision matrix in a 

decentralized system. What Facebook does not have is 

an incentive to explore alternative schemes for privacy 

policy configuration if those schemes hinder a “free 

flow of information” within the network. In contrast, a 

distributed system that does not extract monetary value 

from user data has every incentive to combat cognitive 

overload by accurately capturing user intent, reducing 

decision fatigue and improving the user experience of 

privacy management. While the authors of this critique 

raise some important issues, their case against 

decentralized data architectures is greatly overstated.  

IV.ANALYSIS 

In this we used between ness centrality to measure the 

effectiveness with which an attacker might influence 

information moving through a social network.  

 
Fig.3.1.1 Content Highlighting to the Privacy Based 

on the Organisation 

Suppose an attacker can compromise N nodes in a 

social graph and use them to influence information that 

passes through them. If the attacker can choose which 

N nodes to compromise, the optimal attack strategy is 

to choose the most central nodes in the network, 

yielding the highest probability of being able to 

influence any communication path. If the attacker has 

imperfect centrality information, the probability of 

successful attack will be reduced. 

V.CONCLUSION AND FUTURE WORK 

Technologically Each and every Aspect of Information 

has its own loop whole. Blocks are encrypted with 

block-specific symmetric keys; their content is only 

readable by principals which possess the relevant keys. 

Blocks in the encrypted store contain explicit links to 

other blocks, which are only visible to principals that 

possess the block‟s symmetric key. The system also 

provides opportunities for covert communication, 

including a low-bitrate perfectly unobservable 

communications. Some difficulties can be obviated 

under the random oracle assumption, but proofs in the 

standard model would be a natural direction to pursue. 

It is desirable to prove that, first, convergent encryption 

provides in distinguishability. 
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Abstract: In this paper an efficient security architecture design and implementation of all candidates of AES 

encryption standards AES-128, AES-192 and AES-256 on the same hardware is proposed. AES algorithm proposed by 

NIST has been widely accepted as best cryptosystem for wireless communication security. The hardware 

implementation is useful in wireless security like military and mobile phones. This contribution investigates 

implementation of AES Encryption with regards to FPGA and VHDL.Optimized and synthesized VHDL code for 

AES-128, AES-192 and AES-256 for encryption of 128- bit data is implemented. Xilinx ISE 9.2i software is used for 

simulation. Each algorithm is tested with sample vectors provided by NIST output results are perfect with minimal 

delay. The proposed design consumes less power and area which is suitable battery driven mobile phones. Throughput 

reaches the value of 666.67 Mbps for encryption of 128- bit data with AES-128 key.  
 

Keywords: Cryptography, Cipher, Reconfiguration, Encryption, Decryption. 
 

1. INTRODUCTION 
 

 

Cryptography is the science of information and 

communication security. Cryptography is the science of 

secret codes, enabling the confidentiality of 

communication through an insecure channel. It protects 

against unauthorized parties by preventing unauthorized 

alteration of use. Generally speaking, it uses an 

cryptographic system to transform a plaintext into a cipher 

text, using most of the time a key. One has to notice that 

there exist certain ciphers that don't need a key at all. A 

famous example is ROT13 (abbreviation from Rotation 

13), a simple Caesar-cipher that obscures text by replacing 

each letter with the letter thirteen places down in the 

alphabet. Since our alphabet has 26 characters, it is enough 

to encrypt the cipher text again to retrieve the original 

message. Let me just mention briefly that there are secure 

public-key ciphers, like the famous and very secure 

Rivest-Shamir-Adleman (commonly called RSA) that uses 

a public key to encrypt a message and a secret key to 

decrypt it. Cryptography is a very important domain in 

computer science with many applications. The most 

famous example of cryptography is certainly the Enigma 

machine, the legendary cipher machine used by the 

German Third Reich to encrypt their messages, who's 

security breach ultimately led to the defeat of their 

submarine force. Before continuing, please read carefully 

the legal issues involving cryptography as in several 

countries even the domestic use of cryptography is 

prohibited: Cryptography has long been of interest to 

intelligence gathering agencies and law enforcement 

agencies. Because of its facilitation of privacy, and the 

diminution of privacy attendant on its prohibition, 

cryptography is also of considerable interest to civil rights 

supporters. Accordingly, there has been a history of 

controversial legal issues surrounding cryptography, 

especially since the advent of inexpensive computers has 

made possible widespread access to high quality 

cryptography. In some countries, even the domestic use of  
 

 
 

cryptography is, or has been, restricted. Until 1999, France 

significantly restricted the use of cryptography 

domestically. In China, a license is still required to use 

cryptography. Many countries have tight restrictions on 

the use of cryptography. Among the more restrictive are 

laws in Belarus, Kazakhstan, Mongolia, Pakistan, Russia, 

Singapore, Tunisia, Venezuela, and Vietnam.[31] 

In the United States, cryptography is legal for domestic 

use, but there has been much conflict over legal issues 

related to cryptography. One particularly important issue 

has been the export of cryptography and cryptographic 

software and hardware. Because of the importance of 

cryptanalysis in World War II and an expectation that 

cryptography would continue to be important for national 

security, many western governments have, at some point, 

strictly regulated export of cryptography. After World War 

II, it was illegal in the US to sell or distribute encryption 

technology overseas; in fact, encryption was classified as a 

munitions, like tanks and nuclear weapons.[32] Until the 

advent of the personal computer and the Internet, this was 

not especially problematic. Good cryptography is 

indistinguishable from bad cryptography for nearly all 

users, and in any case, most of the cryptographic 

techniques generally available were slow and error prone 

whether good or bad. However, as the Internet grew and 

computers became more widely available, high quality 

encryption techniques became well-known around the 

globe. As a result, export controls came to be seen to be an 

impediment to commerce and to research. 
 

1.1 Description of AES Algorithm: 
 

Advanced Encryption Standard is the successor of Data 

Encryption Standard which was in use during the early 

1977 to 1990. In DES encryption is based on a symmetric 

key algorithm that uses a 56-bit key. However by the mid 

1990’s, it was clear that the DES with 56-bit is insecure 

for many applications since the key is very small. Then it 
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was upgraded to Triple DES which was believed to be 

practically secure although there are theoretical attacks. 

Thus in Nov-26-2001 the FEDERAL INFORMATION 

PROCESSING STANDARDS PUBLICATION 197(FIPS 

197) specifies an algorithm called Advanced Encryption 

Standard (AES). AES is based on the principle known as 

Substitution Permutation network (SP-network) which 

means there will be a series of linked mathematical 

operations in the block cipher algorithm.AES encrypts a 

data block of 128-bits which is fixed with three different 

key sizes 128,192,256 bits.  
 

The operations are based on Rinjdael algorithm. The input 

of AES algorithm is 128-bit or 16 byte data which can be 

specified as a block. The basic unit of processing in the 

AES algorithm is a byte. All byte values in the AES 

algorithm will be presented as the concatenation of its 

individual bit values (0 or 1) between the braces in the 

order (b7, b6, b5, b4, b3, b2, b1, b0). These bytes are 

interpreted as finite field elements using a polynomial 

representation as follows 
 

 

b7X
7
+ b6X

6
+ b5X

5
+ b4X

4
+ b3X

3
+ b2X

2
+ b1X+b0 =

 
 

Internally in AES algorithm operations are performed on a 

two-dimensional array of bytes called the state. The state 

consists of four rows of bytes, each containing Nb bytes, 

where Nb is the block length divided by 32 (4 for 128-bit 

key, 6 for 192-bit key, 8 for 256-bit key). Likewise the key 

length and number of rounds (iterations) differ from key to 

key as shown in table 1. 

Figure1: Different keys and its attributes 
 

AES Encryption: 
 

Encryption is the process of converting the plain text into 

a format which is not easily readable and is called as 

cipher. The cipher is got by doing a series of mathematical 

operations iteratively. 
 

a)  Sub Bytes: 
 

In this sub bytes step the data in the plain text is 

substituted by some pre-defined values from a substitution 

box. The substitution box is invertible. 
 

b)  Shift Rows: 
 

In shift rows operation the rows in the 4×4 matrix is 

shifted to left r bits and r varies with the rows of the 

matrix(r=0 for row1, r=1 for row2, r=2 for row3, r=3 for 

row 4). This process is illustrated in fig 2.This has the 

effect of moving positions of lower positions in the row, 

while the lowest bytes wrap around to the top of the row. 
 

c) Mix Columns:  
 

Mix column is calculated using the below formula. 

Here a0, a1, a2, a3 is calculated using the polynomials as 

below 
 

a(x) = {2}x
3
 + {3}x

2
 + {1}x + {1}. 

 

The mix column transformation operates on the state 

column by column, treating each column as a four term 

polynomial. The columns are considered as polynomials 

over GF (2
8
) and multiplied modulo x

4
 + 1 with a fixed 

polynomial a(x) which is got from the above formula. This 

can also written as a matrix multiplication 
 

s’(x) = a(x)  s(x) 
 

d)  Add Round Key: 
 

In the add round key step the 128 bit data is xored with the 

sub key of the current round using the key expansion 

operation. The add round key is used in two different 

places one during the start that is when round r=0 and then 

during the other rounds that is when 1 ≤ round≤ Nr, where 

Nr is the maximum number of rounds. The formula to 

perform the add round key is S’(x) = S(x) R(x) 
 

where S’(x) – state after adding round key ,S(x) – state 

before adding round key and R(x) – round key 
 

e) Key Expansion:  
 

The key expansion has three steps: Byte Substitution 

subword(),Rotation rotword() and Xor with RCON (round 

constant).The input to key schedule is the cipher key K. 

Key expansion generates a total of Nb(Nr + 1) words. The 

algorithm requires an initial set of Nb words, and each of 

the Nr rounds requires Nb words of key data. The resulting 

key schedule consists of a linear array of 4-byte words, 

denoted [wi ], with i in the range 0 ≤ i < Nb(Nr + 1).The 

subword () function takes a four byte input and applies the 

byte substitution operation and produces an output word. 

The rotword() takes a word [a0, a1, a2, a3] as input and 

performs a cyclic permutation to produce [a1, a2, a3, a0] 

as output word. The round constant word array rcon[i] is 

calculated using the below formula in rinjdale finite field. 

 

 rcon[i]=   mod + + +x+1 
 

The first Nk words of the expanded key are filled with the 

cipher key. Every following word w[i] is equal to the xor 

of previous word w[i-1] and the word Nk positions earlier 

w[i-Nk]. For words in positions that are a multiple of Nk, 

a transformation is applied to w[i-1] prior to the XOR, 

followed by an XOR with a round constant Rcon[i]. This 

transformation consists of a cyclic shift of the bytes in a 

word rotword() and byte substitution subword(). 

But in key expansion of 256 -bit cipher if Nk=8 and i-4 is 

a multiple of Nk then subword () function is applied to w 

[i-1] prior to the xor. The algorithm for the key expansion 

routine is given in table 2. Thus with all the above 

operations the algorithm for the encryption of the data is 

as follows. Since it begins and ends with the add round 

key operation there is no wasted un keyed step in the 

beginning or the end. The table 3 shows the algorithm for 

implementation of all three AES encryption. 
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Algorithm for key expansion 
 

KeyExpansion(byte key[4*Nk], word w[Nb*(Nr+1)], Nk) 

begin 

word temp 

i=0 

while(i<Nk) 

{ 

w[i] = word(key[4*i], key[4*i+1] key[4*i+2]i+3]) 

i = i+1 

} 

end while 

I = Nk 

while (i < Nb * (Nr+1)] 

{ 

temp = w[i-1] 

if (i mod Nk = 0) 

temp = SubWord(RotWord(temp)) xor Rcon[i/Nk] 

else if (Nk > 6 and i mod Nk = 4) 

temp = SubWord(temp) 

end if 

 

w[i] = w[i-Nk] xor temp 

i = i + 1 

} 

end while 

end 
 

Algorithm for encryption 
 

byte state[4,Nb] 

state = in 

AddRoundKey(state, key Schedule[0, Nb-1]) 

for round = 1 step 1 to Nr–1 

{ 

SubBytes(state) 

ShiftRows(state) 

MixColumns(state) 

AddRoundKey(state) 

 

key Schedule[round*Nb, (round+1)*Nb-1]) 

} 

SubBytes(state) 

 

ShiftRows(state) 

AddRoundKey(state, key Schedule[Nr*Nb, (Nr+1)*Nb-

1]) 

out = state 
 

2. HARDWARE IMPLEMENTATION OF 

ENCRYPTION ALGORITHM 
 

Many hardware implementation of encryption algorithm 

using VHDL is available. In most of the case hardware 

implementations of AES uses only the AES-128 

candidate. Some software implementation of AES192 and 

AES -256 are available. In the proposed architecture all 

candidates of AES i.e. AES-128, AES192 and AES-256 

are implemented in the same device. The proposed design 

is implemented using VHDL coding in Xilinx ISE 9.2. 

Iterative looping techniques is followed to implement the 

entire design modules of AES encryption algorithm to the 

minimize hardware utilization. The key controller unit, 

key expansion unit, and round function unit and mix 

column unit everything are implemented in hardware. 
 

 
 

Figure 2. Flow Chart of AES Encryption Implementation 
 

The table 2 Show s that proposed design outperforms all 

designs based on iterative looping in terms of area and 

throughput. The performance of AES-192 and AES 256 is 

also verified and simulation results are given. The novel 

architecture to implement all AES candidates in same 

hardware proposed is shown in figure 2. the simulation 

results of various AES key lengths is shown in figure 3,4 

and 5. 
 

 
 

Figure 3. Schematic Diagram AES-128/192/256  

Architecture 

 
3. CONCLUSION 

 

The AES algorithm is an iterative private key symmetric 

block cipher that can process data block of 128-bits 

through the use of cipher keys with key length 128,192 

and 256 bits. An efficient FPGA implementation of 128 

bit block and keys 128, 192 and 256 bits of AES –
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Rijindael algorithm has been presented in this paper. 

Optimized and synthesizable VHDL code is developed for 

implementation of all AES-128/192/256 bit key 

encryption and is verified using xilinx ISE 9.2 simulation 

tool. All the transformations of algorithm are simulated 

using an iterative design approach in order to minimize the 

hardware utilization. Thus it can reduce the space by 

enclosing three different encryption standards in a single 

architecture and the power consumption can also be 

reduced which makes it usable in battery operated network 

devices having Bluetooth and wireless communication 

devices like software radio. Throughput reaches the value 

of 666.7Mbps for AES-128 encryption with FPGA device 

XC2V6000BF957-6. 
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ABSTRACT: 

Information Technology and its 

implementation are vast and stretched as the endless 

ocean. Its beauty lies in the heart of the mother land 

India, where the main theme gets constructed. For 

Instance if we keep the Virtual implementation of IT 

is the cloud which makes us enabling the in the 

optimization of resource, economy and many more 

compare to the classical technology. In this paper, 

we try to put forward the cost reduction system which 

we call as pay per use and network. In the System of 

the elasticity which we can as the balancing the data 

load, making the environment dynamic, number of 

servers and the optimizing the traffic of the network., 

where we play an important role in the upgrading of 

technology which usually we call it as the 

Technology of change. concept of the caching the 

first step of reducing the network, making the virtual 

node which depends on the peak of the data load in 

order to balance the computing environment which 

we call as cloud computing. Technologically its 

meaning remains virtual, but in reality while 

exposing to a real world of enterprise solution.  

INDEX TERMS: Cloud computing, cost efficiency, 

differential query services, privacy, personalized web 

search, utility, risk, profile. 

I.INTRODUCTION 

Software as a service (SaaS), which is the most 

widely known among internet users. In this model, 

the end-user is using directly the software installed 

by the cloud provider, which could be an online e-

mail service, for instance. we will first take a look at 

the current state of commercial Web search, since it 

touches most of our daily lives. Then we discuss 

related work pertaining to several classes of 

sanitization mechanisms and corresponding 

vulnerabilities. For the first part of the related work, 

we use an informal definition of privacy, namely that 

a sanitization mechanism preserves privacy if, given 

the output of the mechanism, an analyst cannot make 

a reliable guess as to who a query belongs to. A little 

later on, we will introduce a more formal definition 

used in much of the most recent research on the topic. 

Some of largest US based search engine companies 

(Google, Yahoo, Microsoft, AOL, and Ask.com) 

have privacy policies that do little to search data, 

keeping IP address and browser cookie identifiers 

associated with searches for as long as 18 months 

(Schwartz & Cooper, 2007).This last model differs 

slightly to the previous as the cloud users are the 

customers of the application, in comparison of the 

two first models where the cloud users are often 

businesses. Cloud and data storage service which 

provides both secure data outsourcing service and 

efficient data retrieval and repair service, including 

four different entities: the data owner, the data user, 

the cloud server, and the third party server. The data 

owner outsources the encoded fragments of the file 

M to n cloud servers denoted as storage servers. If the 

data owner requires keeping the data content 

confidential, the file can be first encrypted before 

encoding. Outsourced data are attached by some 

metadata like verification tags to provide integrity 

check capability. After the data outsourcing, a data 

user can select any k storage servers to retrieve 

encoded segments, and recover the file M, which can 

be further decrypted in case the file is encrypted. 

Meanwhile, the third party server periodically checks 

the integrity of data stored in cloud servers. Failed 

cloud servers can be repaired with the help of other 

healthy cloud servers.  
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Fig.1.1 Illustration of the Cloud Cost Model 

Security as malicious software can enter the 

enterprise network downloaded by the employees 

browsing the internet. Indeed, malicious tenants 

could be willing to access data of other tenants or to 

gain access to their network by using techniques such 

as ARP cache poisoning or IP spoofing. Furthermore, 

a configuration of routing appliances could lead to a 

breach in confidentiality. 

II.RELATED WORK 

We can process user logs to build user-

specific models, which we call local models. We do 

not sanitize local models under the assumption that 

users interacting with their own sensitive information 

do not constitute breaches of privacy. (We do not 

consider the case where multiple individuals access 

the same account, though this may be a common 

situation with, e.g., shared computers in homes, 

libraries, or Internet. Regarding data confidentiality, 

all three providers claim that they provide and 

support encryption. Many cloud providers allow their 

customers to encrypt data before sending it to the 

cloud. For instance, Amazon S3 makes it optional to 

users to encrypt data for additional security, but not 

recommended in the case of third party or external 

auditors. Cloud front is an Amazon web service 

which provides data confidentiality while being 

transferred. Attempts to apply functional repair in the 

LT codes based distributed storage should first solve 

how to recode packets, because the random linear 

recoding in the functional repair of network coding-

based storage codes cannot satisfy the degree 

distribution in LT codes.  

 

Fig.2.1 Cloud Balance in the Traffic 

A tenant could be attacked by the cloud provider or 

by other clients. The cloud provider could be attacked 

by tenants. Our project does not consider the situation 

where the provider is malicious. Indeed, we suppose 

that the cloud provider is honest. We further suppose 

that all network appliances are compliant and secure. 

It seems that this problem can be solved by utilizing 

the recently proposed LT network codes (LTNC) 

which provides efficient decoding at the cost of 

slightly more communication in the single-source 

broadcasting scenario. However, after several rounds 

of repair with same recoding operations regulated in 

LT network codes, data users experience decoding 

failure with high probability. Our project aims to 

secure the traffic of a tenant. In this situation, this 

traffic could first be threatened by other tenants. 

III.PROPOSED METHODOLOGY 

Search logs, or query logs as they are 

sometimes called, are databases containing 

information about user search activity. A typical log 

might contain a set of entries consisting of an 

identifier, a time stamp, an event descriptor, and 

pertinent information about the event. Common 

identifiers are IP addresses, cookie identifiers, or 

account numbers. Example event descriptions include 

query or click. Pertinent information about the event 

might include the query text or a clicked URL. When 

we assume that all identical identifiers correspond to 

a single individual, we refer to a collection of search 

log entries sharing the same identifier as a user search 

log or user log for short. 
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To begin with, the dedicated hardware, even though 

it may be inactive at a given time, has to be 

monopolized for the tenants who need the highest 

security. In other words, the pooling of resources 

would be limited which may lead to an oversized 

network. Indeed, the dedicated servers could have 

hosted other tenants' Virtual Machines. However, 

these VMs would have to be located on other servers, 

contributing to the waste of resources, as the servers 

would not be loaded at their maximal capacity. 

Furthermore, as the use of the cloud would grow, we 

can easily imagine that the expansion of such a rigid 

architecture would become harder and harder to 

maintain and configure. The Proof Generation 

process is run by the storage provider in order to 

generate proof transcript which could be a set of 

corresponding tags or, in many cases, an aggregation 

of the perturbed tags and aggregation of data blocks. 

A proof transcript allows the verifier to derive the 

proof in order to check the integrity of the challenged 

blocks. Upon receiving the response from the storage 

provider, the verifier executes the Proof Verification 

protocol to verify the validity.  

 

Fig.3.1 Node Values Cloud Computing Peak 

Architect of High End Security. 

When enterprises decide to move to the cloud, they 

want to keep the same requirements regarding their 

policy management. It would be possible for the 

network manager of the enterprise to implement the 

middle boxes and the routing policies on VMs in the 

same way as before moving to the cloud. However, 

one of the goal of moving to the cloud is to escape 

the burden of network administration and 

configuration. Furthermore, the type of security 

policies in place in enterprises networks is often quite 

similar as it consists in the traversal of several middle 

boxes. These data centers are located in Northern 

Virginia (USA) and the company’s cluster of cloud 

computing services in Virginia were “currently 

experiencing degraded performance” as indicated on 

the Amazon website. Consideration of both data 

repair and data retrieval, and design a LT codes-

based cloud storage service (LTCS). Multi-keyword 

ranked search over encrypted cloud data, and 

establish a variety of privacy requirements. Among 

various multi-keyword semantics, we choose the 

efficient similarity measure of “coordinate 

matching”, i.e., as many matches as possible, to 

effectively capture the relevance of outsourced 

documents to the query keywords, and use “inner 

product similarity” to quantitatively evaluate such 

similarity measure. 

IV.ANALYSIS AND INTERPRETATION  

Today's data centers are already containing 

hundreds of thousands of servers, and this number is 

very likely to increase during the forthcoming years. 

Furthermore, the customers can request the creation 

or the removal of VMs in order to meet their similar 

incident happened about four months earlier due to 

an electrical storm that caused some disturbance to 

the same data centers. In the field of IR, 

personalization is the act of incorporating 

information about a user into the processing of an IR 

application. For example, boosting the rank of search 

results that are more similar to web sites a user has 

visited in the past. Another common practice is the 

use of a user’s location, often inferred by IP address 

or GPS coordinates. We concentrate on local-only 

personalization that can be performed in isolation on 

an individual’s computer. We consider two different 

types of personalization: task-aware and supervised 

learning from user-provided annotations. Note that, 

in general, personalization can also involve a group 

of users 
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Fig.3.1.1 Comparison of Dataset and Security 

feature with Size and Cost 

Thus, cloud customers are enthusiastic to be allowed 

to store their data in the cloud and at the same time 

they would like to be able to check by themselves 

that their data is protected. 

V.CONCLUSION 

In the modeling feature of the cloud computing as 

pay per use which makes us to in making the system 

everything global and making the smaller level 

organization as base to as use. It is distinguished with 

the traditional multi-domain approaches by the 

characteristics of the emerging cloud environments. 

We use a top-down methodology in the research 

referring the PEI stack. Secure and reliable cloud 

storage with the efficiency. By mapping users to 

multiple pseudo users, it is more difficult to make the 

same links that the AOL data allowed. First, queries 

issued on two different days are not directly 

connected (provided the user was inactive for part of 

the intervening time period). Second, sessions 

generally consist of a small number of queries and 

are therefore less likely to cover a diverse set of 

topics. When these two points are taken together, it 

becomes more difficult to gather sufficient evidence 

to identify the individuals behind the queries. 
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ABSTRACT:  

Time and the Constraint are both typically 

interrelated and lead us to the next level high 

technological revolution journey where we analyses the 

Human Automation instead of System Automation. 

Technological in the View Point cognitive science 

Information technology will have to make high level of 

demanding journey; in that aspect we consider the best 

of the technical revolution in the Social media where 

we share the thoughts , informational to  many more . If 

we Consider the Face book like such popular network 

sharing side leads us to the best of research , where 

technological Face book is high level to manage such 

huge volume of Data effective and efficiently, But 

Lacking with the point f loop whole is the Information 

of Public and Private and Preventive social Inference of 

the Aspect. Hence; we look forward to put the paper as 

the most and best to best Information flow in the aspect 

of content and curative illustrative technological 

solution. However, the precision of these solutions 

varies greatly, as the isolation can be made from a 

complete separation of physical network, recent 

breakthroughs in Software-Defined Networking have 

let us to believe that the most suitable technology for 

our project today is the use of the technology as it 

provides an isolation per of as well as a automatic 

centralized control of the network. 

KEYWORDS: Social network analysis, data mining, 

social network privacy, security, privacy, multi-cloud, 

application partitioning. 

I.INTRODUCTION 

In the Revolution n of Social Media, by structurally 

mapping out relationships between software developers, 

the presence of power-law distributions was found for 

project sizes, cluster sizes of connected developers, and 

the number of projects joined by developers. et al.  

Conclude Open Source software development can be 

modeled as self-organizing, collaboration, social 

networks. It et al. explored the statistics and topological 

information of the Open Source software developer‟s 

collaboration network further by extracting project 

evolution parameters, by inspecting the network over a 

time period of two years. 50,000 projects involving 

80,000 developers were investigated. Again, power-law 

distributions were found for the cluster distribution and 

degree distribution, which is the amount of ties within a 

network. Also they found during this time frame the  

average degree of projects on Source Forge slightly 

increased, though the network diameter slightly  

decreased. Face book, which is currently the world‟s 

most popular OSN, opened to the general public on 26 

Sep 2006. 

 

Fig.2.1 Illustration of Data Sharing in the Cloud 

Security 

Prior to that, users were required to have a 

verifiable e-mail address from a “network” such as a 

university. Suppose a University of Cambridge student 

named Alice created a Face book account in August 

2006 and immediately limited the sharing of all 

personal information to direct “friends” only, but left 

http://www.ijettjournal.org/


International Journal of Computer Trends and Technology (IJCTT) – volume 27 Number 3 – September 2015 

ISSN: 2231-2803                               http://www.ijcttjournal.org                                Page 149 

her “search ability” setting at “Everyone” so that 

friends could search for her and send friend requests. 

Without this setting, it was very difficult for real-life 

friends to find each other on Face book: it was 

impossible for two users with the most restrictive 

search ability settings to “friend” each other, which 

discouraged users from choosing such settings. 

II.RELATED WORK 

Taken social network theory into account the 

organizational network structure affects team viability 

and team task performance. Team viability involves the 

committed of team members to stay together, where 

team task performance involves attaining the goals of a 

team. Team viability and team task performance can be 

conceived as success measures of teams. and Harrison  

noted although these two dimensions of success are 

conceptually distinct, in reality there is a close 

connection and cross-correlation between team task 

performance and team viability. In addition they found 

teams with central leaders, and teams central in a 

network full of other teams, tend to be better 

performers. Today‟s OSNs provide rich platforms for 

third-party social applications. 

 

Fig.2.1. Mobile Cloud Social Security Model 

 Application functionality is supported by 

private user information, often served in greater 

quantities than actually required. Safeguards against 

misuse rely heavily on legal rather than technical 

protection. Felt and Evans, in their 2008 study of 150 

Facebook applications [103], found that 90% of 

applications had no need of private user data, but were 

being given it anyway. Several applications used 

information in ways that contravened Facebook‟s 

Terms of Service, making information visible to users 

who would normally be unable to view it.People have 

really gotten comfortable not only sharing more 

information and different kinds, but more openly and 

with more people. That social norm is just something 

that has evolved over time. Mark Zuckerberg, 

January 2010. 

III.PROPOSED METHODOLOGY 

Today‟s centralized online social networks (OSNs) are 

trusted to make access control decisions on behalf of 

users, but those decisions do not always align with 

users‟ intentions. In some cases, technical flaws lead to 

data leakage contrary to the wishes of both users and 

operators. In other cases, there is a mismatch between 

user understanding of privacy settings and the actual 

protections afforded by the system. In many cases, 

however, the interests of the user and the network are 

simply not aligned. In these cases, when users‟ data 

must be safeguarded by operators without the incentive 

to do so, private information has a history of leaking 

out. 

 

Fig.3.1 High Level Flow of Role, Language and 

Typically the Privacy Level 

http://www.ijettjournal.org/
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Most of these forms of communication are not archived 

and therefore difficult to investigate. Next, the nature of 

Open Source software communities is to be open and 

transparent. Therefore, the project's public forums are 

taken into account as the investigated conversational 

network. On the public forums registered members can 

post messages and react on each other, resulting in 

forum threads. Registered members form the nodes of 

the conversational network. And, when two members of 

a project group post in the same thread, a relationship 

between those two members, or a link between those 

two nodes, exists. Finally, the several orthogonal 

cognitive considerations in social networks generally, 

describing them as problems with “decentralized 

systems”. For instance, the authors state that “more 

control over personal data almost inevitably translates 

to more decisions, which leads to cognitive overload”, 

but this is not a reason to avoid decentralized 

architectures. Centralized services such as Facebook 

provide very detailed and fine-grained control over 

some personal data, capable of causing just as much 

cognitive overload as an equivalent decision matrix in a 

decentralized system. What Facebook does not have is 

an incentive to explore alternative schemes for privacy 

policy configuration if those schemes hinder a “free 

flow of information” within the network. In contrast, a 

distributed system that does not extract monetary value 

from user data has every incentive to combat cognitive 

overload by accurately capturing user intent, reducing 

decision fatigue and improving the user experience of 

privacy management. While the authors of this critique 

raise some important issues, their case against 

decentralized data architectures is greatly overstated.  

IV.ANALYSIS 

In this we used between ness centrality to measure the 

effectiveness with which an attacker might influence 

information moving through a social network.  

 
Fig.3.1.1 Content Highlighting to the Privacy Based 

on the Organisation 

Suppose an attacker can compromise N nodes in a 

social graph and use them to influence information that 

passes through them. If the attacker can choose which 

N nodes to compromise, the optimal attack strategy is 

to choose the most central nodes in the network, 

yielding the highest probability of being able to 

influence any communication path. If the attacker has 

imperfect centrality information, the probability of 

successful attack will be reduced. 

V.CONCLUSION AND FUTURE WORK 

Technologically Each and every Aspect of Information 

has its own loop whole. Blocks are encrypted with 

block-specific symmetric keys; their content is only 

readable by principals which possess the relevant keys. 

Blocks in the encrypted store contain explicit links to 

other blocks, which are only visible to principals that 

possess the block‟s symmetric key. The system also 

provides opportunities for covert communication, 

including a low-bitrate perfectly unobservable 

communications. Some difficulties can be obviated 

under the random oracle assumption, but proofs in the 

standard model would be a natural direction to pursue. 

It is desirable to prove that, first, convergent encryption 

provides in distinguishability. 
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Abstract: Generally Software-as-a-service clouds were built on software as a service along with service-oriented 

architecture. This assists the providers of application service in conveying their applications by means of substantial 

cloud computing infrastructure. In the traditional efforts while confidentiality as well as privacy protection exertions 

was broadly studied, the problem of service integrity attestation has not been appropriately addressed. In our work we 

mainly spotlight on data processing services which have turned out to be popular with applications in numerous usage 

areas. We present IntTest, which is a scalable and efficient integrated service integrity attestation structure intended for 

software-as-a-service cloud multitenant cloud systems. The proposed approach offers a novel integrated attestation 

graph analysis method which can not only identify attackers more resourcefully by taking an integrated approach, but 

also can hold back aggressive attackers and limit the scope of damage that is caused by colluding attacks. 
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1. INTRODUCTION 
 

Infrastructures of cloud computing are usually shared by 

application service providers from various domains of 

security which make them exposed to malicious attacks. 

Service integrity is the most prevailing problem that has to 

be addressed regardless of processing of public or private 

data by cloud system [1]. In major multitenant systems of 

cloud, numerous malicious attackers might commence 

colluding attacks on definite targeted service functions to 

nullify the assumption. In our work we focus on services 

of data streaming applications for clouds with numerous 

real-world applications. In our work to address this 

challenge we present IntTest, which is an integrated 

service integrity attestation structure intended for 

multitenant cloud systems. IntTest put forward result auto-

correction that can automatically restore corrupted data 

processing results that are produced by malevolent 

attackers with superior results that are produced by benign 

service providers. IntTest approach considers a holistic 

approach by thoroughly examining consistency as well as 

inconsistency relationships between several service 

providers within complete cloud system. IntTest offers a 

realistic service integrity attestation system that does not 

imagine trustworthy entities on third-party service. 
 

2. MODELLING OF CLOUD MODEL OF SAAS 
 

Software-as-a-service clouds mostly were put up on 

concepts of software as a service along with service-

oriented architecture which facilitate application service 

providers in conveying their applications by means of 

substantial cloud computing infrastructure. In a 

comprehensive Software-as-a-service cloud, identical 

service function can be offered by various application 

service providers [2][3]. These components of functionally 

equivalent service exist due to service providers might 

generate replicated service components in support of load 

Balancing as well as fault tolerance purposes; and popular  

 
 

services might attract several service providers for profit. 

To maintain automatic service composition, we can install 

a set of portal nodes that serve as the gateway for user to 

access composed services in Software-as-a-service cloud. 

The portal node can combine various service components 

into composite services on the basis of user’s needs. 

Altered from other distributed systems for instance peer-

to-peer networks as well as volunteer computing setting, 

Software-as-a-service cloud systems acquire a set of 

distinctive features. Application service providers of third-

party usually do not want to make known internal 

functioning details of their software services for protection 

of intellectual property. Both cloud infrastructure 

providers as well as third-party providers are independent 

entities. It is not practical to enforce any special hardware 

or else protected kernel support on individual service 

provisioning sites. For privacy fortification, only portal 

nodes encompass global information regarding which 

service functions are offered by which service providers in 

Software-as-a-service cloud. Our work draw attention in 

the direction of on data processing services which have 

turned out to be more and more popular with applications 

in numerous real-world usage areas.  
 

 
 

 

Fig1: An overview of service integrity attacks. 
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In our work present IntTest, which is a scalable and 

efficient integrated service integrity attestation structure 

intended for software-as-a-service cloud multitenant cloud 

systems. IntTest offers a novel integrated attestation graph 

analysis method that can make available stronger attacker 

pinpointing power than earlier schemes. Given a Software-

as-a-service cloud system, objective of IntTest is to 

identify any malevolent service provider that offers a 

misleading service function [4]. IntTest considers all 

service components as black boxes, which does not 

necessitate any special hardware on cloud platform. 
 

3. AN OVERVIEW OF PROPOSED IntTest SYSTEM 
 

IntTest put up on earlier work and AdapTest but can grant 

well-built malicious attacker pinpointing control than 

RunTest and AdapTest. RunText and AdapTest as well as 

conventional majority voting methods need to imagine that 

providers of benign service receive majority in each 

service function. IntTest scrutinize per-function 

consistency graphs as well as global inconsistency graph. 

The analysis of per-function consistency graph can limit 

extent of damage that is caused by colluding attackers, 

while global inconsistency graph analysis can efficiently 

depict those attackers that attempt to compromise 

numerous service functions for this reason, IntTest can 

still identify malicious attackers although they turn out to 

be majority for several service function. IntTest offer 

result auto-correction that can automatically restore 

corrupted data processing results that are produced by 

malevolent attackers with superior results that are 

produced by benign service providers. It presents a 

realistic service integrity attestation system that does not 

imagine trustworthy entities on third-party service. By 

taking an integrated approach, IntTest can not only 

identify attackers more resourcefully but also can hold 

back aggressive attackers and limit the scope of damage 

that is caused by colluding attacks. In our work we focus 

on services of data streaming applications for clouds with 

numerous real-world applications. Our work spotlight on 

data processing services which have turned out to be more 

and more popular with applications in numerous real-

world usage areas [5]. IntTest can not only identify 

malicious service providers but moreover automatically 

spot on corrupted data processing results to get better 

result quality of cloud data processing service. The offers 

a novel integrated attestation graph analysis method that 

can make available stronger attacker pinpointing power 

than earlier schemes. To distinguish service integrity 

attack as well as pinpoint malicious service contributor, 

our algorithm depends on replay-based consistency check 

to obtain consistency/inconsistency relationships among 

service providers. The intuition following our method is 

that when two service providers differ with each other on 

processing result of the similar input, not less than one of 

them has to be malevolent. We do not forward an input 

data item as well as its duplicates simultaneously. As a 

substitute, we attestation data on several service providers 

after receiving processing resultoriginal data consequently, 

malicious attackers cannot avoid risk of being detected 

when they construct false results on original data [6]. By 

means of replay-based consistency check, we can check 

functionally equivalent service providers and get hold of 

their consistency as well as inconsistency relationships. 
 

4. CONCLUSION 
 

We draw attention towards services of data stream 

processing that are considered for clouds with abundant 

applications. Our work put forward an effective and 

scalable IntTest, which is efficient integrated service 

integrity attestation structure intended for software-as-a-

service cloud multitenant cloud systems. Scalable IntTest 

approach takes for consideration a holistic approach by 

thoroughly examining consistency as well as inconsistency 

relationships between several service providers within 

complete cloud system. The proposed system offer result 

auto-correction that can automatically restore corrupted 

data processing results that are produced by malevolent 

attackers with superior results that are produced by benign 

service providers. The system put forward realistic service 

integrity attestation system that does not imagine 

trustworthy entities on third-party service. To make a 

distinction of service integrity attack as well as pinpoint 

malicious service contributor, our algorithm depends on 

replay-based consistency check to obtain consistency/ 

inconsistency relationships among providers of service. 
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ABSTRACT:  

Technology and its significance have changed the 

global world to the next level of the IT Village. In the 

Context of the revolution  of the Information 

Technology , we have gone to the next level of 

computing to make the Live easier , smooth , faster 

and accurate. Hence this terminology is to heard but 

to achieve is typical. Hence, In this Paper, We have 

kept for the next generation computing scaling like 

Cloud Computing with next residual of the Security. 

Hence, in the current context we have given the 

glimpse of the time and material to make cloud 

feasible from the security point of view for the 

usability of the domains like Banking and financial 

with high end feasible and scalable solution.  In this 

we have implemented the node based Architectural 

model with acknowledgement encrypted based on the 

level of the data to these data moved in the network 

with the classification of the node based data in the 

preview model of the datacenter to monitor the traffic 

of the data and the shortest path Mechanism. 

INDEX TERMS: cloud, security, privacy, multi-

cloud, application partitioning, tier partitioning, data 

partitioning, multi party computation. 

I.INTRODUCTION 

Technology and its advancement lead us to research 

for the next level of the advancement. In the context 

of the Cloud computing which we can tell as the 

technological advancement plays the vital role in the 

industry of Information Technology. In the modern 

age of the cloud computing generation, the idea of 

cloud computing is almost as old as the computer 

itself. Its principle is to have the user's computer, 

Smartphone, tablet or any internet-connected device 

acting as a front-end displaying an application, as the 

resources connected in remote servers. Regarding 

data confidentiality, all three providers claim that 

they provide and support encryption. Many cloud 

providers allow their customers to encrypt data 

before sending it to the cloud. For instance, Amazon 

S3 makes it optional to users to encrypt data for 

additional security, but not recommended in the case 

of third party or external auditors depending on the 

model of service they are offering. The first model is 

the Infrastructure as a service (IaaS), which is the 

most basic model. The IaaS model consists in 

providing Virtual Machines to the clients whom will 

have to install operating systems as well as their 

applications on top of the vendors providers like 

Amazon EC2, Google Compute Engine .Today's data 

centers are already containing thousands of servers, 

and this number is very likely to increase during the 

forthcoming years. Furthermore, the customers can 

request the creation or the removal node to meet their 

needs.  

 

Fig.1.1. Tiered structure of the cloud 

Therefore, the networks are highly elastic and can 

reach an immense number of traffic. Because of that, 

networks architecture has to be scalable in order to 

ensure a good performance whatever number of 

VIRTUAL is running in the network. 
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II.RELATED WORK 

In the IaaS model, the customers to 

dynamically scale up and down to as many machines 

as needed inside the cloud in a “pay-as-use" manner. 

The clients can dynamically provision resources to 

meet the current demand by adjusting their leasing of 

resources   from the cloud provider. Customers can 

also then use more efficient hardware without being 

preoccupied by its maintenance, cooling and storage. 

In each model, the cloud providers can use multi-

tenancy, where virtual machines from multiple 

customers can share the same sets of physical servers 

and the network, in order to reduce the waste of 

resources. However, economies of scale are so 

important that their users benefit from both aspects 

like efficient and cheaper solution. 

 

Fig.2.1. Illustration of the Centralized cloud node 

 Due to the of an ever growing number of people 

connected to the internet, the constant evolution of 

computer science along with the decreasing of 

hardware prices, the use of cloud computing instead 

of classic networks architecture has recently become 

a reality. In order to optimize the resources in the 

data centers or for maintenance reasons, cloud 

providers often have to migrate from the physical 

server to another. Migrations are used in order to 

pool the active and then reduce the number of turned 

on physical servers inside the data center, in order to 

reduce cost. Migrations also reveal themselves handy 

when there is a hardware problem on a physical 

server, for example. The running on this server is 

moved to other physical servers and the alleged 

deficient server can be turned off and replaced. The 

impact of node migration on the network is 

important. Since the virtualization is potentially 

moving from a physical server to another, the routes 

between them are also impacted, and the topology of 

the network is thus changing. Most importantly, the 

end points of the routes are changing. This causes the 

need to reconfigure the network with each migration. 

III.PROPOSED METHODOLOGY 

In this paper, we have given emphasis on the 

Privacy and Security involved in the multi-cloud 

architecture. The big threat to cloud is the security 

which has not yet robust and need much more 

advancement to give the client that is the best 

solution especially in the industry domain of banking 

and financial services. The advancement of the 

technology and its usefulness makes us to research 

the best of the best service for the automation world 

more precisely the cloud computing security can be 

breached by several actors. In the cloud, there are the 

cloud provider and the tenants. Our project aims to 

secure the traffic of a tenant. In this situation, this 

traffic could first be threatened by other tenants. 

Indeed, malicious tenants could be willing to access 

data of other tenants or to gain access to their 

network by using techniques such as ARP cache 

poisoning or IP spoofing. Furthermore, a 

configuration of routing appliances could lead to a 

breach in confidentiality. The other threat comes 

from inside the tenant's network itself. This threat is 

the most important one in security today, as 

malicious software can enter the enterprise network 

downloaded by the employees browsing the internet. 

In the enterprise network, the traffic is secured by the 

traversal of virtual middle boxes along the path. Our 

project aims to create a framework enabling the 

traversal of virtual middle boxes despite the elastic 

nature of the cloud, meanwhile providing isolation of 

traffic in order to prevent the risk of an attack by 

another tenant. The switches between the source 

switch and the first ingress switch will all have the 

same type of rule. Based on the, the packet will be 

routed to a particular port.  

This port has been calculated during the 

route calculation. At the ingress switch of a virtual 

middle box, the rule will consist in matching one 
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attribute and applying two actions. The matching 

attribute is obviously the tag corresponding to the 

virtual middle boxes. The packet must then be sent to 

the virtual middle boxes, but before that, the tag must 

be popped, so the virtual middle boxes receive an 

unmodified packet. The progress switch of the virtual 

middle boxes will receive an untagged packet. The 

policy management in a secure enterprise network 

today can therefore be quite complex. For instance, it 

may require restricting a machine containing 

sensitive data to be accessed only by a small group of 

users, or preventing external traffic from directly 

reaching internal servers.  

The actual realization may involve servers having 

complex communication patterns governed by 

network access control, such as the traversal of 

several virtual middle boxes before being reached. 

When enterprises decide to move to the cloud, they 

want to keep the same requirements regarding their 

policy management. It would be possible for the 

network manager of the enterprise to implement the 

virtual middle boxes and the routing policies on  in 

the same way as before moving to the cloud. 

However, one of the goals of moving to the cloud is 

to escape the burden of network administration and 

configuration. Furthermore, the type of security 

policies in place in enterprises networks is often quite 

similar as it consists in the traversal of several virtual 

middle boxes. 

 

Fig.3.1. Multi- Cloud Architecture design involves 

the Agility platform 

A tenant could be attacked by the cloud provider or 

by other clients. The cloud provider could be attacked 

by tenants. Our project does not consider the situation 

where the provider is malicious. Indeed, we suppose 

that the cloud provider is honest. We further suppose 

that all network appliances are compliant and secure. 

Based on the source and destination field, as well as 

the port from which the packet arrived, the controller 

will have to push the down to the packet. A second 

rule consists in matching this tag and to route the 

packet to the adequate port. The rules set in the 

forthcoming switches are the same as previous, until 

we reach the last virtual middle boxes. From the 

progress switch of the last virtual middle boxes to the 

destination switch, there are two cases. First, the 

destination machine is located in the current zone, 

and the destination switch is connected to the 

destination machine. In that case, the routing in the 

last segment is done by matching the destination 

address. Network security is a key aspect in 

designing modern applications.  

IV.EVALUATION AND ANALYSIS 

We can see that in both cases, the security policy has 

been reconfigured automatically after migration. The 

middle box sequences have been applied accordingly 

to the Application ID present in the packet, even 

though the instances traversed have changed. We 

chose to show both these cases of migration in order 

to demonstrate that all or part of the traversed middle 

box instances can be modified. Our model allows us 

to dynamically enforce security policies in a multi-

tenant cloud network. In addition, the security 

policies stay coherent in spite of the node migration. 

So as to create a prototype of our network controller, 

we had to implement several modules in order to 

demonstrate the relevance of our policy enforcement 

mechanism. Particularly, a routing protocol has been 

implemented in order to figure out the route from the 

source to the destination, throughout the virtual 

middle boxes. 

V.CONCLUSION AND FUTURE WORK 

Apart from the above mentioned domain 

other domains are fair and fine enough to us the 

technology. In this one we use the data partitioning 

and the security of the node and agent based 

cryptography, which will provide the tiered or 

layered security. In the context of the security; 

particularly, we considered the criteria of scalability 
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and auto in a context where the network is shared by 

multiple tenants and the migration of nodes are 

increasing with the number of request. We first 

considered the different existing solutions in order to 

differentiate the traffic between the different tenants, 

as the isolation between tenants is the basis of a 

secure network. There are many solutions allowing 

traffic separation. However, the precision of these 

solutions varies greatly, as the isolation can be made 

from a complete separation of physical network and 

automatic centralized control of the network. We 

then analyzed the way security policies are defined 

and enforced. The security policies are defined in 

several ways. Some solutions focus on the isolation 

only or the routing rules and their consistency, 

whereas other architectures put more emphasis on the 

traversal of virtual middle boxes. 
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Abstract: Association Rule mining is one among the data mining technique employed in distributed databases. This 

technique disclose some attention grabbing relationship between locally massive associate degreed globally massive 

itemsets and proposed an algorithm, Fast distributed  mining of association(FDM) , unsecured distributed version of 

Apriori algorithm and generates a low range of candidate sets and well reduces the amount of message to be passed at 

mining association rules. Two secure multi party algorithms are main ingredients in our protocol. One that computes 

the union of private subsets that every of the interacting players hold, and another that tests the inclusion of element by 

one player in a subset held by another. This protocol offers increased privacy with relation to the protocol and 

additionally, it is less complicated and considerably a lot of efficient in terms of Communication rounds, 

communication cost and computation cost. 
 

Index terms: Privacy Preserving Data Mining, Association Rules, Distributed Databases. 

 

I. INTRODUCTION 
 

Aim of data mining is to extract vital information from 

massive datasets, however typically these datasets are split 

among varied parties. Data mining is defined as the 

technique for extracting hidden, predictive and knowledge 

data from large distributed databases. The technology that 

has emerged as method of identifying patterns and trends 

from large quantities of knowledge. This paper studies the 

matter of association rule mining in horizontally 

distributed databases. In the distributed databases, there 

are many players thathold same databases that share same 

schema however hold data totally on different entities. The 

goal is to search out all association rules with support s 

and confidence c to attenuate the data disclosed regarding 

the personal databases command by those players [1].  
 

Kantarcioglu and Clifton studied the problem whenever a 

lot of suitable security definitions that permit parties to 

settle on their desired level of security are required, 

effective solutions that maintain the required security [2]. 

So they devised a protocol for its solution. The main part 

of that protocol is the sub protocol for secure computation 

of union of private subsets that are controlled by the 

various players. It makes the protocol expensive and its 

implementation depends upon cryptographic primitive’s 

strategies, oblivious transfer and hash function also the 

leakage of data renders the protocol not secured perfectly. 
 

This paper proposed an algorithm privacy preserving 

distributed data mining algorithm for horizontally 

distributed data sets  and to get most interesting 

association or correlation relationships among an outsized 

or large set of data items and to incorporate encryption 

security techniques to reduce the information that goes to 

shared with others, while adding little overhead to the 

mining task [1]. In the proposed association rule that hold 

within the unified database with support and confidence 

no smaller than the given threshold s and c, accordingly.  

 

 
The data that would like to secure during   this paper is not 

only individual transaction within the completely different 

databases, however more public or global information like 

what association rules are supported locally in every of 

these databases. The proposed protocol improves upon 

that in Kantarcioglu and Clifton [2] in terms of simplicity 

efficiency such  as privacy and security. 

 

II. LITERATURE REVIEW 
 

Data mining in centralized model assumes that required 

data is either available at or can sent to a central site and 

data mining algorithm applied at central site. A simple 

approach  not to share data is, perform data mining tool at 

each site independently and combine the results. However, 

it fails in globally valid results because of data skewness 

and disparity between local and global results. Individual 

sites are unable to detect cross-site correlations in data 

mining. Because the same item may be duplicated at 

different sites and there will be an overweight in the 

results. 
 

FP tree is a compact data structure and without candidate 

set generation it finds the frequent itemset by traversing 

itemsets through FP tree. Paper [10] uses the FP tree 

algorithm for association rule mining in distributed 

environment to find the frequent itemsets. Data encryption 

standards are used to generate the privacy to database by 

using two keys. With the key1, first party encrypts the 

dataset. This encrypted dataset again encrypted with key2. 

At the receiver side at first, it decrypt the dataset with 

key2 and then after with key1. It provides high security to 

the databases compared with other cryptographic 

techniques and it is also known as Double encryption. 

With data leakage of zero percentage it provides higher 

privacy to the database; however it applicable to 

homogeneous databases only. 
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The paper [11] uses apriori algorithm with extended 

Distributed RK sum secure protocol for privacy preserving 

data mining. At first, on given dataset Apriori algorithm is 

applied then to find the frequent itemsets of individual 

parties and then to get global results Extended distributed 

RK sum secure algorithm is applied. Distributed RK sum 

secure protocol used for secure multi party protocol but 

drawback is more than two parties join together, they can 

know the data of some party. The drawback is reduced in 

extended distributed RK sum protocol with more privacy 

to the data, the communication and computation 

complexity O (n). 
 

 The paper [13] studied five different algorithms such as 

Apriori algorithm, MCISI algorithm, MS algorithm, 

Apriori with systematic rules and HMT (Hash Mapping 

Table). Apriori algorithms combined with hashing 

techniques to reduce the time and space complexity.  

MSApriori (minimum support) method provides different 

minimum support itemset values for different items. 

Apriori systematic rules used to save the time by scanning 

the database only once rather than multiple scans. 
 

Privacy Preserving Data Mining 
 

In [4] studied the problem in privacy preserving 

association rule mining in horizontally distributed 

databases among n (n>2) sites, with no sites can be treated 

as trusted. The proposed protocol uses hash based 

cryptographic techniques to find the global frequents 

itemsets. Privacy preserving rule mining categorized into 

three types based on privacy preserving/protection 

techniques. 
 

1. Heuristic based techniques 

2. Reconstruction based techniques 

3. Cryptographic based techniques 
 

Heuristic based techniques uses adaptive modification and 

it only modifies the selected values, utility loss is 

minimized. Cryptographic based techniques are used for 

both horizontal distributed databases and vertically 

distributed databases and it is based on the secure multi 

party computation. Here no database knows anything 

except his input database and the result, so that 

computation is secured. Reconstruction based techniques 

are used for different data such as numerical, binary and 

categorical data, its work on the problem of privacy 

preservation by perturbing the data. Original distribution 

of data is constructed from randomized data by 

Reconstruction based techniques. 
 

Association Rule: 

 Association rule mining is well known and popular 

method finding interesting relationships between   from 

large databases. Today association rules are used in many 

applications including intrusion detection, biometrics, web 

usage mining and continuous production. The concept was 

popularized by Agrawal et al. article in 1993. It is a two 

step process i.e.  Minimum support and confidence,   

minimum support used to find all frequent itemsets from 

given database and the constraint confidence used to form 

the rules. The association rule mining problem is 

stated/defined as Let I = {i1, i2, i3…..in} are the set of 

items, database D consists set of transaction T. Each 

transaction T is a set of items from I such that T⊆I, with  a 

unique transaction id TID. Each transaction T conatins X,  and 

a set of some items in I, if X⊆T. An association rule is an 

implication of the form , X⇒Y, where X  ⊂ I, Y ⊂ I and X 

∩ Y= φ. The association rule X⇒Y holds in  the transaction 

set D, with  confidance c if c% of transaction in D that contain 

X also contain Y.The rule X⇒ Y has support s in the 

transaction set D if S % of transactions in D contain X U Y. 

In shopping centers association rules are used to place the 

items side by side , so that more items will be sold.  In 

Amazon , association rules mining to recommended you to 

buy the products based on present item buying or 

browsing. Google uses assocaition rules for mining, when 

you type the words for search  it will give frequent 

associated words. 
 

Apriori Algorithm 
 

In transactional databases, apriori algorithm is used for 

mining of frequent itemset and association rule learning.  

Apriori algorithm proceeds by identifying the frequent 

itemsets and extending them to larger and larger itemsets 

in database. It identifies the itemset at least C transaction 

in the database. Apriori algorithm uses the bottom up 

approach and proposed by Agarwal and Srikanth in 1994. 

It usage is more in market basket analysis. To count 

candidate itemset efficiently Apriori algorithm uses 

breadth –first search and hash tree structure.  Apriori 

algorithm works based on Apriori principle and to 

generate candidate k-item sets from (k-1) frequent 

itemsets, pruning technique used to avoid the measuring 

certain itemsets.  Hash based methods with Apriori 

algorithms are used to reduce the time and space 

complexity. 

 
Fig1 Distributed Databases Architecture of the system 

 

Synthetic Database Generation 

To calculate the performance of algorithms over a very 

large range of data characteristics the synthetic 

transactions are used and the process involved here is data 

anonymization. It is used in data mining process.  

Synthetic data are generated to get certain conditions and 
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to meet specific needs that may not be found in real, 

original data. Following are the parameters used in 

synthetic data generation and these values are similar to 

used in [2], [5], [12]. 
 

FDM Algorithm 
 

Following are the steps for FDM algorithm 

1. Initialization 

2. Candidate set generation 

3. Local Pruning 

4. Unifying the candidate itemset 

5. Computing local support 

6. Broadcast the mining results 
 

Cheung [4] proposed Fast distributed mining for 

association rules, for distributed databases, Apriori 

algorithm for association rule mining for individual 

databases. In [2] proposed an insecured version of FDM 

algorithm but algorithm violates privacy in two stages, in 

step four and step six. In step 4 whenever the players 

broadcast the itemsets that are locally frequent in their 

private databases. In step 6 where they broadcast the sizes 

of the local supports of candidate itemsets. Kantarcioglu & 

Clifton [2] proposed secure implementations of these steps 

and also in [1] describe the various implementations and 

proceed to analyze implementations in terms of privacy, 

efficiency and compare them. Finally it show that our 

protocol offers better/enhanced privacy which is less 

complicated and is considerably additional efficient in 

terms of communication rounds, communication cost and 

computation cost. 

 

III. DISCUSSIONS 
 

Following are the steps to secure computation itemsets 

using   FDM K&C protocol.  
 

1. Selection of Cryptographic primitive cipher. 
 

- Players choose the required commutative cipher and its 

corresponding private key and selected hash function 

applied on all itemsets for encryption. 
 

- A lookup table with hash values is generated to compute 

pre image of hash values. 
 

-  Encrypt all the itemsets. 
 

2. Merging of itemsets 
 

- Odd players send its encrypted set to player1. 
 

- Even players send its encrypted set to player2. 
 

- Player1 unifies all itemsets were sent by odd players and 

duplicates are removed. 
 

- Players 2 unifies all itemsets were sent by odd players 

and duplicates are removed. 
 

- Player 2 sends his permuted list of itemsets to player 1. 
 

- Player 1 unifies his list of itemsets and the list received 

from player 2 and from the unified list duplicates are 

removed. 
 

-  Denote the final list as ECS
k
. 

 

3. Decryption. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

 
Fig2 Computation and communication cost versus number 

of transactions N 
 

 
 

 
Fig3 Computation and communication costs versus the 

number of players M 
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The fig. 3 illustrates the leading protocol K and C. In this 

protocol main ingredients are two novel secure multiparty 

algorithms in which union and intersection operations. 

This protocol works if the number of players is more than 

two. 

 

IV. CONCLUSION 
 

The proposed protocol secure mining of association rules 

in horizontally distributed databases offers enhanced 

privacy and security than the leading protocol [2]. Two 

secure multi party algorithms are main ingredients in our 

protocol.  
 

One that computes the union of private subsets that 

every of the interacting players hold, and another that tests 

the inclusion of element by one player in a subset held by 

another. Proposed protocol is more significant in 

communication cost, communication rounds and 

computation cost 
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Abstract:

Cloud Computing is the long dreamed vision of comput-
ing as a utility, where users can remotely store their data 
into the cloud so as to enjoy the on-demand high qual-
ity applications and services from a shared pool of con-
figurable computing resources. By data outsourcing, us-
ers can be relieved from the burden of local data storage 
and maintenance. However, the fact that users no longer 
have physical possession of the possibly large size of out-
sourced data makes the data integrity protection in Cloud 
Computing a very challenging and potentially formidable 
task, especially for users with constrained computing re-
sources and capabilities. 

Thus, enabling public auditability for cloud data storage 
security is of critical importance so that users can resort to 
an external audit party to check the integrity of outsourced 
data when needed. To securely introduce an effective 
third party auditor (TPA), the following two fundamental 
requirements have to be met: 1) TPA should be able to ef-
ficiently audit the cloud data storage without demanding 
the local copy of data, and introduce no additional on-line 
burden to the cloud user; 2) The third party auditing pro-
cess should bring in no new vulnerabilities towards user 
data privacy.

Introduction of domain:

Cloud Computing is one of the best choice for Small and 
Medium Sized Entrepreneurs’ in the world. This has been 
used widely to cater the needs of organizations with dif-
ferent software applications through SAAS operations of 
cloud. Cloud has gifted the organizations the platform as 
a service at most economical rates. The economical rates 
and swift services has given rise to the cloud computing 
fame.

But the recent privacy issues and security challenges have 
degraded the cloud computing marketing. North Bridge 
(2013)1. Cloud market has fallen down because of the data 
storage security problems, quality of services and privacy 
preserving issues in cloud computing. The research schol-
ars have done enough research to admeasure the problems 
but still lot of loop holes and missing links are notified in 
cloud computing to arrest the problems. There is a great 
need to revive the situation by doing the research work to 
ensure data storage security in cloud computing. There 
are many research works tried to ensure the data security 
in cloud computing servers with different techniques like 
digital encryption, fuzzy key word search etc. The ulti-
mate solution for data security and data storages should 
be given to arrest the problems due to Byzantine failure, 
malicious data modification attack and server colluding 
attacks. Ricardo Puttini (2013)

Aim:

The aim of the project is to utilize the public key based 
homomorphic authenticator and uniquely integrate it with 
random mask technique to achieve a privacy-preserving 
public auditing system for cloud data storage security. The 
aim is to support efficient handling of multiple auditing 
tasks in cloud computing. The aim is to explore the tech-
nique of bilinear aggregate signature to extend the main 
result into a multi-user setting, where TPA can perform 
multiple auditing tasks simultaneously. The aim includes 
to provide an extensive secured and highly performing 
system in cloud computing with an effective third party 
auditor.

Objectives:
•The main objective of the project is to develop a highly 
secured and good performance system with third party 
auditor for data storage in cloud computing. 

Incorporation of Third Party Auditor for Safe and Secure Data 
Storage in Cloud Computing
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•The objective is to design and develop a cloud comput-
ing application with extensive public data storage with 
third party auditing system.
•The objective is to demonstrate the third party auditing 
system is not effecting the performance of the cloud serv-
ers and storage operations.
•The implementation of third party auditing with high 
performance for the public storage in cloud computing is 
one of the objective.
•The objective is to develop a cloud computing applica-
tion with high security in storing public data. 

Background:

Cloud computing is one of the most popular technological 
aspects in computational world. The most important thing 
in cloud computing is data storage with proper security 
measures. At the same time cloud computing is facing 
the data leakage and insecurity. To avoid these challenges 
in cloud computing a strong secured auditing system is 
needed to identify the users and their data. The increased 
security has to be implemented, at the same time the per-
formance should not be degraded. To give proper solu-
tion the present project has been developed to provide 
the higher data security and increased performance while 
implementing the public data auditing in the cloud com-
puting. 

Existing System:

Though Cloud computing is enriched with the special 
features like agile, reliable, cost effective and measurable 
delivery of data. Cloud computing has excellent delivery  
models with identification, Authentication, Authorization, 
Confidentiality, Integrity, Non-repudiation and availabil-
ity as information security requirements.  it is blamed by 
the provision of untrustworthy servers located at remote 
and un-known locations. This feature has become an is-
sue to store sensitive data and confidential data at untrust-
ed servers at unknown remote locations and caused the 
heavy computation overhead. Frequently the cloud com-
puting has encountered the security issues such as SQL 
Injection Attacks, Cross Site Scripting Attacks, Man in 
the Middle Attacks, Network Level Security Issues, DNS 
attacks, Sniffer Attacks, BGP Prefix Hijacking and issue 
of reused IP Address. Apart from these attacks Applica-
tion level security issues with security concerns with the 
Hypervisor, Denial of Service Attacks, Cookie Poisoning, 
Hidden Field Manipulation.

Captcha Breaking, Google Hacking and Distributed DOS 
Attacks are traced in cloud computing. To overcome all 
these attacks and computation overhead, Priyadarshini 
has suggested a cloud storage mechanism with Kerberos 
authentication and utilization of multi-clouds. Kerberos 
secure mechanism is very strong to protect weak link from 
opponent. It is very reliable with  a system to back up. 
The Kerberos mechanism is transparent which can be re-
vealed with the password authentication. It is measurable 
to support large number of clients and service providers. 
Kerberos authentication mechanism is rich with  Authen-
tication Servers and Ticket Granting Servers which can  
be incorporated in six steps.  Above all these measures 
Priyadarshini has suggested multi-clouds environment to 
implement Kerberos Realms and Multiple Kerberi to ob-
tain increased security in cloud computing storage.   - A. 
Priyadharshini [2013].

Drawbacks of Existing system:

The Department of Education, The United States of 
America has incorporated a Privacy Technical Assistance 
Center for learning data privacy, confidentiality and se-
curity. Data security threats are classified into two types. 
These are technical and non-technical. A comprehensive 
privacy and data security plan has been initiated by PTAC 
to reduce the vulnerability to security threats. The techni-
cal data security threats are regarded as non-existent secu-
rity architecture, Un-Patched client side Software and Ap-
plication, Phishing and targeted Attacks which is known 
as Spear Phishing, Internet Websites, Poor configuration 
Management, data storage in mobile devices and trans-
fer of data from mobile devices, Cloud Computing, Data 
from removable media, Botnets [ the series of networks 
of compromised computers] and  Zero-day attacks.  The 
non technical cyber security threats are regarded as In-
sider attacks, Poor passwords, Physical Security, Insuffi-
cient backup  and  recovery, improper destruction, Social 
Engineering and social media. PTAC has successfully in-
culcate the mitigation for all above mentioned threats and 
suggested the students to follow consistent implementa-
tion of the security plan drastically eradicate the cyber 
threats and establish the  security. – PTAC – IB [2011].

Proposed System:

The proposed system is developed with the public key 
based homomorphic authenticator and uniquely integrate 
it with random mask technique to achieve a privacy-pre-
serving public auditing system for cloud data storage.
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To support efficienthandling of multiple auditing tasks, 
we further explore the technique of bilinear aggregate sig-
nature to extend our main result into a multi-user setting, 
where Third Party Auditing can perform multiple auditing 
tasks simultaneously. 

Extensive security and performance analysis shows the 
proposed schemes are provably secure and highly effi-
cient. We also show how to extent our main scheme to 
support batch auditing for Third Party Auditing upon del-
egations from multi-users.

Third Party Auditing:

Third party auditing system is one security mechanism 
to store the data into the cloud servers. Third party audit-
ing system is arranged by the cloud consumers as well as 
the cloud service providers. The cloud service providers 
would safe guard the server with the help of Third party 
auditing. 

Third party auditing will scan the data whatever stored by 
the cloud consumer then it will decide whether the data 
can be stored in the server or not. If the data consists of 
malicious data then the TPA will delete the data from the 
server. Predominantly the data storage will be audited by 
the TPA system and allow the data to place in the server. 
It can be accessed by the authorized user of the Cloud 
Consumers. 

Algorithm:

A public auditing scheme consists of four algorithms. 
These are KeyGen, SigGen, GenProofand VerifyProof.

•KeyGen: key generation algorithm that is run by the user 
to setup the scheme

•SigGen: used by the user to generate verification meta-
data, which may consist of MAC, signatures or other in-
formation used for auditing

•GenProof: run by the cloud server to generate a proof of 
data storage correctness

•VerifyProof: run by the TPA to audit the proof from the 
cloud server.

Flowchart:

Modules:
1.Privacy-Preserving Public Auditing Mod-
ule:

Homomorphic authenticators are unforgeable verification 
metadata generated from individual data blocks, which 
can be securely aggregated in such a way to assure an au-
ditor that a linear combination of data blocks is correctly 
computed by verifying only the aggregated authenticator. 

Overview to achieve privacy-preserving public auditing, 
we propose to uniquely integrate the homomorphic au-
thenticator with random mask technique. In our protocol, 
the linear combination of sampled blocks in the server’s 
response is masked with randomness generated by a pseu-
do random function (PRF).
                     
The proposed scheme is as follows:

•Setup Phase

•Audit Phase

2.Batch Auditing Module:

With the establishment of privacy-preserving public au-
diting in Cloud Computing, TPA may concurrently handle 
multiple auditing delegations upon different users’ re-
quests. The individual auditing of these tasks for TPA can 
be tedious and very inefficient. Batch auditing not only 
allows TPA to perform the multiple auditing tasks simul-
taneously, but also greatly reduces the computation cost 
on the TPA side.
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•The objective is to design and develop a cloud comput-
ing application with extensive public data storage with 
third party auditing system.
•The objective is to demonstrate the third party auditing 
system is not effecting the performance of the cloud serv-
ers and storage operations.
•The implementation of third party auditing with high 
performance for the public storage in cloud computing is 
one of the objective.
•The objective is to develop a cloud computing applica-
tion with high security in storing public data. 

Background:

Cloud computing is one of the most popular technological 
aspects in computational world. The most important thing 
in cloud computing is data storage with proper security 
measures. At the same time cloud computing is facing 
the data leakage and insecurity. To avoid these challenges 
in cloud computing a strong secured auditing system is 
needed to identify the users and their data. The increased 
security has to be implemented, at the same time the per-
formance should not be degraded. To give proper solu-
tion the present project has been developed to provide 
the higher data security and increased performance while 
implementing the public data auditing in the cloud com-
puting. 

Existing System:

Though Cloud computing is enriched with the special 
features like agile, reliable, cost effective and measurable 
delivery of data. Cloud computing has excellent delivery  
models with identification, Authentication, Authorization, 
Confidentiality, Integrity, Non-repudiation and availabil-
ity as information security requirements.  it is blamed by 
the provision of untrustworthy servers located at remote 
and un-known locations. This feature has become an is-
sue to store sensitive data and confidential data at untrust-
ed servers at unknown remote locations and caused the 
heavy computation overhead. Frequently the cloud com-
puting has encountered the security issues such as SQL 
Injection Attacks, Cross Site Scripting Attacks, Man in 
the Middle Attacks, Network Level Security Issues, DNS 
attacks, Sniffer Attacks, BGP Prefix Hijacking and issue 
of reused IP Address. Apart from these attacks Applica-
tion level security issues with security concerns with the 
Hypervisor, Denial of Service Attacks, Cookie Poisoning, 
Hidden Field Manipulation.

Captcha Breaking, Google Hacking and Distributed DOS 
Attacks are traced in cloud computing. To overcome all 
these attacks and computation overhead, Priyadarshini 
has suggested a cloud storage mechanism with Kerberos 
authentication and utilization of multi-clouds. Kerberos 
secure mechanism is very strong to protect weak link from 
opponent. It is very reliable with  a system to back up. 
The Kerberos mechanism is transparent which can be re-
vealed with the password authentication. It is measurable 
to support large number of clients and service providers. 
Kerberos authentication mechanism is rich with  Authen-
tication Servers and Ticket Granting Servers which can  
be incorporated in six steps.  Above all these measures 
Priyadarshini has suggested multi-clouds environment to 
implement Kerberos Realms and Multiple Kerberi to ob-
tain increased security in cloud computing storage.   - A. 
Priyadharshini [2013].

Drawbacks of Existing system:

The Department of Education, The United States of 
America has incorporated a Privacy Technical Assistance 
Center for learning data privacy, confidentiality and se-
curity. Data security threats are classified into two types. 
These are technical and non-technical. A comprehensive 
privacy and data security plan has been initiated by PTAC 
to reduce the vulnerability to security threats. The techni-
cal data security threats are regarded as non-existent secu-
rity architecture, Un-Patched client side Software and Ap-
plication, Phishing and targeted Attacks which is known 
as Spear Phishing, Internet Websites, Poor configuration 
Management, data storage in mobile devices and trans-
fer of data from mobile devices, Cloud Computing, Data 
from removable media, Botnets [ the series of networks 
of compromised computers] and  Zero-day attacks.  The 
non technical cyber security threats are regarded as In-
sider attacks, Poor passwords, Physical Security, Insuffi-
cient backup  and  recovery, improper destruction, Social 
Engineering and social media. PTAC has successfully in-
culcate the mitigation for all above mentioned threats and 
suggested the students to follow consistent implementa-
tion of the security plan drastically eradicate the cyber 
threats and establish the  security. – PTAC – IB [2011].

Proposed System:

The proposed system is developed with the public key 
based homomorphic authenticator and uniquely integrate 
it with random mask technique to achieve a privacy-pre-
serving public auditing system for cloud data storage.
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To support efficienthandling of multiple auditing tasks, 
we further explore the technique of bilinear aggregate sig-
nature to extend our main result into a multi-user setting, 
where Third Party Auditing can perform multiple auditing 
tasks simultaneously. 

Extensive security and performance analysis shows the 
proposed schemes are provably secure and highly effi-
cient. We also show how to extent our main scheme to 
support batch auditing for Third Party Auditing upon del-
egations from multi-users.

Third Party Auditing:

Third party auditing system is one security mechanism 
to store the data into the cloud servers. Third party audit-
ing system is arranged by the cloud consumers as well as 
the cloud service providers. The cloud service providers 
would safe guard the server with the help of Third party 
auditing. 

Third party auditing will scan the data whatever stored by 
the cloud consumer then it will decide whether the data 
can be stored in the server or not. If the data consists of 
malicious data then the TPA will delete the data from the 
server. Predominantly the data storage will be audited by 
the TPA system and allow the data to place in the server. 
It can be accessed by the authorized user of the Cloud 
Consumers. 

Algorithm:

A public auditing scheme consists of four algorithms. 
These are KeyGen, SigGen, GenProofand VerifyProof.

•KeyGen: key generation algorithm that is run by the user 
to setup the scheme

•SigGen: used by the user to generate verification meta-
data, which may consist of MAC, signatures or other in-
formation used for auditing

•GenProof: run by the cloud server to generate a proof of 
data storage correctness

•VerifyProof: run by the TPA to audit the proof from the 
cloud server.

Flowchart:

Modules:
1.Privacy-Preserving Public Auditing Mod-
ule:

Homomorphic authenticators are unforgeable verification 
metadata generated from individual data blocks, which 
can be securely aggregated in such a way to assure an au-
ditor that a linear combination of data blocks is correctly 
computed by verifying only the aggregated authenticator. 

Overview to achieve privacy-preserving public auditing, 
we propose to uniquely integrate the homomorphic au-
thenticator with random mask technique. In our protocol, 
the linear combination of sampled blocks in the server’s 
response is masked with randomness generated by a pseu-
do random function (PRF).
                     
The proposed scheme is as follows:

•Setup Phase

•Audit Phase

2.Batch Auditing Module:

With the establishment of privacy-preserving public au-
diting in Cloud Computing, TPA may concurrently handle 
multiple auditing delegations upon different users’ re-
quests. The individual auditing of these tasks for TPA can 
be tedious and very inefficient. Batch auditing not only 
allows TPA to perform the multiple auditing tasks simul-
taneously, but also greatly reduces the computation cost 
on the TPA side.
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3.Data DynamicsModule:

Hence, supporting data dynamics for privacy-preserving 
public risk auditing is also of paramount importance. Now 
we show how our main scheme can be adapted to build 
upon the existing work to support data dynamics, includ-
ing block level operations of modification, deletion and 
insertion. We can adopt this technique in our design to 
achieve privacy-preserving public risk auditing with sup-
port of data dynamics.

The Functionality of the Project:

The project is designed and developed to demonstrate the 
cloud computing data storage security with the help of 
Third Party Auditing system. The cloud computing is de-
clining with the security loopholes. These loop holes of se-
curity system can be arrested by employing the third party 
auditing system. The cloud computer is occupied by the 
cloud consumers. Sometimes the cloud servers are losing 
the data integrity and confidentiality because of the cloud 
consumer’s data stealing mechanism. The data stored by 
the cloud consumers should be streamlined by employing 
a third party auditor who is most amicable and trustworthy 
for cloud consumers as well as cloud service providers. 
The cloud consumer’s data should be scanned and veri-
fied by the Third Party Auditor, then it should be stored in 
the cloud servers.  This data streamlining mechanism will 
avoid the malicious data storage in the cloud computing 
servers. When the data is accessed by the cloud users who 
are created and permitted by the consumers should also 
approved by the third party auditor. In this present project 
the Third Party Auditing system will keep an eye on the 
data accessing items and keeps the track of them. In this 
way the data storage mechanism will be audited by the 
Third Party auditor and safely enable the cloud consumer 
to store the data into the cloud servers. 

Conclusion :

The project is designed with a novel mechanism to audit 
the data storage with third party auditing system to filter 
the data. The data storage options have to be streamlined 
with proper monitoring and auditing system. To ensure the 
safe and secure data storage mechanism in cloud comput-
ing the proposed third party auditing system is developed 
in .Net technologies in simulation mode. This has been 
tested with proper test cases to ensure the mechanism 
working properly. The test results have been evaluated.

Public auditability also allows clients to delegate the in-
tegrity verification tasks to TPA while they themselves 
can be unreliable or not be able to commit necessary com-
putation resources performing continuous verifications. 
Another major concern is how to construct verification 
protocols that can accommodate dynamic data files. In 
this paper, we explored the problem of providing simul-
taneous public auditability and data dynamics for remote 
data integrity check in Cloud Computing.
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3.Data DynamicsModule:

Hence, supporting data dynamics for privacy-preserving 
public risk auditing is also of paramount importance. Now 
we show how our main scheme can be adapted to build 
upon the existing work to support data dynamics, includ-
ing block level operations of modification, deletion and 
insertion. We can adopt this technique in our design to 
achieve privacy-preserving public risk auditing with sup-
port of data dynamics.

The Functionality of the Project:

The project is designed and developed to demonstrate the 
cloud computing data storage security with the help of 
Third Party Auditing system. The cloud computing is de-
clining with the security loopholes. These loop holes of se-
curity system can be arrested by employing the third party 
auditing system. The cloud computer is occupied by the 
cloud consumers. Sometimes the cloud servers are losing 
the data integrity and confidentiality because of the cloud 
consumer’s data stealing mechanism. The data stored by 
the cloud consumers should be streamlined by employing 
a third party auditor who is most amicable and trustworthy 
for cloud consumers as well as cloud service providers. 
The cloud consumer’s data should be scanned and veri-
fied by the Third Party Auditor, then it should be stored in 
the cloud servers.  This data streamlining mechanism will 
avoid the malicious data storage in the cloud computing 
servers. When the data is accessed by the cloud users who 
are created and permitted by the consumers should also 
approved by the third party auditor. In this present project 
the Third Party Auditing system will keep an eye on the 
data accessing items and keeps the track of them. In this 
way the data storage mechanism will be audited by the 
Third Party auditor and safely enable the cloud consumer 
to store the data into the cloud servers. 

Conclusion :

The project is designed with a novel mechanism to audit 
the data storage with third party auditing system to filter 
the data. The data storage options have to be streamlined 
with proper monitoring and auditing system. To ensure the 
safe and secure data storage mechanism in cloud comput-
ing the proposed third party auditing system is developed 
in .Net technologies in simulation mode. This has been 
tested with proper test cases to ensure the mechanism 
working properly. The test results have been evaluated.

Public auditability also allows clients to delegate the in-
tegrity verification tasks to TPA while they themselves 
can be unreliable or not be able to commit necessary com-
putation resources performing continuous verifications. 
Another major concern is how to construct verification 
protocols that can accommodate dynamic data files. In 
this paper, we explored the problem of providing simul-
taneous public auditability and data dynamics for remote 
data integrity check in Cloud Computing.
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ABSTRACT 
Twitter is a medium that we can use for communication. All 

posted tweets we can store in one location and create archive. 

Archive contains new and old tweets. Now we can start the 

analyzation on archive tweets that’s we can design effective 

sentiment analysis system. This paper main aim is to 

determine parts of speech opinion words using polarity 

classification technique and support vector machine learning 

algorithm. Surveys of methods are used in various levels of 

sentiment analysis. It does analyze the tweets information in 

limited levels of content only. Now in this paper we design 

new sentiment analysis tool using polarity classification 

technique. Polarity classification techniques discover top 20-

emoticons, learning different classes of words and other 

features information. These techniques perform in depth 

tweets analysis. It does provide better analysis results 

compare to previous methods.   

Keywords 
Sentiment analysis, opinion mining, text documents, support 

vector machine classifier, polarity classification technique.    

1. INTRODUCTION 
Twitter enables all organizations for communication directly 

with each other.  It’s possible to tap the global real time 

communication important events very easy using twitter 

analysis. It is used to find out opinions from twitter micro 

blogging tweets. Many numbers of researchers have done 

good extensive work presently and previously on this topic 

environment. Analysis starts on the basis of tweets. Present 

approaches are missing contexts for some number of 

conclusions.  

In this paper using polarity classification technique analyzes 

the tweets and fulfills the missing context features. Here we 

fulfill the features like part of speech opinion words of 

information, frequent occurrences opinions words discovery 

with the help of support vector machine classifier. It gives 

more conclusions compare to all previous approaches and 

more useful also for any real applications decision making.         

2. RELATED WORK 
Sentiment analysis is also known as Opinion Mining. 

Sentimental analysis major aims to determine the attitude of 

writer, judgment and communication based on text 

documents. Sentiment analysis major task is classify text 

documents, sentences, aspect based level. Express opinions in 

documents, sentences, aspect based level information are 

positive, negative or neutral [1].           

Twitter data contains different topics information related to 

different domains. Classify the sentiment documents 

information using probabilistic model. Probabilistic model is 

one of the supervised learning algorithm. Each topic related 

how many documents are available it’s not possible to 

recognize or predictable. First choose the class labels and 

classify each and every topic documents separately [1] [2]. 

This is we can call as a document level sentiment 

classification.      

In each topic sentiment documents again possible to classify 

or learning the sentiment sentences, aspect level process, 

opinion words also. The above steps are possible to 

implement on news, blogs and other categories [2] [3].      

In twitter first collect the different categories of data using 

hash tags input. Hash tags works like class labels, but here 

there is [3] [4] no sentiment labels information. Supervised 

learning is not sufficient for extraction of sentiment analysis 

information. Here we should use the unsupervised learning [4] 

[2]. Using unsupervised learning identify the sentiment words 

measurement in documents. Sentiment words are categorized 

into positive and negative contexts. 

Sentiment words are huge. Reduces the sentiment words 

information and improve the classification result. 

Classification improves using co-occurrence technique. 

Highly occurred features we can display as a output [4] [5] 

using unsupervised clustering. All high occurred features are 

not semantic or meaningful.  

On co-occurrence words information applies correlation 

technique finally recognizes or predicts the relationship 

sentiment words content. This correlation sentiment words 

procedure is best prediction procedure compare to above all 

procedures [2] [3] [5]. 

Again in twitter it’s possible to predict the similar opinions of 

information. Identify the social relationship users from total 

twitter data. Social relationship users it’s possible to display 

using visualization concept. Finally it’s possible to display 

temporal events relationship information also as a final result. 

Consider the temporal events relationship and possible to 

view of sentiment words trends information effectively. These 

trends changes dynamically [4] [5] [6]. 

 
Fig 1: Sentiment Analysis Result with different data 

mining techniques 
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3. PROBLEM STATEMENT 
Face book and Twitter are major resources for sentiment 

analysis. Nowadays numbers of people are increases for 

posting the opinions in social media environment. Result is 

vast amount of unstructured data is available. Manual 

sentiment analysis is not feasible which generated data is 

currently. Here in this paper we can propose automated 

sentiment analysis techniques. Automated sentiment analysis 

techniques are extracting different characteristics of 

information. Here we focus on tweet level polarity 

classification process. Hence it is one of the interesting 

research topics. 

4. PROPOSED METHODOLOGY 
After posting before analysis of raw tweets we can apply 

preprocessing operation. Using preprocessing operation 

removes the unnecessary content and change the format of 

context information. Next we use the tokeniser operations for 

dividing the content based on parts of speech. According to 

parts of speech classify the sentences of information. Classify 

the sentences depends on hash tags or tokens. Different hash 

tags are different parts of speech content purpose in our 

implementation process.  

Here we design the different rules for sentiment analysis. 

Those rules are emoticon, support vector machines with n-

grams, Sentic computing and Linguistic rules etc. 

4.1 Emoticon Rules 

Emoticons are ASCII art. They are formed through creative 

letters, numbers and symbols. Most of the people represent 

the facial features information. Here normally for plain text 

messages we can add the emotional flavor. Next here for 

normal text messages again we can add the smile 

automatically those messages are converted to happiness and 

surprise messages. 

First choose the twitter data source and collect lakhs or 

millions of tweets. In millions of tweets we can perform the 

analyzation operation and we discovered 20 usage patterns 

information.  

 

Fig2: Top 20 Emoticons  

In Above diagrams top-20 emoticons we displayed here in our 

implementation. These emoticons are occurred frequently in 

number of tweets messages.  

4.2 N-Grams Technique 
In posted tweets observe the features and store features into 

feature vector. All required features are available in sequence 

or contiguous or not we can check with n-grams concept. 

Afterwards using TF-IDF identifies and calculates the 

frequency count. Consider the frequency count generate 

weighted features information. Weighted features information 

controls the number of dimensions. In all frequent words we 

can categorize based on parts of speech. Consider the different 

number of parts of speech tags information and categorize the 

words into noun, adverb, verb etc.     

4.3 Linguistic Rules  
After collection of training tweets information next we can 

apply support vector machine classifier. It will separate the 

features of information n different classes. Each and every 

class contains some data points of information content. Each 

and every class of words again categorize into two classes. 

Those two classes are positive and negative words.  Calculate 

the polarity value like positive and negative content. Polarity 

value is nothing but decision score.  

5. EXPERIMENTS AND RESULTS 
We evaluate our proposed system on available real time 

datasets. Every and every year tweets we can collect 

separately and create dataset. Every year dataset contains 

different categories tweets are available. Those categories are 

positive, negative and neutral tweets. Here first remove 

neutral tweets from total number of tweets information.    

Evaluate two datasets and calculates efficiently different 

performance metrics parameters information. Those 

parameters are precision, recall and f-measure.  

Table1: Performance Metrics 

 

6. CONCLUSION AND FUTURE WORK 
In this paper new twitter sentiment analysis system apply 

rules and discover more useful text. Useful text contains 

meaningful features. Those features are discovered using 

linguistic content and sentic computing rules. Features are like 

emoticon symbols and n-grams content information. These 

meaningful features are support for decision making in all real 

time applications.   

In future we plan to improve the performance using other 

unsupervised classifiers. We plan to develop some more rules 
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for efficient text predictions and multi model sentiment 

analysis. 
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Abstract: Generally Software-as-a-service clouds were built on software as a service along with service-oriented 

architecture. This assists the providers of application service in conveying their applications by means of substantial 

cloud computing infrastructure. In the traditional efforts while confidentiality as well as privacy protection exertions 

was broadly studied, the problem of service integrity attestation has not been appropriately addressed. In our work we 

mainly spotlight on data processing services which have turned out to be popular with applications in numerous usage 

areas. We present IntTest, which is a scalable and efficient integrated service integrity attestation structure intended for 

software-as-a-service cloud multitenant cloud systems. The proposed approach offers a novel integrated attestation 

graph analysis method which can not only identify attackers more resourcefully by taking an integrated approach, but 

also can hold back aggressive attackers and limit the scope of damage that is caused by colluding attacks. 
 

Keywords: Software-as-a-service, Integrated attestation graph analysis, Cloud computing, IntTest, Attackers. 
 

1. INTRODUCTION 
 

Infrastructures of cloud computing are usually shared by 

application service providers from various domains of 

security which make them exposed to malicious attacks. 

Service integrity is the most prevailing problem that has to 

be addressed regardless of processing of public or private 

data by cloud system [1]. In major multitenant systems of 

cloud, numerous malicious attackers might commence 

colluding attacks on definite targeted service functions to 

nullify the assumption. In our work we focus on services 

of data streaming applications for clouds with numerous 

real-world applications. In our work to address this 

challenge we present IntTest, which is an integrated 

service integrity attestation structure intended for 

multitenant cloud systems. IntTest put forward result auto-

correction that can automatically restore corrupted data 

processing results that are produced by malevolent 

attackers with superior results that are produced by benign 

service providers. IntTest approach considers a holistic 

approach by thoroughly examining consistency as well as 

inconsistency relationships between several service 

providers within complete cloud system. IntTest offers a 

realistic service integrity attestation system that does not 

imagine trustworthy entities on third-party service. 
 

2. MODELLING OF CLOUD MODEL OF SAAS 
 

Software-as-a-service clouds mostly were put up on 

concepts of software as a service along with service-

oriented architecture which facilitate application service 

providers in conveying their applications by means of 

substantial cloud computing infrastructure. In a 

comprehensive Software-as-a-service cloud, identical 

service function can be offered by various application 

service providers [2][3]. These components of functionally 

equivalent service exist due to service providers might 

generate replicated service components in support of load 

Balancing as well as fault tolerance purposes; and popular  

 
 

services might attract several service providers for profit. 

To maintain automatic service composition, we can install 

a set of portal nodes that serve as the gateway for user to 

access composed services in Software-as-a-service cloud. 

The portal node can combine various service components 

into composite services on the basis of user’s needs. 

Altered from other distributed systems for instance peer-

to-peer networks as well as volunteer computing setting, 

Software-as-a-service cloud systems acquire a set of 

distinctive features. Application service providers of third-

party usually do not want to make known internal 

functioning details of their software services for protection 

of intellectual property. Both cloud infrastructure 

providers as well as third-party providers are independent 

entities. It is not practical to enforce any special hardware 

or else protected kernel support on individual service 

provisioning sites. For privacy fortification, only portal 

nodes encompass global information regarding which 

service functions are offered by which service providers in 

Software-as-a-service cloud. Our work draw attention in 

the direction of on data processing services which have 

turned out to be more and more popular with applications 

in numerous real-world usage areas.  
 

 
 

 

Fig1: An overview of service integrity attacks. 
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In our work present IntTest, which is a scalable and 

efficient integrated service integrity attestation structure 

intended for software-as-a-service cloud multitenant cloud 

systems. IntTest offers a novel integrated attestation graph 

analysis method that can make available stronger attacker 

pinpointing power than earlier schemes. Given a Software-

as-a-service cloud system, objective of IntTest is to 

identify any malevolent service provider that offers a 

misleading service function [4]. IntTest considers all 

service components as black boxes, which does not 

necessitate any special hardware on cloud platform. 
 

3. AN OVERVIEW OF PROPOSED IntTest SYSTEM 
 

IntTest put up on earlier work and AdapTest but can grant 

well-built malicious attacker pinpointing control than 

RunTest and AdapTest. RunText and AdapTest as well as 

conventional majority voting methods need to imagine that 

providers of benign service receive majority in each 

service function. IntTest scrutinize per-function 

consistency graphs as well as global inconsistency graph. 

The analysis of per-function consistency graph can limit 

extent of damage that is caused by colluding attackers, 

while global inconsistency graph analysis can efficiently 

depict those attackers that attempt to compromise 

numerous service functions for this reason, IntTest can 

still identify malicious attackers although they turn out to 

be majority for several service function. IntTest offer 

result auto-correction that can automatically restore 

corrupted data processing results that are produced by 

malevolent attackers with superior results that are 

produced by benign service providers. It presents a 

realistic service integrity attestation system that does not 

imagine trustworthy entities on third-party service. By 

taking an integrated approach, IntTest can not only 

identify attackers more resourcefully but also can hold 

back aggressive attackers and limit the scope of damage 

that is caused by colluding attacks. In our work we focus 

on services of data streaming applications for clouds with 

numerous real-world applications. Our work spotlight on 

data processing services which have turned out to be more 

and more popular with applications in numerous real-

world usage areas [5]. IntTest can not only identify 

malicious service providers but moreover automatically 

spot on corrupted data processing results to get better 

result quality of cloud data processing service. The offers 

a novel integrated attestation graph analysis method that 

can make available stronger attacker pinpointing power 

than earlier schemes. To distinguish service integrity 

attack as well as pinpoint malicious service contributor, 

our algorithm depends on replay-based consistency check 

to obtain consistency/inconsistency relationships among 

service providers. The intuition following our method is 

that when two service providers differ with each other on 

processing result of the similar input, not less than one of 

them has to be malevolent. We do not forward an input 

data item as well as its duplicates simultaneously. As a 

substitute, we attestation data on several service providers 

after receiving processing resultoriginal data consequently, 

malicious attackers cannot avoid risk of being detected 

when they construct false results on original data [6]. By 

means of replay-based consistency check, we can check 

functionally equivalent service providers and get hold of 

their consistency as well as inconsistency relationships. 
 

4. CONCLUSION 
 

We draw attention towards services of data stream 

processing that are considered for clouds with abundant 

applications. Our work put forward an effective and 

scalable IntTest, which is efficient integrated service 

integrity attestation structure intended for software-as-a-

service cloud multitenant cloud systems. Scalable IntTest 

approach takes for consideration a holistic approach by 

thoroughly examining consistency as well as inconsistency 

relationships between several service providers within 

complete cloud system. The proposed system offer result 

auto-correction that can automatically restore corrupted 

data processing results that are produced by malevolent 

attackers with superior results that are produced by benign 

service providers. The system put forward realistic service 

integrity attestation system that does not imagine 

trustworthy entities on third-party service. To make a 

distinction of service integrity attack as well as pinpoint 

malicious service contributor, our algorithm depends on 

replay-based consistency check to obtain consistency/ 

inconsistency relationships among providers of service. 
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Abstract: In this paper an efficient security architecture design and implementation of all candidates of AES 

encryption standards AES-128, AES-192 and AES-256 on the same hardware is proposed. AES algorithm proposed by 

NIST has been widely accepted as best cryptosystem for wireless communication security. The hardware 

implementation is useful in wireless security like military and mobile phones. This contribution investigates 

implementation of AES Encryption with regards to FPGA and VHDL.Optimized and synthesized VHDL code for 

AES-128, AES-192 and AES-256 for encryption of 128- bit data is implemented. Xilinx ISE 9.2i software is used for 

simulation. Each algorithm is tested with sample vectors provided by NIST output results are perfect with minimal 

delay. The proposed design consumes less power and area which is suitable battery driven mobile phones. Throughput 

reaches the value of 666.67 Mbps for encryption of 128- bit data with AES-128 key.  
 

Keywords: Cryptography, Cipher, Reconfiguration, Encryption, Decryption. 
 

1. INTRODUCTION 
 

 

Cryptography is the science of information and 

communication security. Cryptography is the science of 

secret codes, enabling the confidentiality of 

communication through an insecure channel. It protects 

against unauthorized parties by preventing unauthorized 

alteration of use. Generally speaking, it uses an 

cryptographic system to transform a plaintext into a cipher 

text, using most of the time a key. One has to notice that 

there exist certain ciphers that don't need a key at all. A 

famous example is ROT13 (abbreviation from Rotation 

13), a simple Caesar-cipher that obscures text by replacing 

each letter with the letter thirteen places down in the 

alphabet. Since our alphabet has 26 characters, it is enough 

to encrypt the cipher text again to retrieve the original 

message. Let me just mention briefly that there are secure 

public-key ciphers, like the famous and very secure 

Rivest-Shamir-Adleman (commonly called RSA) that uses 

a public key to encrypt a message and a secret key to 

decrypt it. Cryptography is a very important domain in 

computer science with many applications. The most 

famous example of cryptography is certainly the Enigma 

machine, the legendary cipher machine used by the 

German Third Reich to encrypt their messages, who's 

security breach ultimately led to the defeat of their 

submarine force. Before continuing, please read carefully 

the legal issues involving cryptography as in several 

countries even the domestic use of cryptography is 

prohibited: Cryptography has long been of interest to 

intelligence gathering agencies and law enforcement 

agencies. Because of its facilitation of privacy, and the 

diminution of privacy attendant on its prohibition, 

cryptography is also of considerable interest to civil rights 

supporters. Accordingly, there has been a history of 

controversial legal issues surrounding cryptography, 

especially since the advent of inexpensive computers has 

made possible widespread access to high quality 

cryptography. In some countries, even the domestic use of  
 

 
 

cryptography is, or has been, restricted. Until 1999, France 

significantly restricted the use of cryptography 

domestically. In China, a license is still required to use 

cryptography. Many countries have tight restrictions on 

the use of cryptography. Among the more restrictive are 

laws in Belarus, Kazakhstan, Mongolia, Pakistan, Russia, 

Singapore, Tunisia, Venezuela, and Vietnam.[31] 

In the United States, cryptography is legal for domestic 

use, but there has been much conflict over legal issues 

related to cryptography. One particularly important issue 

has been the export of cryptography and cryptographic 

software and hardware. Because of the importance of 

cryptanalysis in World War II and an expectation that 

cryptography would continue to be important for national 

security, many western governments have, at some point, 

strictly regulated export of cryptography. After World War 

II, it was illegal in the US to sell or distribute encryption 

technology overseas; in fact, encryption was classified as a 

munitions, like tanks and nuclear weapons.[32] Until the 

advent of the personal computer and the Internet, this was 

not especially problematic. Good cryptography is 

indistinguishable from bad cryptography for nearly all 

users, and in any case, most of the cryptographic 

techniques generally available were slow and error prone 

whether good or bad. However, as the Internet grew and 

computers became more widely available, high quality 

encryption techniques became well-known around the 

globe. As a result, export controls came to be seen to be an 

impediment to commerce and to research. 
 

1.1 Description of AES Algorithm: 
 

Advanced Encryption Standard is the successor of Data 

Encryption Standard which was in use during the early 

1977 to 1990. In DES encryption is based on a symmetric 

key algorithm that uses a 56-bit key. However by the mid 

1990’s, it was clear that the DES with 56-bit is insecure 

for many applications since the key is very small. Then it 
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was upgraded to Triple DES which was believed to be 

practically secure although there are theoretical attacks. 

Thus in Nov-26-2001 the FEDERAL INFORMATION 

PROCESSING STANDARDS PUBLICATION 197(FIPS 

197) specifies an algorithm called Advanced Encryption 

Standard (AES). AES is based on the principle known as 

Substitution Permutation network (SP-network) which 

means there will be a series of linked mathematical 

operations in the block cipher algorithm.AES encrypts a 

data block of 128-bits which is fixed with three different 

key sizes 128,192,256 bits.  
 

The operations are based on Rinjdael algorithm. The input 

of AES algorithm is 128-bit or 16 byte data which can be 

specified as a block. The basic unit of processing in the 

AES algorithm is a byte. All byte values in the AES 

algorithm will be presented as the concatenation of its 

individual bit values (0 or 1) between the braces in the 

order (b7, b6, b5, b4, b3, b2, b1, b0). These bytes are 

interpreted as finite field elements using a polynomial 

representation as follows 
 

 

b7X
7
+ b6X

6
+ b5X

5
+ b4X

4
+ b3X

3
+ b2X

2
+ b1X+b0 =

 
 

Internally in AES algorithm operations are performed on a 

two-dimensional array of bytes called the state. The state 

consists of four rows of bytes, each containing Nb bytes, 

where Nb is the block length divided by 32 (4 for 128-bit 

key, 6 for 192-bit key, 8 for 256-bit key). Likewise the key 

length and number of rounds (iterations) differ from key to 

key as shown in table 1. 

Figure1: Different keys and its attributes 
 

AES Encryption: 
 

Encryption is the process of converting the plain text into 

a format which is not easily readable and is called as 

cipher. The cipher is got by doing a series of mathematical 

operations iteratively. 
 

a)  Sub Bytes: 
 

In this sub bytes step the data in the plain text is 

substituted by some pre-defined values from a substitution 

box. The substitution box is invertible. 
 

b)  Shift Rows: 
 

In shift rows operation the rows in the 4×4 matrix is 

shifted to left r bits and r varies with the rows of the 

matrix(r=0 for row1, r=1 for row2, r=2 for row3, r=3 for 

row 4). This process is illustrated in fig 2.This has the 

effect of moving positions of lower positions in the row, 

while the lowest bytes wrap around to the top of the row. 
 

c) Mix Columns:  
 

Mix column is calculated using the below formula. 

Here a0, a1, a2, a3 is calculated using the polynomials as 

below 
 

a(x) = {2}x
3
 + {3}x

2
 + {1}x + {1}. 

 

The mix column transformation operates on the state 

column by column, treating each column as a four term 

polynomial. The columns are considered as polynomials 

over GF (2
8
) and multiplied modulo x

4
 + 1 with a fixed 

polynomial a(x) which is got from the above formula. This 

can also written as a matrix multiplication 
 

s’(x) = a(x)  s(x) 
 

d)  Add Round Key: 
 

In the add round key step the 128 bit data is xored with the 

sub key of the current round using the key expansion 

operation. The add round key is used in two different 

places one during the start that is when round r=0 and then 

during the other rounds that is when 1 ≤ round≤ Nr, where 

Nr is the maximum number of rounds. The formula to 

perform the add round key is S’(x) = S(x) R(x) 
 

where S’(x) – state after adding round key ,S(x) – state 

before adding round key and R(x) – round key 
 

e) Key Expansion:  
 

The key expansion has three steps: Byte Substitution 

subword(),Rotation rotword() and Xor with RCON (round 

constant).The input to key schedule is the cipher key K. 

Key expansion generates a total of Nb(Nr + 1) words. The 

algorithm requires an initial set of Nb words, and each of 

the Nr rounds requires Nb words of key data. The resulting 

key schedule consists of a linear array of 4-byte words, 

denoted [wi ], with i in the range 0 ≤ i < Nb(Nr + 1).The 

subword () function takes a four byte input and applies the 

byte substitution operation and produces an output word. 

The rotword() takes a word [a0, a1, a2, a3] as input and 

performs a cyclic permutation to produce [a1, a2, a3, a0] 

as output word. The round constant word array rcon[i] is 

calculated using the below formula in rinjdale finite field. 

 

 rcon[i]=   mod + + +x+1 
 

The first Nk words of the expanded key are filled with the 

cipher key. Every following word w[i] is equal to the xor 

of previous word w[i-1] and the word Nk positions earlier 

w[i-Nk]. For words in positions that are a multiple of Nk, 

a transformation is applied to w[i-1] prior to the XOR, 

followed by an XOR with a round constant Rcon[i]. This 

transformation consists of a cyclic shift of the bytes in a 

word rotword() and byte substitution subword(). 

But in key expansion of 256 -bit cipher if Nk=8 and i-4 is 

a multiple of Nk then subword () function is applied to w 

[i-1] prior to the xor. The algorithm for the key expansion 

routine is given in table 2. Thus with all the above 

operations the algorithm for the encryption of the data is 

as follows. Since it begins and ends with the add round 

key operation there is no wasted un keyed step in the 

beginning or the end. The table 3 shows the algorithm for 

implementation of all three AES encryption. 
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Algorithm for key expansion 
 

KeyExpansion(byte key[4*Nk], word w[Nb*(Nr+1)], Nk) 

begin 

word temp 

i=0 

while(i<Nk) 

{ 

w[i] = word(key[4*i], key[4*i+1] key[4*i+2]i+3]) 

i = i+1 

} 

end while 

I = Nk 

while (i < Nb * (Nr+1)] 

{ 

temp = w[i-1] 

if (i mod Nk = 0) 

temp = SubWord(RotWord(temp)) xor Rcon[i/Nk] 

else if (Nk > 6 and i mod Nk = 4) 

temp = SubWord(temp) 

end if 

 

w[i] = w[i-Nk] xor temp 

i = i + 1 

} 

end while 

end 
 

Algorithm for encryption 
 

byte state[4,Nb] 

state = in 

AddRoundKey(state, key Schedule[0, Nb-1]) 

for round = 1 step 1 to Nr–1 

{ 

SubBytes(state) 

ShiftRows(state) 

MixColumns(state) 

AddRoundKey(state) 

 

key Schedule[round*Nb, (round+1)*Nb-1]) 

} 

SubBytes(state) 

 

ShiftRows(state) 

AddRoundKey(state, key Schedule[Nr*Nb, (Nr+1)*Nb-

1]) 

out = state 
 

2. HARDWARE IMPLEMENTATION OF 

ENCRYPTION ALGORITHM 
 

Many hardware implementation of encryption algorithm 

using VHDL is available. In most of the case hardware 

implementations of AES uses only the AES-128 

candidate. Some software implementation of AES192 and 

AES -256 are available. In the proposed architecture all 

candidates of AES i.e. AES-128, AES192 and AES-256 

are implemented in the same device. The proposed design 

is implemented using VHDL coding in Xilinx ISE 9.2. 

Iterative looping techniques is followed to implement the 

entire design modules of AES encryption algorithm to the 

minimize hardware utilization. The key controller unit, 

key expansion unit, and round function unit and mix 

column unit everything are implemented in hardware. 
 

 
 

Figure 2. Flow Chart of AES Encryption Implementation 
 

The table 2 Show s that proposed design outperforms all 

designs based on iterative looping in terms of area and 

throughput. The performance of AES-192 and AES 256 is 

also verified and simulation results are given. The novel 

architecture to implement all AES candidates in same 

hardware proposed is shown in figure 2. the simulation 

results of various AES key lengths is shown in figure 3,4 

and 5. 
 

 
 

Figure 3. Schematic Diagram AES-128/192/256  

Architecture 

 
3. CONCLUSION 

 

The AES algorithm is an iterative private key symmetric 

block cipher that can process data block of 128-bits 

through the use of cipher keys with key length 128,192 

and 256 bits. An efficient FPGA implementation of 128 

bit block and keys 128, 192 and 256 bits of AES –
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Rijindael algorithm has been presented in this paper. 

Optimized and synthesizable VHDL code is developed for 

implementation of all AES-128/192/256 bit key 

encryption and is verified using xilinx ISE 9.2 simulation 

tool. All the transformations of algorithm are simulated 

using an iterative design approach in order to minimize the 

hardware utilization. Thus it can reduce the space by 

enclosing three different encryption standards in a single 

architecture and the power consumption can also be 

reduced which makes it usable in battery operated network 

devices having Bluetooth and wireless communication 

devices like software radio. Throughput reaches the value 

of 666.7Mbps for AES-128 encryption with FPGA device 

XC2V6000BF957-6. 
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Abstract: Association Rule mining is one among the data mining technique employed in distributed databases. This 

technique disclose some attention grabbing relationship between locally massive associate degreed globally massive 

itemsets and proposed an algorithm, Fast distributed  mining of association(FDM) , unsecured distributed version of 

Apriori algorithm and generates a low range of candidate sets and well reduces the amount of message to be passed at 

mining association rules. Two secure multi party algorithms are main ingredients in our protocol. One that computes 

the union of private subsets that every of the interacting players hold, and another that tests the inclusion of element by 

one player in a subset held by another. This protocol offers increased privacy with relation to the protocol and 

additionally, it is less complicated and considerably a lot of efficient in terms of Communication rounds, 

communication cost and computation cost. 
 

Index terms: Privacy Preserving Data Mining, Association Rules, Distributed Databases. 

 

I. INTRODUCTION 
 

Aim of data mining is to extract vital information from 

massive datasets, however typically these datasets are split 

among varied parties. Data mining is defined as the 

technique for extracting hidden, predictive and knowledge 

data from large distributed databases. The technology that 

has emerged as method of identifying patterns and trends 

from large quantities of knowledge. This paper studies the 

matter of association rule mining in horizontally 

distributed databases. In the distributed databases, there 

are many players thathold same databases that share same 

schema however hold data totally on different entities. The 

goal is to search out all association rules with support s 

and confidence c to attenuate the data disclosed regarding 

the personal databases command by those players [1].  
 

Kantarcioglu and Clifton studied the problem whenever a 

lot of suitable security definitions that permit parties to 

settle on their desired level of security are required, 

effective solutions that maintain the required security [2]. 

So they devised a protocol for its solution. The main part 

of that protocol is the sub protocol for secure computation 

of union of private subsets that are controlled by the 

various players. It makes the protocol expensive and its 

implementation depends upon cryptographic primitive’s 

strategies, oblivious transfer and hash function also the 

leakage of data renders the protocol not secured perfectly. 
 

This paper proposed an algorithm privacy preserving 

distributed data mining algorithm for horizontally 

distributed data sets  and to get most interesting 

association or correlation relationships among an outsized 

or large set of data items and to incorporate encryption 

security techniques to reduce the information that goes to 

shared with others, while adding little overhead to the 

mining task [1]. In the proposed association rule that hold 

within the unified database with support and confidence 

no smaller than the given threshold s and c, accordingly.  

 

 
The data that would like to secure during   this paper is not 

only individual transaction within the completely different 

databases, however more public or global information like 

what association rules are supported locally in every of 

these databases. The proposed protocol improves upon 

that in Kantarcioglu and Clifton [2] in terms of simplicity 

efficiency such  as privacy and security. 

 

II. LITERATURE REVIEW 
 

Data mining in centralized model assumes that required 

data is either available at or can sent to a central site and 

data mining algorithm applied at central site. A simple 

approach  not to share data is, perform data mining tool at 

each site independently and combine the results. However, 

it fails in globally valid results because of data skewness 

and disparity between local and global results. Individual 

sites are unable to detect cross-site correlations in data 

mining. Because the same item may be duplicated at 

different sites and there will be an overweight in the 

results. 
 

FP tree is a compact data structure and without candidate 

set generation it finds the frequent itemset by traversing 

itemsets through FP tree. Paper [10] uses the FP tree 

algorithm for association rule mining in distributed 

environment to find the frequent itemsets. Data encryption 

standards are used to generate the privacy to database by 

using two keys. With the key1, first party encrypts the 

dataset. This encrypted dataset again encrypted with key2. 

At the receiver side at first, it decrypt the dataset with 

key2 and then after with key1. It provides high security to 

the databases compared with other cryptographic 

techniques and it is also known as Double encryption. 

With data leakage of zero percentage it provides higher 

privacy to the database; however it applicable to 

homogeneous databases only. 
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The paper [11] uses apriori algorithm with extended 

Distributed RK sum secure protocol for privacy preserving 

data mining. At first, on given dataset Apriori algorithm is 

applied then to find the frequent itemsets of individual 

parties and then to get global results Extended distributed 

RK sum secure algorithm is applied. Distributed RK sum 

secure protocol used for secure multi party protocol but 

drawback is more than two parties join together, they can 

know the data of some party. The drawback is reduced in 

extended distributed RK sum protocol with more privacy 

to the data, the communication and computation 

complexity O (n). 
 

 The paper [13] studied five different algorithms such as 

Apriori algorithm, MCISI algorithm, MS algorithm, 

Apriori with systematic rules and HMT (Hash Mapping 

Table). Apriori algorithms combined with hashing 

techniques to reduce the time and space complexity.  

MSApriori (minimum support) method provides different 

minimum support itemset values for different items. 

Apriori systematic rules used to save the time by scanning 

the database only once rather than multiple scans. 
 

Privacy Preserving Data Mining 
 

In [4] studied the problem in privacy preserving 

association rule mining in horizontally distributed 

databases among n (n>2) sites, with no sites can be treated 

as trusted. The proposed protocol uses hash based 

cryptographic techniques to find the global frequents 

itemsets. Privacy preserving rule mining categorized into 

three types based on privacy preserving/protection 

techniques. 
 

1. Heuristic based techniques 

2. Reconstruction based techniques 

3. Cryptographic based techniques 
 

Heuristic based techniques uses adaptive modification and 

it only modifies the selected values, utility loss is 

minimized. Cryptographic based techniques are used for 

both horizontal distributed databases and vertically 

distributed databases and it is based on the secure multi 

party computation. Here no database knows anything 

except his input database and the result, so that 

computation is secured. Reconstruction based techniques 

are used for different data such as numerical, binary and 

categorical data, its work on the problem of privacy 

preservation by perturbing the data. Original distribution 

of data is constructed from randomized data by 

Reconstruction based techniques. 
 

Association Rule: 

 Association rule mining is well known and popular 

method finding interesting relationships between   from 

large databases. Today association rules are used in many 

applications including intrusion detection, biometrics, web 

usage mining and continuous production. The concept was 

popularized by Agrawal et al. article in 1993. It is a two 

step process i.e.  Minimum support and confidence,   

minimum support used to find all frequent itemsets from 

given database and the constraint confidence used to form 

the rules. The association rule mining problem is 

stated/defined as Let I = {i1, i2, i3…..in} are the set of 

items, database D consists set of transaction T. Each 

transaction T is a set of items from I such that T⊆I, with  a 

unique transaction id TID. Each transaction T conatins X,  and 

a set of some items in I, if X⊆T. An association rule is an 

implication of the form , X⇒Y, where X  ⊂ I, Y ⊂ I and X 

∩ Y= φ. The association rule X⇒Y holds in  the transaction 

set D, with  confidance c if c% of transaction in D that contain 

X also contain Y.The rule X⇒ Y has support s in the 

transaction set D if S % of transactions in D contain X U Y. 

In shopping centers association rules are used to place the 

items side by side , so that more items will be sold.  In 

Amazon , association rules mining to recommended you to 

buy the products based on present item buying or 

browsing. Google uses assocaition rules for mining, when 

you type the words for search  it will give frequent 

associated words. 
 

Apriori Algorithm 
 

In transactional databases, apriori algorithm is used for 

mining of frequent itemset and association rule learning.  

Apriori algorithm proceeds by identifying the frequent 

itemsets and extending them to larger and larger itemsets 

in database. It identifies the itemset at least C transaction 

in the database. Apriori algorithm uses the bottom up 

approach and proposed by Agarwal and Srikanth in 1994. 

It usage is more in market basket analysis. To count 

candidate itemset efficiently Apriori algorithm uses 

breadth –first search and hash tree structure.  Apriori 

algorithm works based on Apriori principle and to 

generate candidate k-item sets from (k-1) frequent 

itemsets, pruning technique used to avoid the measuring 

certain itemsets.  Hash based methods with Apriori 

algorithms are used to reduce the time and space 

complexity. 

 
Fig1 Distributed Databases Architecture of the system 

 

Synthetic Database Generation 

To calculate the performance of algorithms over a very 

large range of data characteristics the synthetic 

transactions are used and the process involved here is data 

anonymization. It is used in data mining process.  

Synthetic data are generated to get certain conditions and 
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to meet specific needs that may not be found in real, 

original data. Following are the parameters used in 

synthetic data generation and these values are similar to 

used in [2], [5], [12]. 
 

FDM Algorithm 
 

Following are the steps for FDM algorithm 

1. Initialization 

2. Candidate set generation 

3. Local Pruning 

4. Unifying the candidate itemset 

5. Computing local support 

6. Broadcast the mining results 
 

Cheung [4] proposed Fast distributed mining for 

association rules, for distributed databases, Apriori 

algorithm for association rule mining for individual 

databases. In [2] proposed an insecured version of FDM 

algorithm but algorithm violates privacy in two stages, in 

step four and step six. In step 4 whenever the players 

broadcast the itemsets that are locally frequent in their 

private databases. In step 6 where they broadcast the sizes 

of the local supports of candidate itemsets. Kantarcioglu & 

Clifton [2] proposed secure implementations of these steps 

and also in [1] describe the various implementations and 

proceed to analyze implementations in terms of privacy, 

efficiency and compare them. Finally it show that our 

protocol offers better/enhanced privacy which is less 

complicated and is considerably additional efficient in 

terms of communication rounds, communication cost and 

computation cost. 

 

III. DISCUSSIONS 
 

Following are the steps to secure computation itemsets 

using   FDM K&C protocol.  
 

1. Selection of Cryptographic primitive cipher. 
 

- Players choose the required commutative cipher and its 

corresponding private key and selected hash function 

applied on all itemsets for encryption. 
 

- A lookup table with hash values is generated to compute 

pre image of hash values. 
 

-  Encrypt all the itemsets. 
 

2. Merging of itemsets 
 

- Odd players send its encrypted set to player1. 
 

- Even players send its encrypted set to player2. 
 

- Player1 unifies all itemsets were sent by odd players and 

duplicates are removed. 
 

- Players 2 unifies all itemsets were sent by odd players 

and duplicates are removed. 
 

- Player 2 sends his permuted list of itemsets to player 1. 
 

- Player 1 unifies his list of itemsets and the list received 

from player 2 and from the unified list duplicates are 

removed. 
 

-  Denote the final list as ECS
k
. 

 

3. Decryption. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

 
Fig2 Computation and communication cost versus number 

of transactions N 
 

 
 

 
Fig3 Computation and communication costs versus the 

number of players M 
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The fig. 3 illustrates the leading protocol K and C. In this 

protocol main ingredients are two novel secure multiparty 

algorithms in which union and intersection operations. 

This protocol works if the number of players is more than 

two. 

 

IV. CONCLUSION 
 

The proposed protocol secure mining of association rules 

in horizontally distributed databases offers enhanced 

privacy and security than the leading protocol [2]. Two 

secure multi party algorithms are main ingredients in our 

protocol.  
 

One that computes the union of private subsets that 

every of the interacting players hold, and another that tests 

the inclusion of element by one player in a subset held by 

another. Proposed protocol is more significant in 

communication cost, communication rounds and 

computation cost 
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Abstract— Comparing entities by user is difficult to decide whether a query is comparable or not.  To help 
higher intellectual process and to check entities share common functionality however has characteristics. 
One potential approach is a query based approach to find proportionate entities. The method is used 
bootstrapping approach which identifies the proportional queries and extracts the proportionate entities. 
This can be done by decision makers to check whether the given query is comparative or not. A successive 
pattern introduced that is Indicative Extraction Pattern (IEP) it may be accustomed and identify 
proportional queries and extract comparator pairs. These techniques identify relative question identification 
and equivalent entity mining. Ranking technique is used to rank the equivalent entities for user’ input entity 
and also the results show extremely connection to uses evaluation intention. 

 
Keywords— Bootstrapping algorithm, Proportionate entity finding, Information extraction, IEP, 
Sequential pattern      mining. 

 

I. INTRODUCTION 
   In decision-making process, comparing various things with other one is one among the required steps that 
feature out. But this requires high data experience. For example throughout on-line searching a portable 
electronic items should have elaborated data and its specifications like Printers, Scanners, digital cameras, 
Graphic cards etc. In such case, it becomes troublesome for an individual with negligible data to create an 
honest call on that portable computer to shop for and further comparison the choice for constant. Magazine like 
shopper Reports, laptop Magazine and online media like CNet.com create efforts in providing editorial 
comparison content and survey to satisfy this would like. A judgment activity, in World Wide net era, typically 
involves and looks at for applicable websites insertion data relating to the targeted product, discovering 
difficult product, and acknowledge execs constraints. In this paper focus is on finding a collection of 
comparable entities provided a user’s input entity. As an example, provided associate degree entity, Nokia (cell 
phone), wish to seek out comparable entities like Micromax, iPhone, blackberry etc. To extract comparable 
entities from relative matter, should always first recognize whether they are relative or not. 
 
Terms and concepts 
 
A. Information Extraction 
  The process of identifying the structured information from unstructured or a semi- structured readable 
document is that term called as information Extraction. Methods used for information extraction 
1) Rule-based  
2) Pattern based  
3) Supervised learning 
 
 
 

mailto:ajithreddymatta5@gmail.com
mailto:rameshbabu.ch@mrec.ac.in


                 Journal of Research in Science, Technology, Engineering and Management (JoRSTEM) 
                                                               Volume. 1, Issue: 2, December 2015 

66 
© Malla Reddy Engineering College (autonomus) 

 
B. Ordered Pattern mining 
   Sequential Pattern mining is primarily involved with finding statistical relevant patterns between knowledge 
examples whenever the values are delivered in an exceptionally sequence. 
 
C. Comparable Entity mining  
  Proportionate entity mining achieves through the extract comparable entities from the text, questions or web 
corpus. 
 
D. POS Tags (Part-of-speech) 
    Part-of-Speech of a word could be a linguistic class outlined by its syntactical or morphological behavior. 
Common POS classes are: noun, verb, adverb, adjective, pronoun, preposition and conjunction. Then there are 
several classes that arise from totally different styles of these classes. POS tags in this paper are NN: Noun, 
NP: noun phrases, NNP: suitable name, NNS: Noun plural, PRP: closed-class word, VBZ: Verb, present, 
person particular. JJR: relative Adjective. JJS: exceptional Adjective, CC: correlative combination. Our effort 
on comparable entity mining is expound to the study on entity and relation removal in information taking out. 
In step of our definition, a comparative question has got to be a question with intention to have distinction of 
minimum of 2 entities.  Have a tendency to exploit this approach and develop a weakly supervised 
bootstrapping algorithm. The main aim of this algorithm is to compare queries and extract comparable entities 
at a time.  
 
E. Comparative Questions 
  A matter whose purpose is matches two or more entities and these entities are expressly mentioned within the 
question.  
 
F. Comparator 
An entity is a particularly comparative question that is to be compared. In step of the definitions, Q1 & Q2 
below aren't comparative queries where as Q3 is. “Chennai” and “Hyderabad” are comparable key words.  
Q1. “Which one is better?”  
Q2. “Is Hyderabad the most effective city?”  
Q3. “Which city is healthier Chennai or Hyderabad?”  
The results are very helpful serving to user’s exploration alternative of different decisions by suggesting the 
comparable entities supported other previous user’s requests 
 

II. INFORMATION EXTRACTION 
 

   In terms of discovering connected things to associate a tending entity, the work is similar to the analysis on 
recommended systems that suggest things to a user. Recommended systems primarily consider similarities 
between things and their applied math correlations in user log information. Take an example of Amazon 
recommend artifact to its customers supported their own history. However recommending associate in tending 
item isn't similar to find equivalent item. In case of Amazon, the aim of this paper is to get their customers to 
feature more things to their looking carts by suggesting similar or connected things. Bootstrapping process has 
been shown to be a very effective in previous data mining analysis [9]. Work is related to them in terms of 
method discrimination bootstrapping technique is to extract entities with a selected relation. However, our task 
is totally different from their needs. Only extracted entities (comparator extraction) guarantee that the entities 
are extracted from proportionate queries (proportional query identification), which is usually not needed in the 
task. 

 
III. WEAKLY SUPERVISED METHOD FOR COMPARATOR MINING 

 
    Weakly supervised algorithm is pattern based approach similar to J&L method, but it is different in many 
aspects as a replacement for using separate CSR (Class Sequential Rule) and LSR (Label Sequential Rule) [10] 
This method aims to learn sequential patterns are used to identify proportional question and mine comparators 
at the same time. 
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Mining Indicative Extraction Patterns 
The indicative extraction pattern mining approach is based on two assumptions 
1) Many reliable pairs are extracted by make use of sequential pattern comparator pairs, it is very likely to be 
an IEP. 
2) An IEP is used for extract the comparator pairs.  
   The reliable pairs are mainly based on above two assumptions. Bootstrapping algorithm starts with a single 
IEP. If extracts a set of initial comparator Pairs. For each comparison pair, all questions containing the 
keywords are retrieved from a question collection and regard as relative entities from the proportional 
questions and comparator pairs, based on the reliability scores sequential pattern is generated and evaluated. 
Patterns evaluated through reliable Indicative extraction pattern and added into an IEP storage area. Then new 
evaluation pairs are extracting from the related group of questions using the new IEP. The new comparators are 
added to a consistent comparator repository and used as new seeds for pattern learning in the next iteration. 
The overview of bootstrapping algorithm is shown below, where the database store seed of pairs and questions 
archive from relevant data. Entities are extracted from reliable Questions. Comparators are also extracted from 
query collection to allow finding new patterns efficiently in further iterations. The process iterates until no 
more new patterns can be found from the related queries collection. There are two key steps in this method 
 
1) Pattern Generation  
2) Pattern Evaluation  
 
1) Pattern Generation  
   To generate sequential pattern, we used surface text pattern mining method introduced in [9]. For any given 
proportionate query and its comparator pairs, equivalent key words in the query Replaced with symbol $Cs. 
#start and #end, special words with symbols are attached to the starting and the ending of a sentence in the 
question. Then the following three kinds of sequential patterns are generated from sequences of queries 
 
Lexical Pattern  
    Lexical pattern indicate sequential patterns consisting of only words and special symbols like ($C, #start, 
and #end). They are generated with make use of suffix tree algorithm [5] with two constraints: every pattern 
must contain at least two   special symbols like $C, and its frequency collection should be more than an 
analytically determined by number. These patterns mainly concentrate on general related information and 
extract the related information.  
 
Generalized Pattern  
   Generalized pattern can be formed from lexical pattern this pattern contain N words consequently, generalize 
lexical patterns by replacing the words with their POS tags and one or more including special symbols $Cs. 
POS consist of what bases to compare the entities, these rules are specified. 
 
Specialized Pattern 
   In a few cases, a pattern can also be too general. For example, although a query have two entities like “Nokia 
or Samsung?” equivalent question, pattern “<$C or $C>”is general. And there can be many non equivalent 
queries matching. Pattern for instance. “True or false?” For this reason, perform pattern specialization by 
adding POS tags to all comparator slots. For example, from the previous pattern “<$C or $C>” and the 
question “Nokia or Samsung?”, “<$C/NN or $C/NN?>” will be produced as a specialized pattern. 
 
2) Pattern Evaluation 
  According to first assumption, a reliability score Rk(pi) for a candidate pattern follows: ∀ at iteration k can be 
defined as 
 

 

       (1) 
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   Where pi is extract known reliable comparator pair’s. cpk-1 indicates the reliable comparator pair repositories 
accumulate until the (k-1) iteration (x) means the number of questions satisfying a condition x the pi →cpj 
denotes that cpj can be extract from a appropriate question by applying pattern pi. The condition pi→* denotes 
every question contain pattern. However, Equation (1) can suffer from imperfect information about reliable 
comparator pairs. Example Very few predictable pairs are generally discovered in early stage of bootstrapping. 
In this case, the value of Equation (1) might be underestimated which could affect the performance of equation 
(2) an individual Indicative extraction pattern from non-reliable patterns. Reduce this problem by applying 
above procedure. Let us denote the set of candidate patterns at the iteration k by Rk. define the support for 
comparator pair cpi which can be extracted by Rk and does not exist in the current reliable set 
 

S (cpi) =N (pk→cpi)     (2) 

   Where pk→cpi means that one of the patterns can extract cpi in certain questions. Naturally, if cpi can be 
extracted by several candidate patterns in, it is likely to be extracted as a reliable one in the next iteration. 
Based on this perception a pair cpi whose support is more than a threshold α is regarded as a likely reliable 
pair. Look ahead reliability score Rpi is defined: 
 

    (3) 

  Where Rel k indicates a set of acceptable strong pairs based on RK. Include in the Equation (1) and (3), the 
final reliability score R(pi) final k for a pattern is defined as follows: 
 

(pi) final k=.Rk pi+(1-).R(pi)            (4) 
 
   Evaluate all candidate patterns and select pattern whose score is more than the threshold has IEPs. All 
necessary parameter values are empirically determined and are determine based on values. 
 

IV. MINING INDICATIVE EXTRACTION PATTERN 
 
   Proportional query analysis is a grammatical expression used to make a request for information extraction or 
the request made using finding proportionate entities. Questions assess proportional judgment are often phrased 
as directed comparison, that is, one entity is compared with other one. The equivalent queries have keywords. 
Admin analyze the weather queries are comparative or not. IEP implementation this defines the sequential 
pattern identifies the starting and ending of the sentences. 
 

 
Figure: Overview of the bootstrapping Algorithm (curtsey [1]) 

 
  A sequent pattern is named indicative extraction pattern if it will won’t to determine proportional queries and 
extract comparators with high responsibilities. Then formally outline the unreliability score of a pattern. Once a 
matter matches an IEP, It's classified as a proportional query and therefore the token sequences admire the 
comparator slots within the IEP square measure extract as comparators. 
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1) Comparator Extraction  
  The bootstrapping approach is prototype based mostly this approach to analyze the seed pairs. It’s would like 
to extract the options supported the seed pairs. Review the patterns with many options. New comparator pair’s 
mine from the queries collection exploitation the most recent IEP. The new comparators square measure value- 
added to a consistent comparator storage area and used as new seed for pattern learning within the next 
iteration. The method iterates till no additional new patterns will be found from the question assortment. 
 
2) Decision Making 
  Given a matter, choose the longest one in all patterns which may be applied to the question. Offer the choice 
creating supported pattern analysis. If a comparator is compared to several alternative significant comparators 
which may be again compared to the input entity, thought a valuable comparator in ranking.  
 
3) Performance Evaluation 
  Performance evaluation assess smart and the great  proportionate query identification pattern and take out the 
great comparators and a decent comparator combine ought to occur in good comparative investigation to 
bootstrap the extraction and identification of methods and Then calculate Frequency pattern  rate to see 
whether the choice creating is correct or not.  
 

V. CONCLUSION 
 
  This paper planned for analysis and enables several patterns to be enclosed and compared to other one. The 
equivalent entities are extracted from the proportionate queries that are obtained from the user. The simplest 
comparator is detected and comparators ranking methodologies is enforced for analyzing all the products and 
seek out their competitors. It’s won’t to dissolve the anomaly in entities. The results of comparator mining are 
often used for exchange search or product suggestion method. 
Advantages of this paper 
  Improve recall and accuracy values Remove inconsistency in entities by exploitation comparator analysis 
with patterns. In future may be chance to improve pattern applications and mine the exceptional proportionate 
entities. And identify the comparator pair’s aliases.  
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Abstract: The massive dynamic virtual computing systems often generate large number of files as checkpoints 

for fault tolerance. In computational grid the vulnerability of node is high, so nodes more prone to frequent 

failures due to heterogeneous and autonomic nature of grid computational resource. To facilitate this, grid 

resources takes checkpoints to recover loss several hours/days of computation using replication. Replication is 

one of the widely used methods to provide fault tolerance in computational grid environment. In this work we 

have developed an automation of checkpoint replication by using Two Level Scheduling Strategy model, so as to 

select optimal failure resources to reduce checkpoint replication in computational grid. The failure can be 

systematically restarted with minimal interval of time for each grid resource using automatic replica (context 

file). The experimental results has shown that the proposed Automatic File Replication- AFR methodology 

considerably reduces the replication overhead, delay, storage space and turn-around time when compared to 

adaptive replication approaches. 

Keywords: automatic replication, fault tolerance, computational grid. 

______________________________________________________________________________________ 

 

I.  Introduction 

Computational grid is an independent multiple-owner heterogeneous architecture to accomplish huge 

computationally intensive tasks. The computational grids are the current trend advanced technology to 

execute the large scale application in assorted heterogeneous resources. Advanced computing technologies 

are changing to virtual resources sharing, resource pooling in dynamic environment [4, 6]. Most frequently 

computational grid faces problems with delay and job failures due to heterogeneity and autonomic nature of 

grid’s resources. Many times computational grids are prone to failure due to lack of proper resource 

scheduling and fault tolerance mechanism. So the failure rate of the nodes is relative to the number of 

processors. The computational grid workload-logs study says that system failure occurred 2 to 5 times per 

day on a large computing system which has about on average of 5000 processors [18]. Even though the 

number of failures or failure rate of each processor is somewhat low, it might affect the node’s reliability. 

As a result it is need to make a fault tolerant system. Most of the computational problems, the complexity is 

habitually exacted using the number of failure nodes with respect to the number of calculations necessary to 

solve them and to find the complexity. So the large computational problems take much time to solve it. In 

many algorithms computational problems which have more calculation and computational capability such 

as climatologic forecast, analysis of weather forecasting, scientific simulations, seismic analysis and the 

genome sequencing like many computational applications needs to investigate more number of parameters 

which requires large scale parallel processing systems. High performance computing (HPC) can be used 

effectively to solve and address these types of issues. In HPC the jobs are allocated to complex 

heterogeneous group of dissimilar nodes, in order that jobs might be executed concurrently in independent 

nodes or processors [1, 27]. 

Typically these sophisticated computational resources require fault tolerance mechanism. According to the 

large scale, dynamic virtual computational resources such as NASA iPSC, LANL CM5 replica-logs traces 

shows that job delay or job failure is the major challenging task to provide fault tolerance [2, 3, 7]. Since 

very robust fault tolerant checkpointing, replication and scheduling algorithms are used to handle various 

resource allocations in computational grids. However there are some performance issues needs to enhance 

the parameters such as number of replication overhead, replication process context storage space and low 

throughput. Consequently the major issue in fault-tolerance is to effectively tolerate failures using job 

replication and fault-tolerant job scheduling to make efficient failure handling mechanism in presence of 

faults. Currently using techniques for fault tolerance in the widely held computational applications are 

adaptive checkpointing and replication. Since most of the job replication techniques are not merely based on 

scheduling algorithm [3, 14].Since very robust scheduling algorithms are used to handle various resource 

allocation in computational grids. However, it is necessary in earlier studies to remedy the failures and delay 

of executing jobs with respect to resource availability, which can handle scheduling and failures in any large 

scale high performance computational applications [15, 16]. The major issue is fault-tolerance with regard 

to job scheduling and failure handling mechanism. Currently using techniques for fault tolerance in the 
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widely held computational applications are adaptive replication or without checkpoint automation and 

replication [21].  

The main objective of computational grids is to execute large computational tasks more effectively to 

improve throughput and to save processing time. Therefore the user submits jobs to the Grid Scheduler (GS) 

along with their Quality of Service (QoS) requirements. These requirements may include the deadline in 

which users want jobs to be executed, the type of the resources required to execute the job and the type of 

the platform needed. The GS of the present scheduling systems allocates each job to the most suitable 

resource. In case of fault free resource, the results of executing the job are returned to the user after 

completion of the job. If a grid resource fails during the execution of a job, then that job is rescheduled on 

another resource which starts executing the job from scratch. This leads to more time consumption for the 

job than expected time so that the user’s QoS requirements may not satisfy [4, 24]. In this paper we have 

presented heuristics that resolves number of replica overhead issue so as to provide high job throughput in 

presence of failure [25]. 

 

II Automatic File Replication Service 

The major drawbacks in most of grid simulators such as SimJava, Bricks, MicroGrid, SimGrid, MicroGrid, 

SimGrid, GangSim, MONARC, OptorSim, EcoGrid, Opportunistic Grid, SchMng are based on scheduling of 

jobs to grid resources and lack of synchronization among the simulation components and the grid middleware. 

These are all based on to simulate scheduling of jobs, job migration, replication analysis etc. Most of these 

simulators don’t analyses overhead of grids completely and not support for fault tolerant analysis such as 

checkpointing and replication, whenever a node fails it has to recover from last saved checkpoint to overcome 

job delay. But many times there is an overhead due to many replicas files in without appropriate file replication 

automation approaches. The simulators GridSim for scheduling of jobs and OptorSim data replication analysis 

toolkit are java based simulation toolkits. In order to tackle this we have proposed an optimal checkpoint 

replication automation strategy which effectively changes the dynamic behavior of the grid middleware working 

mechanism according to the grid resource failure information [9, 20, and 25].           

The problem of transferring a checkpoint from one site to another in real time takes bandwidth consumption and 

access delay. Data replication technique is a frequently reduce bandwidth consumption and access latency by 

taking one or more checkpoints to other sites. Two kinds of replication methods are possible. The static 

replication creates and manages the replicas manually. The dynamic replication changes the location of replicas 

and creates new replicas to other sites automatically. Judging from the fact that resources or data checkpoints 

are always changing, it is clear that dynamic replication is more appropriate for the Data Grid [5, 8]. In this we 

have observed several dynamic replication strategies proposed in earlier [20, 26]. The multi-tier hierarchical 

Data Grid architecture supports an efficient method for sharing of data, computational and other resources. In 

[11, 12], two dynamic replication algorithms had been proposed for the multi-tier Data Grid, which are Simple 

Bottom-Up (SBU) and Aggregate Bottom-Up (ABU). The basic concept of SBU is to create the replicas as 

close as possible to the clients that request the data checkpoints with a rate exceeding a predefined threshold. If 

the number of requests for checkpoint f exceeds the threshold and f has existed in the parent node of the client 

which has the highest request rate, then there is might not to replicate [13, 17 and 23]. The SBU replication 

algorithm has the disadvantage that it does not consider the relations among these historical records but 

processes the records individually. After aggregation, the checkpoint with the highest request rate will be   

replicated if the rate is above a threshold. With the exception of aggregation steps, all concepts in ABU are 

similar to the SBU replication algorithm [1, 3, and 14]. 

 

III Automatic Replication File model for computational grid 

The aim of this work is to optimize the performance of the grid in the presence of faults and to improve 

throughput value. When a fault occur a grid resource may not complete its job within the given QoS. The main 

strategy of the proposed AFR mechanism is to minimize the effect of grid faults and to reduce the fault recovery 

time using optimal automation of replication of context so as to minimize the amount of checkpoint overheads. 

To evaluate the above prototype we have considered faults history so that each resource scheduled based on the 

next sequence of pattern failures. The failure patterns can be scheduled by Two Level Scheduling Strategy to 

assign checkpoint interval and also to provide automatic failure replica (context file of checkpoint) to the grid 

resource. The interaction among different components of the AFR is shown in the following Figure.1. The AFR 

optimizes the checkpoints to improve the efficiency over the execution of the failed job from the last saved 

checkpoint [25]. Thus it reduces the response time of the job by reducing the time wasted in additional 

checkpoints storage. A grid contains multiple grid resources that provide computing services to users. The main 

component of the AFR is the cluster information to reduce the data transfer time by reducing number of 

intercommunications [19, 22]. It receives the jobs with their information from users. Job information includes 

job number, job type, and job size. Also the user submits QoS requirements for grid application, such as the 

deadline to complete its execution, the number of required resources and the type of these resources.  
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The main function of Work_Manager is to find and sort the most suitable resources that can execute the job and 

satisfy user QoS requirements. In order to perform this function, the Work_Manager connects to the 

Enternal_Schedulers to get information of all available grid resources to execute the job. The Work_Manager 

uses response time, resource failure rate and resource failure time to construct the list of suitable resources that 

can execute the job. 

 
Figure 1: GridSim Components. 

In Figure.1 GridSim architecture contains the components such as Work_Manager, Enternal_Schedulers, 

Virtual_Organization Points, and autonomous computational resources as portable batch system message 

oriented middleware (Local_Schedulers and Data_Schedulers). Each component accomplishes set of tasks, 

explained in 3.2 and 3.3. 

To solve grid application, the grid user submits the jobs along with QoS which requires large computational 

power for computation. Virtual_Organization Points gets the list of failure resources and checkpoint file 

information using computational resource replica-logs. The Work_Manager gets the failure patterns, checkpoint 

intervals and available resources from Virtual_Organization Points, optimal checkpoint automation library and 

Enternal_Schedulers respectively.  The Enternal_Schedulers gets the all the information about the resources 

like response time, failure rate and sorts the list of resources according to resource response time and make new 

list of available resources with QoS requirements to find checkpoint interval [10]. The Work_Manager finds the 

optimal checkpoints for each resource and sends the list to Enternal_Schedulers to allocate the jobs to resources. 

The Enternal_Schedulers allocates the jobs to the selected resources.  Based on the checkpoint interval the 

Virtual_Organization Points takes the snapshots (context file) from computing nodes. If any failure occurs in a 

node then latest context job file can be retransmitted automatically.  If more number of failures occurs in the 

same grid site then the computational resource can be rescheduled to another site.  Optimal checkpoint 

automation library reschedules the jobs to new grid resource through Enternal_Schedulers. Enternal_Schedulers 

collects aggregated results and ships it to grid user.  

This component takes grid application from the user which typically requires large scale heterogeneous 

resources, processing nodes with QoS of an application. Enternal_Schedulers contains information of all 

available resources in the grid required by the Work_Manager. The information includes resource speed, current 

load, resource failure rate and total failure time of each resource. For each job j dispatched by the 

Virtual_Organization Points, if Virtual_Organization Points receives a job completion message then it sends a 

message to the Enternal_Schedulers to increment S (Success) or if Virtual_Organization Points receives a 

response as failure message then send it a message to Enternal_Schedulers to increment F (Failure), if there is a 

checkpoint stored then Virtual_Organization Points dispatches the not completed part of the job along the 

checkpoint status to the second resource in the resources list, else Virtual_Organization Points dispatches the 

whole job along to the second resource in the resource list (see Figure 2). 

 
Figure 2: Interactive Job Communication Flow. 
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The Enternal_Schedulers receives and stores partially executed results of a job from children of 

Local_Schedulers and Data_Schedulers. These intermediate results are called checkpoint status. For each job 

there is only one record of checkpoint status. When Virtual_Organization Points receives a new checkpoint 

status it overwrites the old one and if it receives a job completion message from the resource it removes the 

record of such job. 

Virtual_Organization Points is an important component of AFR. The main functions of Virtual_Organization 

Points are determining the number of checkpoints for each Local_Schedulers and Data_Schedulers and the 

checkpoint interval for each job. Virtual_Organization Points receives a job with its assigned list of resources 

from Work_Manager. It connects to Virtual_Organization Points to get information about the failure history of 

grid resources assigned to the job. Based on failure rate of the resource, the Virtual_Organization Points 

determines the number of checkpoints and the checkpoint intervals for each job. Then, it submits the job to the 

first grid resource in the resources list. The Virtual_Organization Points calculates the number of checkpoints 

and the checkpoint interval for each resource using replica log files which are collected. 

The Work_Manager is the major component in grid architecture. The Work_Manager initiates the application 

with n-number of jobs to allocate grid resource. Now for each set of job the Work_Manager gets the list of 

available resources from Enternal_Schedulers. The Work_Manager sorts the suitable list of resources according 

to resource response time -RRT, failure rate –FR and average failure time -AFT. Afterwards Work_Manager 

dispatches the list to checkpoint header. The Work_Manager schedules the resources using optimal 

checkpointing approach-AFR with respect to job list acquired from Virtual_Organization Points. 

The goal optimizing checkpoint intervals is to minimize the number of checkpoints for each resource. This work 

presents the design and analysis of AFR using GridSim and implementation of the automatic replication 

checkpoint process context using OpenMPI toolkit, including high level complex applications context file 

recording, failure detection and application recovery, using BLCR framework in TORQUE. 
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Find the failure probability density function of resource using exponential distribution as 

       (4) 

 Each resource x checkpoint interval I can be generated as using Bayes formula 

CIi = P(xi | k, j) = P(k, j | xi) * P(xi)           (5) 

Differentiate interval I(x) with respect to mean and last failure of resources. 

           (6) 

          (7)
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Optimal checkpoint interval can be calculated as 

CIi_new = (l1+l2)/2                           (8) 

Where, CIi_new is the new optimal checkpoint interval. The above equations 4-8 are used to simulate grid failure 

resource with optimal number of checkpoints by using the parameters LastFailure (k) and MeanFailure (j). Here 

CIi_new is the optimal checkpoint interval which reduces the number of checkpoints, thus the checkpoint 

overheads are reduced.  

IV Replication Automation 

In our mechanism, fabrication of snapshot points are generated automatically (checkpoints) in a frequency 

predicted by the job scheduling strategies, based on OpenMPI collective function calls. The implementation of 

the automatic checkpoint operations is based on threads created in runtime, which execute the new 

functionalities inserted into OpenMPI using TORQUE. We have implemented different threads for different 

applications. The following are the scheduling strategy and thread workflow mechanism. The cycle of steps 

among the components of planned tactic of checkpoint plotting and replication are explained in equations 9 to 

14. The Hidden Markov Model (HMM) is a state machine. Here the failure states of the model are represented 

as nodes and the failure transition are represented as edges. The HMM have become the well-known and widely 

used statistical approach to characterizing the spectral properties failure prediction approaches. HMM is a 

stochastic modeling tool having an advantage of providing the high reliable and natural way of failure analysis 

for resources. HMM integrates into the systems involving information related to last and mean failure 

approaches, currently it is predominant approach for the optimal checkpointing in computational grid. HMM 

provides a method which directly estimates the conditional probability of index of failures in resource given a 

hypothesized identity for index of failures in resource. HMMs consists of two processes namely Hidden and the 

Observed process. The Hidden process consists of a collection of failure states connected by the resources. And 

each of these transactions is described by two sets of probabilities: 

 Steps involved in making HMM’s work:  

Estimating conditional probabilities to last and mean failure sequence to given a model AFR methodology. 

Finds the best checkpoint interval which is closely matches the input sequence. This enables to assign optimal 

checkpoint interval from last failures pattern. Prepare a model to using the mean and last failure parameters of 

checkpoints and its corresponding transition probabilities to best account for a checkpoint library. The failure 

patterns of the resources can find using the formula 

wj= P( xi | rj) = P(rj | xi)* P(xi) / P(rj).        (9) 

The grid Resource are sorted by using  

(rj , wj) rj  = rj  *  wj          (10) 

Finding the checkpoint interval  

CI= ∑i,j=1
n,m

 (TT(X))/N
j
f;          (11) 

Finding number of checkpoints  

CN = T
i
j/CIi;           (12) 

According to number of checkpoints the resources can be rescheduled using 

CTr
i  

%  CIi = = 0 && RE
i
r  > CIi         (13) 

  

Finding the turnaround time of the application X
n

i=1.  

TTj  = Tr
i
 *(1+CNr

i
)          (14) 

 

Throughput of the application is 

 n = N /∑TT
tp

j            (15) 

Where,  X
n
i=1 Computational jobs (x1,x2,….xn), CI- j

th
 resource failure weight, n- Throughput of an application 

X, CNj -Number of Checkpoints for resource j, TT(X)- Total turnaround time of  application X. 

Computational grid User can submit jobs through the grid user interface. The application interface receives user 

jobs and transforms to scheduler. Typically the job information consists of job number, job type, and job size 
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also receives Quality of Service requirements of each job such as the deadline to complete its execution, the 

number of required resources and the type of these resources. The scheduler assigns each job to the most 

reliable, suitable, and available resource to execute the job. The most reliable resource is the resource that has a 

lower fault rate.  

V. Performance Evaluation 

In this experiment, applications with 10 to 200 jobs with 10-200 faults are modelled. The size of each job replica 

context is approximately selected from 1 KB up to 250 MB. The number of resources in the grid can reach up to 

4 clusters with cluster have 30 nodes. Different simulation experiments have been conducted with variation in 

the total number of jobs submitted to the grid and measuring the throughput, turnaround time and the tendency 

of resources to fail. The proposed AFR approach is compared with the combination of Two level replication 

strategy (TLRS) with Two level scheduling strategy (TLSS), Structure based on internet hierarchy (BHR) with 

TLSS, Least Recently Used (LRU) with TLSS the details of that experiment can be found in Table-1. Based on 

the experiments the following graphs Figure 3 and Figure 4 are plotted. In this experiment, applications with 

100 to 2000 jobs with 10-200 faults are modeled. The size of each job is randomly selected from 1 KB up to 10 

MB. The number of resources in the grid can reach up to 10. Different simulation experiments have been 

conducted with variation in the total number of jobs submitted to the grid and measuring the throughput, 

turnaround time and the tendency of resources to fail. The proposed AFR approach is compared with the other 

replications methods, the details of the experiments are be found in Table-1&s. Based on the experiments the 

following graphs Figure 3 and Figure 4 are plotted. 

Replication Algorithm  

Number of Jobs 

10 50 100 150 200 

AFR 350 1750 3600 4700 7200 

TLRS+TLSS 360 1800 3800 4800 7500 

BHR+TLSS 365 1850 3900 4940 7650 

LRU+TLSS 370 1880 4100 5100 7900 

Table 1: Average replication time (sec). 

Replication Algorithm  

Number of Jobs 

10 50 100 150 200 

AFR 14 64.81481 124.1379 156.6667 218.1818 

TLRS+TLSS 14.4 66.66667 131.0345 160 227.2727 

BHR+TLSS 14.6 68.51852 134.4828 164.6667 231.8182 

LRU+TLSS 14.8 69.62963 141.3793 170 239.3939 

Table 2: Average storage usage (mbs). 

The Table-1& 2 shows the comparison between AFR approach with TLRS, TLSS, BHR and LRU with TLSS 

strategy [7, 28]. Most of the existing grid simulators like GridSim, SimGrid do not support fault-tolerant 

scheduling and checkpointing. To assess the optimal replica file automation operation, we have arranged 

heterogeneous nodes called NUMA Non-uniform memory architecture environment in TORQUE resource 

manager which composed of 50 nodes, running Open SUSE Linux 12.2. Each node has 1 GB RAM, 1 GB swap 

and a Gigabit network card. We have taken the first five nodes to operate Open SUSE Linux with TORQUE 

resource manager and the remaining nodes to execute Windows-XP to access and operate the jobs through Putty 

software. The TORQUE resource manager assigns the jobs to the idle resources. We have used the Networking 

File System (NFS) to store replica context into the checkpoint server so that if any one node fails then 

chronologically the last saved context file can be accessed automatically. At present our claim methodology 

ropes optimal replica automation for large scale grid application small statistical samples. We have installed 

TORQUE resource manager service on all nodes and applied auto replica generation based on optimal 

replication interval. Since it improves the performance of the grid application in presence of a failure when 

compare to TLRS&TLSS approaches.   
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Figure 3: Processing time comparison by varying number of jobs. 

 

   
Figure 4: Space comparison by varying number of jobs 

The Figure 3, Figure. 4 depict processing time and space comparison of checkpoint algorithms respectively. The 

proposed system depends on average failure time and last failure rate to make optimal checkpointing decisions 

using HMM model. The checkpoint interval is calculated merely using resource failure rate prior information. 

The performance of AFR algorithm is compared with LRU, BHR and TLRS in which these algorithms depend 

on TLSS scheduling to make replication. But the AFR method uses resource fault index to make replication 

using Hidden Markov Model states (HMM) to make replica scheduling for calculating effective prediction 

based replication files. Experimental results show that AFR approach effectively replicates jobs in the presence 

of failures. It improves the turnaround time and throughput when compared with the adaptive checkpointing 

algorithms. Moreover the failure tendency for the proposed AFR methodology is far better than the 

TLRS&TLSS algorithm. Thus, it can be concluded that the proposed scheduling system provides better 

performance when compared to adaptive Algorithm. In this approach the failure history of resources must be 

known in prior to make the optimal replication approach using fault tolerant scheduling approach. If the 

computational resources are new then checkpointing interval might be unpredictable.  

VI. Conclusions 

In this work we have proposed an Automatic File Replication mechanism for computational grids. Here the 

optimal replica files are calculated using the predicted failure patterns of resources using HMM. The unique 

optimal replica context files are generated for each resource, which yields reduction in number of context 

replicas. Hence this methodology considerably reduces the replication overheads by reducing number of context 

files. The developed AFR model which shows better turnaround time, storage space and throughput of different 
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jobs compare to LFU and TLSS algorithms. Experimental results show that AFR methodology effectively 

tolerates the resource failures. Therefore we conclude that the developed checkpointing system provides better 

performance when compare to adaptive replication approaches. 
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Abstract 
 

The TORQUE resource manager tool provides an environment for open-

source batch processing jobs and distributed computing nodes, which 

simulates grid based operating system based on Open SUSE Linux. To 

generate consistent checkpointing for grid applications we used a distributed 

grid check pointing service called Torque GCP. This service is considered to 

support various checkpointing protocols and different checkpointing packages 

such as BLCR, Open MPI in an efficient manner. In this paper, we combined 

both the features of last failure and mean failure checkpointing protocol with a 

FTCS scheduling strategy to generate consistent check pointing using Torque 

GCP service. To assess this prototype we run it within a heterogeneous 

environment composed of autonomous computing nodes in different LAN 

cluster. The experimental results prove that the capability of the Torque GCP 

service to integrate different optimal checkpointing protocol in a distributed 

application within a heterogeneous computational grid. Furthermore, the 

performance valuations also prove that our solution better performs than the 

existing checkpointing approaches in terms of space and throughput. 

 

 

Introduction 
A Grid is a type of distributed computational environment which supports resource 

sharing, coordinated use of geographically dispersed nodes and autonomous 

management of physical and dynamic virtual organizations that share the common 

goal of solving large-scale applications. The increasing demands of computational 

power of large scale applications, grids become popular managing and running large 

computing resources during the last fifteen years. Computational Grids provide a 

large-scale distributed environment for the execution of various forms of 

computational and data relevant applications such as particle system simulation 

studies, weather prediction etc., across many varied resources [5].  These large 

applications executing on Grid or cluster architectures consisting of computational 

nodes often creates problems with reliability. The source of the problems is node 
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failures and job delay which leads to dynamic configuration over extensive runtime 

[2]. 

Computational Grids and Cluster Computing architectures have gained popularity 

for computationally intensive parallel applications. However, the complexity of the 

organization, consisting of autonomous computational nodes, large storage, and 

interconnection networks, poses great difficulties with respect to overall system 

reliability. Simple tools of reliability analysis show that as the difficulty of the system 

increases, its reliability, and thus, Mean Time to Failure (MTF), decreases [8]. The 

reliability of the computational grid systems is computed as the product of the 

reliabilities of all system components or nodes. For applications executing on large 

clusters or a Grid, the long-time execution tasks may exceed the MTF of the 

infrastructure and, thus, reduce the execution infeasible. The high failure probabilities 

are due to the fact that, in the absence of appropriate fault tolerance mechanisms, the 

failure of a single node will cause the entire execution to fail or delay. Hence this 

simple example does not even reflect network failures, which are typically more 

likely than computer failure. Fault tolerance is thus necessity factor to consider avoid 

failure in large applications, such as found in scientific computing, executing on a 

Grid, or large cluster [6]. Efficient technique of fault tolerance for distributed 

applications is periodic checkpointing. But this checkpointing approach further leads 

to more number of checkpoints overhead due to appropriate checkpointing algorithm. 

The following sections discuss the various checkpointing studies, limitations and 

proposed solution with results [10]. 

 

 

Torque Grid Check pointing Service 
In this section we briefly describe the architecture of the Torque Grid Check pointing 

service (Torque GCP) and its components related to optimal checkpointing [23]. Fault 

tolerance technique based on checkpointing can be used to save the process state of 

the application on secondary storages so as to recover checkpoint in the time of failure 

or job delay. Moreover, checkpointing and replications are crucial in the process of 

virtual grid resource in order to distribute the jobs across multiple resources the Open 

MPI is used [11,12, 15, 17]. 

 

 
 

Figure 1: Torque Grid Check pointing architecture 
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In figure 1 it shows that the computational jobs large application chunks can be 

distributed across many resources, most of the times it is not sufficient to exclusively 

rely on the discrete checkpoints of the processes in order to compute consistent global 

state. The messages needed to be handled otherwise it can lead to inconsistent 

checkpoints [5]. The checkpoint context files are process states whose receive events 

are part of the destination process checkpoint but the corresponding send events are 

lost. In case of a recovery the destination process would receive that checkpoint 

context twice, which could result in unpredictable application behaviour. On the other 

hand, checkpoint context occur when the send events are part of the sender-side 

checkpoint, however the receiving events are lost. As a consequence, checkpointing 

protocols and adaptive checkpointing systems are needed in order to address the 

problem of inappropriate checkpointing. In the two common checkpointing protocols, 

the processes uncoordinated their checkpoints or take them independently. Some 

examples for adaptive cluster-level checkpointing include BLCR and Open MPI [21, 

22], which supports both protocols within MPI which integrates the checkpointing 

protocol [18, 19 ]. 

Computational Grids are large-scale distributed and heterogeneous resources 

which can be composed out of hundreds or thousands of nodes. It is clear that 

accuracy of each grid node to use one checkpointing approach. Therefore, in order to 

achieve fault tolerance for large computational applications in grids, TORQUE 

deploys a heterogeneous grid check pointing service called Torque GCP. This service 

is designed to support different checkpointing protocols and address the fundamental 

checkpointing packages in a obvious manner through a uniform interface. Even with 

the general design of this service, until recently it only implemented the coordinated 

checkpointing protocol [9, 10]. But with computational grid environment where data 

and computing resources of one application can be dispersed across hundreds or 

thousands of grid nodes, coordinated checkpointing can be expensive in terms of 

scalability [10]. Also, the entire grid application needs to be replicated in the event of 

a single node failure. Thus, in additional more number of checkpoints overhead and 

consistency of checkpoints is added to the replication and storage infrastructure [20]. 

In this paper, we present the design and implementation of a solution for Optimal 

check pointing within Torque GCP. Therefore, we describe all the necessary steps 

towards this goal. This involves consistent dependency tracking among processes, 

transparent selection of the underlying checkpoint interval, monitoring the process 

failures, computing a consistent global state of the information and retrieval of an 

application. Our solution is not bound to a specific checkpointing approach and can be 

obviously used on any existing checkpointing package. 

The result of this work is an extended Torque GCP service with the support of two 

checkpointing protocols, which is able to checkpoint an application distributed across 

different checkpointing packages. This is the first work dealing with integration 

aspects of Optimal checkpointing in grids [7]. We have confidence in our results can 

help future works to identify the issues related to implementing consistent 

checkpointing protocols in large heterogeneous environments such as computational 

grids or cloud computing etc. 
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The next sections of paper are organized as follows. Section 3 outlines the 

integration of Optimal check pointing within Torque GCP. Section 4 describes the 

results from the performance evaluation of our prototype. Finally, Section 5 reports 

the paper with conclusions and future work. 

 

 

Implementation of Optimal Check pointing Within Torque GCP  
Check pointing is the commonly used technique for fault tolerance and improving 

system availability and reliability. It stores the status of current application state, and 

then it can be used for restarting the execution in case of failure avoiding the job to 

start from beginning.  

The main drawback of unconditional classical checkpointing approach called 

periodic checkpointing, which performs checkpoint operation periodically whether 

the job is executed on a stable resource. This approach generates lot of checkpoints, 

sometimes the checkpoint operation time may exceed the normal processing times.  

According to the adaptive checkpointing scheme, it uses the information about the 

remaining job execution time, time left before the deadline and the expected 

remaining needed, to decide whether checkpointing is to be done or not [13, 14]. It 

also gives information on when the next checkpoint request need to be given. There 

are two methods in adaptive checkpointing scheme Last Failure Dependent Check 

pointing (Last Failure CP) and Mean Failure Dependent Check pointing (Mean 

Failure CP). In Last Failure CP algorithm it omits unnecessary checkpoint placement 

with reference to the total execution time and failure frequency of the resource. This 

algorithm keeps a time stamp LFr that gives the time when the last failure had 

occurred. Initially checkpointing request will be given at time interval I and then 

request will be executed by Grid Scheduler by comparing whether tc-LF<=Er
j
, where 

tc is the current time and Er
j 
is the execution time of job j on resource ,if the condition 

is true then checkpointing is allowed otherwise checkpointing is omitted [1]. In fault 

tolerant checkpoint scheduling system (FTCS) [24], this effectively schedules the jobs 

in the presence of failures [3].  This approach depends on mean failure time and the 

failure amount of resources combined with resource response time to make 

checkpoint scheduling decisions. In this approach, if any one of mean failure rate or 

resource response time or response time of resource fails then this approach fails to 

get better checkpointing scheduling decision [15, 16]. 

Now our approach integrates the adaptive checkpointing schemes [1,3 and 24] to 

get better consistent checkpointing approach. To make this the last failure rate and 

mean failure rate are considered from the resources, and then finds the appropriate 

checkpoint interval for each node. Let resource failure rate RF [24], last failure rate 

LF, mean failure rate MF, and fix k and j values derived from the grid workload logs 

[4], then find probability density function(pdf) of an exponential distribution as. 
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Now, differentiate the probability density functions with respect to last failure rate 

and mean failure rate combine to get predictive checkpoints with optimum checkpoint 

intervals. 

 

  

Then we have found consistent checkpoint interval using the following equation.  

 

By using the above formulae [24], we have found consistent checkpoint interval 

for job failures in computational grid.  In such a case, the Torque GCP service 

computes consistent global states based on the last failure and mean failure with 

integration of overall resource failure to integrate each job unit and restores the job 

units afterwards. The consistent checkpointing scheme identifies the job units 

belonging to the job based on the workload log meta information. Then, the last and 

mean failure information is loaded and the consistent checkpoint of the application is 

generated. We use the Torque GCP mechanism to stores a restart replication context 

file and restart them within this replication before starting the job checkpoint 

execution. 

 

 

Performance Evaluation of Torque GCP 
According to the presumed settings we have inspected different applications with 

adaptive method such as periodic, Last Failure CP, Mean Failure CP, and Fault 

tolerant checkpoint scheduling. Here we have experimented mathematical, computers 

and mechanical engineering applications in 50 nodes with varying number of 

processes (i.e., threads or subtasks using forks) and checkpoints.  

 

Table 1: Check pointing approaches comparisons 
 

Checkp

ointing 

Approa

ches 

Job

s  

Sub

mit

ted 

No. of Jobs Executed 

in different intervals 

Avg no. of 

Checkpoints in 

different intervals 

Avg. Job Execution time 

(min) in different 

intervals 

Avg CKPT Space (kb.) in 

different intervals 

0.0

1 
0.5 1 5 

0.0

1 
0.5 1 5 0.01 0.5 1 5 0.01 0.5 1 5 

Periodic 

Checkpo
inting 

500 
28

0 

42

0 

38

0 

31

0 

98

0 

40

0 
50 20 9 7.8 8 8.2 122.5 50 6.25 2.5 

Last 

Failure 

Depende

nt CP 

500 
32

0 

39

0 

33

0 

42

0 

28

0 

12

0 
60 20 7.8 7.6 7.5 7.8 35 15 7.5 2.5 

Mean 

Failure 

Depende

nt CP 

500 
45

0 

42

0 

41

0 

42

0 
75 

16

0 

19

0 
80 6.5 7 7 7.2 9.3 21 24 9.8 

FTCS 500 
34
0 

38
0 

41
0 

46
0 

25
0 

20
0 

10
0 

80 7.4 7.4 7.2 7.3 32 25 12.4 9.6 

Torque 

GCP 
500 

39

0 

41

0 

44

0 

47

0 

15

0 
90 

10

0 
60 7.3 7.3 7.2 7.1 18 12 11 7.8 



25962  Ch. Ramesh Babu 

     We have evaluated the Torque GCP check pointing protocol using the different 

approaches such as shown in the Table I with some application within a 

heterogeneous environment consisting of single PC-nodes and Linux cluster. 

Therefore, we have measured the time, it takes to checkpoint this application when it 

opens up to 50 communication channels and sends jobs takes the checkpoints at 

intervals of 0.01,0.5,1 and 5 minutes. The result from this evaluation is that it takes 

approximately 4.25 hours to synchronize the processes. However, the results show 

that the adaptive checkpointing approaches have inconsistent over number of jobs 

executed, average number of checkpoints generated, the average time execution of 

application and the average storage space of a checkpoint context file etc as shown in 

the Figure 2,3,4and 5. Our approach Torque GCP got consistency over all checkpoint 

duration.  

 

 
 

Figure 2: Jobs successfully executed 

 

 
 

Figure 3: Average number of Checkpoints 
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Figure 4: Average Job Execution time (min) 

 

  
 

Figure 5: Average CKPT Space (kb.) 

 

 

Conclusions 
In this paper, a Torque GCP check pointing system for computational grids is 

proposed and evaluated. The performance evaluation of consistent check pointing 

approach Torque GCP got better consistency when compared with the periodic CP, 

Last FCP, Mean FCP and FTCS schemes. The metrics used for evaluation are 

processing time, throughput and checkpoint storage space. The experimental results 

show that Torque GCP have consistency over adaptive approaches. It is observed that 

the throughput and over all processing time for the proposed system got better results 

over Mean FCP. Thus, it is concluded that the proposed Torque GCP provides 

performance consistency over the adaptive approaches.  
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ABSTRACT 
Internet of Things (IoT) is allowed to 
communicate the connected objects via the 
Internet. IoT can benefit from the boundless 
capabilities and resources of cloud 
computing. Due to the cloud market 
becomes more competitive and open, 
Quality of Service (QoS) will be more 
important. However, cloud providers and 
cloud consumers have different, and 
sometimes opposite, preferences. To balance 
effectiveness and accomplishment rate, the 
present paper propose a mixed approach for 
cloud service negotiation, which is based on 
the “game of chicken”. To evaluate the 
effectiveness of this approach, experiments 
are conducted on extensive simulations. 
Results show that a mixed negotiation 
approach can achieve a higher utility than a 
concession approach. 

INTRODUCTION 

Internet of Things (IoT) allows objects like 
computers, sensors, mobile phones, etc. to 
communicate via the Internet. IoTis 
expected to be a worldwidenetwork of 
interconnected objects [1]. It is characterized 
by limited capacitiesand constrained 
devices, and its development depends on 
newtechnologies including cloud computing. 
IoT can benefit fromthe unlimited 

capabilities and resources of cloud 
computing.Also, when coupled with IoT, 
cloud computing can in turn dealwith real 
world things in a more distributed and 
dynamic manner. 

Cloud services are easier to access and use, 
cost-efficient, and environmentally 
sustainable. As they eliminate large upfront 
expenses in hardware and expensive labor 
costs for maintenance, cloud services are 
beneficial to small- and medium-sized 
enterprises.Cloud services are Internet-based 
IT services. Infrastructure as a Service 
(IaaS), Platform as a Service (PaaS), and 
Software as a Service (SaaS) are three 
representative examples [2], [3]. However, 
cloud providers and cloud consumers have 
different and sometimes opposite 
preferences. For example, a cloud consumer 
usually prefers a high reliability, whereas a 
cloud provider mayonly guarantee a less 
than maximum reliability in order to 
reducecosts and maximize profits. If such a 
conflict occurs, a ServiceLevel Agreement 
(SLA) cannot be reached without 
negotiation. 

Tocreate a proposal, a negotiation agent can 
adopt two strategies i.e. concession and 
tradeoff. However, if information is 
incomplete,it may cause miscalculations, 
and so underperform theconcession one in 
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terms of success rate. To balance utility 
andsuccess rate, in this paper propose a 
mixed approach for cloudservice 
negotiation, which is based on the “game of 
chicken.” Inother words, if a party’s 
counterpart uses a concession strategy, itis 
best to adopt a tradeoff one; if a party’s 
counterpart uses atradeoff strategy, it is best 
to adopt a concession one; and if aparty is 
uncertain about the strategy of its 
counterpart, it is best tomix concession and 
tradeoff. In fact, those are the three 
Nashequilibrium of a negotiation game with 
two pure strategies. A mixed negotiation 
approach based on the “game of chicken,” 
which can balance utility and success rate. 
In particular, if a party has no knowledge of 
which strategy that its counterpart will play, 
it is best to mix concession and tradeoff in 
negotiation.to evaluate the effectiveness of 
the mixed negotiation approach. We first 
test the impact of different parameters on 
negotiation results and then conduct Monte 
Carlo simulations. Results show that the 
mixed negotiation approach can achieve a 
higher utility than a concession approach, 
while incurring fewer failures than a tradeoff 
approach, which demonstrates its 
effectiveness. 

The rest of the paper is structured as 
follows. Section II describes multi-attribute 
bilateral negotiations where concession and 
tradeoff strategies are detailed and proposes 
a mixedapproach for cloud service 
negotiation, which is based on the“game of 
chicken.’ Section III results and discussions 
analyzes results. Conclusion are given in 
section IV 

Section II: Proposed Approach 

To balance usefulness and accomplishment 
rate, the present propose a mixed negotiation 
approach for cloud service negotiation, 
which is based on the “game of chicken.” 

Two-Player Negotiation Game 

In a negotiation game, a selfish agent’s 
utility remains thesame with a tradeoff 
strategy, whereas its utility is decreased 
witha concession one. As the agent attempts 
to maximize its utility, itseems that it should 
stick to the tradeoff strategy instead of 
theconcession one. If the agent and its 
counterpart both adopt thetradeoff strategy, 
unfortunately, it is very likely that a 
failurehappens, whereupon both receive the 
worst utility. It thusbecomes a dilemma. 
This indicates that how to play concession 
and tradeoff strategies is of utmost 
importance. However, to thebest of our 
knowledge, no previous work deals with this 
problem.In fact, we first identify the 
problem and model it with the “gameof 
chicken,” which goes as follows [2]. Two 
boys, say Alan andBob, want to prove their 
manhood. They drive toward each otherat 
breakneck speed. The one who swerves 
loses face andbecomes a “chicken,” whereas 
the other who stays, of course,proves his 
manhood and becomes a hero to his friends. 
If bothswerve, nothing is proved. If neither 
swerves, they crash intoeach other with 
potentially disastrous results. 

A possible payoff matrix of the game 
of chicken is shown inTable II, where a 
number only has a relative 
significance,namely, the greater the number, 
the higher the payoff. A Nashequilibrium is 
“a situation in which each player in a 
gamechooses the strategy that yields the 
highest payoff, given thestrategies chosen by 
the other players” [4]. The “game 
ofchicken” has two pure strategy Nash 
equilibrium. One is for Alanto swerve and 
for Bob to stay, whereas the other is for 
Alan to stayand for Bob to swerve. In fact, if 
Alan swerves, Bob is better offstaying 
(payoff 1) than swerving (payoff 0). 
Conversely, if Alanstays, Bob is better off 
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swerving (payoff −1) than staying payoff 
−10). So, those are the two pure strategies 
Nashequilibrium. Below, we give a formal 
description for Nashequilibrium [5]. 

Definition 1 (Nash Equilibrium): A Nash 
equilibrium is astrategy profile  

s* = (s*Ri,Rs*R-iR) such that each 
player,i(i=1,2,3,…,n), has no incentive to 
deviate from its currentstrategy, s*RiR, given 
the strategy profile, s*R-iR, of the other players. 

Ageneral payoff matrix of a two-player 
negotiation game withconcession and 
tradeoff strategies is shown in Table III, 
where aR1R,aR2R,bR1R,bR2R,cR1R.cR2R,dR1R,dR2R belongs to R 
and aR1R ≥ aR2R>bR1R≥bR2R>cR1R≥ cR2R>dR1R≥dR2R . It should 
be noted that, here, the game is 
asymmetric,in that the two players are 
distinguishable from eachother, and is more 
applicable, in that it generalizes the “game 
ofchicken.”  

ProposedAlgorithmic Description: 

Algorithm 1 implements a mixed 
negotiation approach. It works as follows. 
First, in line 1, agent isends V―its initial 
proposal―to agent j , and waits for a 
response. If j does not accept V and j’s 
counter proposal is not acceptable to i,then 
iadopts a mixed approach in the while loop 
of lines 2–15 tocreate a new proposal; 
otherwise, true is returned in line 16.Here, a 
party’s acceptance criterion is that the utility 
receivedfrom a proposal is no less than that 
of its reserved proposal,and the values 
received from the proposal do not go beyond 

its reserved values.  

Next, in line 4, uses function random 
to generate a randomnumber between 0 and 
1 for variable r. In lines 5–10, if r <1-
p,which implies that a concession strategy is 
triggered, Iusesfunction concession to create 
a new proposal, wherePRrR{ r<1-p } = 1-p. In 

line 6, is increased by one, eachtime the 
condition is triggered. It should be 
mentioned thatconcession is a function that 
implements a concession strategyof a multi-
attribute negotiation. Refer to [30] for its 
algorithmicdescription. If r ≥ 1-p, which 
implies that a tradeoff strategy istriggered, 
uses function tradeoff to create a new 
proposal, wherePRrR { r ≥1-p } = p. In line 9, 
kR2Ris increased by 1, each time thecondition 
is triggered. The Mixed approach algorithm 
is shown below 

Algorithm: Mixed Approach (V, W, 
F, , p) 

Input:arrayV with raw values of 
nattributes 

arrayW with weights of 
nattributes 

array F with flags of n 
attributes 

A flag indicates whether an 
attribute is higher-is-better 

parameters and  (0<
, <1)which indicatethe rate 
of concession and the rate of 
tradeoff at a 
time,respectively; 

parameterp( 0<p<1)swhich 
indicates the probabilityof 
playing tradeoff, or p-for 
short 

Output: true if succeed and false 
otherwise 

Step 1: agent sends V to agent and 
waits for a response 

Step 2: while agent j does not accept 
V and j’s counter proposal is not 
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Step 3: acceptable to agent i 

Step 4: r = random(0,1) 

Step 5: if r  is less than 1 –p then 

Step 6: kR1R = kR1R +1 

Step 7: V = concession(V, W, F, kR1R

) 

Step 8: otherwise 

Step 9: kR2R = kR2R +1 

Step 10: V = tradeoff(V, W, F, kR2 R 
) 

Step 11:k = kR2R +kR1 

Step 12: if V is out of bounds then 

Step 13: return FALSE 

Step 14: otherwise 

Step 15: agenti sends V to agent and 
waits for aresponse 

Step 16: return TRUE 

It should also be mentioned that tradeoff is a 
function that implements a tradeoff strategy 
of a multi-attribute negotiation. Refer to [6] 
for its algorithmic description. In line 11, k 
counts the total number of negotiation 
rounds. 

Finally, in lines 12–15, if V is out of bounds, 
false is returned;otherwise, agent sends, 
whose values are adjusted, to agentas a new 
proposal, and waits for a response again. 
The processrepeats until either success or 
failure occurs. In this process’sutility of the 
current proposal can remain the same 
(moves alongits current indifference curve) 
or be reduced (moves down to itsnext 
indifference curve). It can be proved that 
Algorithm 1converges and terminates in a 

finite number of rounds. Referto [6] for the 
proof.  

It should be noted that the mixed approach 
we adopt in negotiation exhibits a certain 
degree of intelligence. Just as Turing [7] 
pointed out in Computing Machinery and 
Intelligence, “Intelligent behavior 
presumably consists in a departure from the 
completely disciplined behavior involved in 
computation, but a rather slight one, which 
does not give arise to random behavior, or to 
pointless repetitive loops.”  

EVALUATION AND ANALYSIS 

We conduct extensive simulations to 
evaluate the mixed approach for cloud 
service negotiation. First, we describe the 
experimental setup. Next, we describe the 
parameter setup. Finally, we report and 
analyze simulation  results. 

Experimental Setup 

All simulations are conducted on a Lenovo 
Think Centre desktop with a 2.80-GHz Intel 
Pentium Dual-Core CPU and a 2.96-GB 
RAM, running Microsoft Windows 7 
Professional Operating System. The 
simulations are implemented with Java 
under NetBeans IDE 7.2.1 with JDK 7u13. 
An alternating-offers protocol is adopted as 
the negotiation protocol, and a mixed 
negotiation strategy is compared with 
concession and tradeoff strategies. The 
negotiation process works as follows. First, 
without loss of generality, a SP sends its 
initial proposal to a SC. Next, if the proposal 
is accepted by the SC, negotiation ends 
successfully; otherwise, the SC uses either 
mixed, tradeoff, or concession negotiation 
approach to create a counter proposal. After 
that, the SC sends back the counter proposal 
to the SP, and the negotiation process 
repeats. The 
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process ends once a proposal or a counter 
proposal is accepted, and it fails if no 
proposal is acceptable to both parties. Java 
multithreading, which allows multiple tasks 
in a program to be executed concurrently, is 
the ideal technique to simulate the 
negotiation process. A thread is the flow of 
execution, from beginning to end, of a 
task.Wemodel the behaviors of the SP and 
the SC as two threads. In particular, we use 
thread synchronization techniques to 
coordinate their behaviors, and a shared 
object to exchange their proposals and 
counter proposals.  In our software 
prototype, there is a QoS matrix to be 
negotiated, where the SP and the SC can 
specify their QoS requirements, i.e., their 
preferred values, reserved values, and 
weights over quality dimensions AVAL, 
REL, RESP, SECY, and ELAS. In a real 
negotiation, those values would be 
keptprivate.  

TABLE III 

TWO-PLAYER NEGOTIATION GAME 

 

In our simulations, we attempt to resolve 
QoS conflicts in the motivating example. In 
other words, we use Table I as the QoS 
matrix to be negotiated. Also, there is a 
parameter variance  that can 
be used to generate a random number within 
a certain interval of a value, such that the 
impact of a specific data set on negotiation 
results can be reduced, if not completely 
removed. 

As to negotiation strategies, the SP and the 
SC can choose aconcession, a tradeoff, or a 
mixed approach. So, in total, thereexist nine 
combinations, i.e., CC, CT, CM, TC, TT, 
TM,MC, MT, MM, respectively, where 

stands for a concessionapproach, a tradeoff 
one, and a mixed one. Also, there 
areparameters the rate of concession << , the 
rate oftradeoff << , and the probability of 
playing tradeoff.As to negotiation results, 
success or failure can happen. In thecase that 
success occurs, QoS conflicts are resolved, 
and the newvalues agreed to by the SP and 
the SC are output. In the case thatfailure 
happens, relevant information about the 
failure is output.Also, there is parameter 
tolerance << , within which asolution whose 
values go beyond a party’s reserved values, 
butits utility is no less than its reserved 
utility is still acceptable. So, arigid cutoff 
value is avoided, and the chance of success 
increased.In fact, it is the acceptance 
criterion that we adopt in oursimulations.To 
fully understand the impact of different 
parameters onnegotiation results, we 
conduct a series of simulations wherethe SP 
and the SC both adopt a concession, a 
tradeoff, and a mixed approach, 
respectively. Refer to [30] for those parts. 
Wekeep, without further details, in our 
simulations. Unless specified otherwise,we 
keep the gap in preferred values as 0.11, 
0.20, 0.60,0.05, and 0.06, and the gap in 
reserved values as 0.19, 0.10, 0.20,0.15, and 
0.14 for AVAL, REL, RESP, SECY, and 
ELAS,respectively, in our simulations. Also, 
we set the maximumnegotiation round, as 
most negotiations can finish in nomore than 
20 rounds.In our simulations, agents’ 
preferences are kept private so wecannot 
apply Theorem2 here. However, it does give 
us some hintson how to choose. As a general 
rule, if competition is high, asmall value is 
preferred; otherwise, a large value is 
preferred. 

CONCLUSIONS: 

A tradeoff approach can outperform a 
concession one in terms of utility, but may 
incur more failures if information is 
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incomplete. To balance utility and success 
rate, we propose a mixed approach for cloud 
service negotiation, which is based on the 
“game of chicken.” In particular, if a party is 
uncertain about the strategy of its 
counterpart, it is best to mix concession and 
tradeoff strategies. In fact, it is a mixed 
strategy Nash equilibrium of a negotiation 
game with two pure strategies, which 
provides the theoretical basis for our 
approach.To demonstrate the effectiveness 
of the mixed approach, we conduct 
extensive simulations. Results show that 
when a party has no knowledge of the 
strategy of its counterpart, a mixed approach 
outperforms a concession one in terms of 
utility, and it outperforms a tradeoff one in 
terms of success rate. It should be noted that 
the mixed approach works under incomplete 
information, and so is applicable for real 
negotiations, where information is generally 
not complete. In conclusion, when one is 
uncertain about the strategy of its 
counterpart, a mixed negotiation approach, 
which exhibits a certain degree of 
intelligence, can achieve a higher utility than 
a concession one, while incurring fewer 
failures than a tradeoff one. It thus becomes 
a promising approach for cloud 
servicenegotiation. 
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ABSTRACT 
We propose anImagedecomposition 
method that can viably deteriorates a 
picture into its cartoon and composition 
segments by utilizing a portrayal of 
surface. The portrayal rests on our 
perception that the surface segment 
appreciates a blockwise low-rank nature 
with conceivable cover and shear, on the 
grounds that composition, all in all, is 
universally different however by regional 
standards decently designed. We set up a 
cartoon composition disintegration 
demonstrate as a raised improvement issue, 
where the synchronous estimation of the 
toon and surface parts from a given picture 
or debased perception is executed by 
minimizing the aggregate variety and 
BNN. Moreover, the model can deal with 
different sorts of corruption happening in 
picture handling, including smear + 
missing pixels with a few sorts of clamor. 
By revising the issue through variable part, 
the supposed rotating heading strategy for 
multipliers gets to be relevant, bringing 
about an effective algorithmic answer for 
the issue. Numerical illustrations outline 
that the proposed model is exceptionally 
particular to examples of composition, 
which improves it deliver results than 
cutting edge disintegration models. 

Index Terms-Cartoon-texturedecompo -

sition, convexoptimization, image 
restoration, low-rank interpretation, 
texturecharacterization. 

INTRODUCTION: 

Oneof the most important and longstanding 
problemsin image processing is image 
decomposition, whichplays a central role in 
a wide range of applications suchas image 
restoration, biomedical engineering, 
astronomicalimaging, remote sensing, 
pattern recognition, and computervision. In 
image decomposition, an image is often 
modeled asthe superposition of two 
meaningful components, namely, thecartoon 
component and the texture component. The 
cartoon component is the piecewise-smooth 
part having the global structural information 
of the image, and the texture component is 
the locally-patterned oscillating part. A 
popular and effective strategy to achieve 
such decomposition is to formulate it as a 
convex optimization problem, in which the 
components are characterized by appropriate 
convex priors. Indeed, under a variety of 
scenarios, image decomposition based on 
the said strategy has been extensively 
studied[1-10]. 

Very recently, Schaeffer and Osher 
proposed to interpret texture using what is 
called the Low Patch-Rank [11]. Their 
approach is mainly motivated by Robust 
PCA [12]–[15] and models the texture 
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component as an alignment of patches which 
are almost linearly dependent. For its special 
capability of capturing patterned structure, 
their cartoon-texture decomposition model, 
which we shall refer to as the LPR model, is 
shown to be superior to other existing ones 
in terms of texture characterization and at 
the same time outperforms the non-local TV 
regularization [16]–[18] in the restoration of 
well-textured images. However, it is also 
true that, because of its fully-global (not 
locally-adaptive) nature, the LPR model is 
not much suitable for characterizing 

texture having various different patterns, 
which is typical in many images, and 
thereby sometimes producing undesirable 
patterned-artifacts 

The very nature of BNN in the proposed 
model not only realizes a reasonable texture 
characterization by its low-rank 
interpretation but also overcomes the 
limitation of the LPR model by its local 
adaptivity. In addition, the proposed model 
is designed to accept various degradation 
scenarios, including blur + missing pixels 
with noise. Such a scenario was considered 
in a recent study under a Gaussian noise 
assumption. Notably the proposed model 
can also handle several non-Gaussian noise 
cases in a unified way with the associated 
convex optimization problem solvable using 
proximal splitting techniques.  

 The rest of the paper is organized into 3 
sections section 2 describe the proposed 
method and results are discusswed in section 
4 and conclusions are given in section 4 

PROPOSED METHOD:  IMAGE 
DECOMPOSITION MODEL 

This section is devoted to the proposal of an 
image decomposition model as a convex 
optimization problem, where we 

characterize the texture component using 
multiple BNN with different shear angles 
and present a guarantee of the existence of a 
minimizer. An optimization scheme based 
on ADMM for the proposed model is also 
provided with its convergence property and 
efficient implementation. 

Formulation: Consider to the estimation of 
ideal cartoon and texture components C, T∈ 
RP

N
P (N= nRvRnRhR, nRvR× nRhR corresponds tothe 

image size) from an observation v:= 
ɧ( (uorg)∈RP

M
P(M∈N), where uRorgR=C + 

T∈RP

N
P is an original image,∈ RP

M×N
Pa linear 

observation operator representing 
somedeterioration process (e.g., blur and/or 
missing pixels), andN : RP

M
P→ RP

M
Pa noise 

contamination being not necessarilyadditive. 
The proposed cartoon-texture decomposition 
(possibly with degradation) is then 
formulated as follows. 

(Cartoon-texture decomposition using 
BNN) 

 

where tRkR(k = 1, . . . , K ) are the 
sub-texture components, Z ⊂ RN
 is the set of all zero-average vectors 
defined by Z := {x ∈ RP

N
P |

 NRiR=1P

x
PiP

=
P0}, D ⊂RP

N
P  a 

(normalized) dynamic range constraint given 
by D := {x∈ RN | xRiR∈ [0, 1] (i=1, . . . , N)},
 λ∈R++,  and Fv ∈ 0 P

(
PRP

M
P )

 is a certain datafidelity function 
regarding the observation v, the proximity 
operator of which is available. Note that the 
texture component T is modeled as
 T:=RkRKR=R1P

t
Pk, where each tRkRis 

characterized by BNN with a different shear 
angle, i.e., consisting of patterns extending 
in a specific direction. 
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(a) Noiseless case: Since v = uRorgR, a 
suitable fidelity is FRvR(x) = ιCv(x), 
where ιCRvRis the indicator function of 
the closed convex set CRvR:= {x ∈ RP

M
P| 

x = v}. The associated proximity 
operator is given by proxγFRvR(x) = 
PCRvR(x) = v, where PC stands for the 
metric projection onto a nonempty 
closed convex set CI 

(b) Gaussian noise case: A standard 
choice is to use the additive _2 
fidelity: FRvR:=μ/2||  · −v||2/2(μ ∈ RR++R, 
and ||·||R2R denotes the ɧR2R norm), with 
the associated proximityoperator 
given by proxγFRvR(x) = μγv+xμγ+1 . 
An alternativechoice is the 
constrained type fidelity: Fv(x) := 
ιB2v,ε(x),where BP

2
PRv,εR:= {x ∈ RP

M
P| ||x 

–v||2 ≤ ε} (ε ∈ RR++R).The associated 
proximity operator is the metric 
projectiononto BP

2
PRv,εR, i.e., proxγFRvR(x) 

= PRBRP

2
PRv,εR(x) = x, if x ∈BP

2
Pv,ε;v + 

ε(x−v)/ ||x−v||2, otherwise. 
(c) Impulsive noise case: It is well 

known that using the ᶅR1R norm as 
fidelity measure is robust to 
impulsive noise contamination. The 
additive ᶅR1R fidelity is given by Fv := 
μ|| · −v||R1R (μ ∈ RR++R, and ||·||R1R denotes 
the ᶅR1 Rnorm), the proximity operator 
of which can be computed by the 
soft-thresholding: for i= 1, . . . , M, 
by 

 

wheresgn denotes the signum 
function. As in (a), the constrained 
type alternative is FRvR(x) := ιBR1Rv,ε 
(x), where BR1Rv,ε:= {x ∈ RP

M
P| ||x –v||1 

≤ ε}. The associated proximity 
operator can be computed efficiently 
by a fast ᶅR1 Rball projection algorithm 
[19]. 

(d) Poisson noise case: It has been 
shown that under Poisson noise 
contamination, the so-called 
generalized KulbackLeibler 
divergence is suitable for Fv. The 
definition and the computation of the 
associated proximity operator can be 
found in [20]. 

RESULTS AND DISCUSSIONS 

We examine the effectiveness of the 
proposed cartoon texture decomposition 
model in several scenarios. All experiments 
were performed using MATLAB (R2013a), 
on a Windows 7 (64bit) desktop computer 
with an Intel Core i7 2.8 GHz processor and 
8.0 GB of RAM. The dynamic range of test 
images (256 × 256) are normalized to [0, 
1].In (5), we use γ = 0.1 and s(0) = d(0) = 0, 
and for the stopping criterion, adopt _r(n+1) 
− r(n)_2 <0.1. The tolerance value and max 
iteration number of the preconditioned 
conjugate gradient method are set to 1.0 × 
10 P

−6
P and 20, respectively. 

Decomposition 

Here we consider pure decomposition, i.e., 
no degradation,to analyze the characteristics 
of the proposed model. In thiscase, the 
observation v is the original image uorg, so 
that asuitable data-fidelity function is 
ιCv.We first use the synthesized image 
Sakura, shown in thetop left of Fig. 1, to 
give a clear insight into the behavior ofthe 
proposed decomposition, i.e., the sub-texture 
separationcapability. For reference, we also 
apply the nuclear normmodel, i.e., simply 
using the nuclear norm (i.e., BNN withk = 1, 
θ1 = (∗, 0), and mv = δv= nv ,mh= δh= 
nh)as a prior for texture component, and the 
LPR model tothe image, where we optimize 
them by using the proposedalgorithm 
modified for these models.7 We choose the 
blocksize m and the shift step number δ of 
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BNN as (16, 16) and(8, 8), and the number 
of sub-texture components is set toK = 3. In 
each model, the parameter controlling the 
balancebetween TV and texture prior (the 
nuclear norm, LPR or BNN)is selected in 
such a way that the decomposed cartoon and 
texturecomponents are closest to the oracle 
ones in the sense ofthe Euclidean distance. 
Note that such parameter optimization is 
only available when we use synthesized 
images. 

 

(a)      (b)  (c)       (d)       (e) 

Fig1: Pure decomposition results using 
the synthesized imagea) original Image    
b) cartoon Image  c) texture by cartoon 
d0 cartoon LPR   e0 texture by LPR 

As can be seen in Fig. 1, all the models 
produce reasonablecartoon-texture 
decompositions. This is because 
theSakura image consists of both simple 
cartoon and texture,and thus can be 
easily decomposed. We observe that 
patternsextending in different directions 
are extracted as sub-texturecomponents 
in an almost completely-separated 
manner byusing the proposed model 
with the exact shear angle of 
45◦,implying that the proposed texture 
characterization based onBNN with 
different shear angles appropriately 
works. Wealso show decomposition 

results of using shear angles whichdo not 
exactly match the directions in the third 
and fourth 

rows of Fig. 1. As expected, the larger 
difference of shearangle from the exact 
one leads to the more different sub-
textureseparation. One may think that, in 
the case of simpletexture such as in the 
Sakura image, similar sub-
texturecomponents can be generated by 
applying some directionalanalysis 
transform (e.g., directional wavelet) to 
the texturecomponent obtained by the 
nuclear or LPR model. Actually,this 
kind of things may be possible by using 
a combinationof some suitable methods, 
but, compared with such 
sequentialmethods, the use of the 
proposed model has the 
followingadvantages: i) To begin with, 
extracting a reasonable 
texturecomponent from a given image is 
difficult and important,and indeed, the 
succeeding experimental results 
demonstratethat the proposed model is 
more suitable to this task thanexisting 
models; ii) The proposed model provides 
cartoon-texturedecomposition and sub-
texture separation in a unifiedmanner, 
i.e., by just solving one convex 
optimization problem,so that we can 
guarantee the optimality in the sense of 
themodel.Next we compare the proposed 
model with the LPR onevia non-
synthesized images Barbara and House 
[the top leftof Fig. 2(a) and (b)]. Note 
that, in this case, the 
oracledecomposition of each image is 
unavailable, so that we cannotoptimize 
the parameters of the models as in the 
case of Sakura.To conduct a fair 
comparison, we produce 
decompositionresults by the use of the 
LPR model with different 
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parametersettings, in order to illustrate 
the superiority of the proposedmodel in 
terms of extracting patterned texture.The 
results are depicted in Fig. 3 (from top to 
bottom,cartoon component, texture 
component, and their close-ups).In Fig. 
3(b), we see that the texture component 
extracted bythe proposed model only 
contains patterned fabric and 
nocontours, implying that our model is 
very selective to patterns.Such 
decomposition cannot be achieved by 
the LPR modelas shown in Fig. 3(a), 
where if we set parameters to 
extractsufficient texture then the 
resulting texture component 
containscontours (left), and if set to not 
contain contours then patternedtexture 
remains in the cartoon component 
(right). In the caseof House, our texture 
component [Fig. 3(d)] exhibits patterned 

Structure like roof tiles and windows but 
there are very fewnon-patterned objects, 
which also indicates the selectivity ofthe 
proposed model. By contrast, the LPR 
model with anyparameter setting does 
not lead to a decomposition similarto the 
proposed one [Fig. 3(c)]. We also 
present the correspondingsub-texture 
components obtained by the 
proposedmodel in Fig. 5, in which we 
observe that patterns extendingin 
different directions are extracted 
separately. These results verify a special 
capability of BNN, namely, that of 
capturingglobally dissimilar but locally 
well-patterned nature of texture. 

The required iteration number and CPU 
time for the proposedmodel on Barbara 
are 66 and 37[sec], and those for the 
LPRmodel 151 and 32[sec], being 
almost the same on House. 

 

Fig. 2: Comparison of the results of 
deblurring (3 × 3 Gaussian blur) with 20% 
missing pixels for each group, from left to 
right, top to bottom: original, observation, 
LPR’s result, our result, and their close-ups): 
The proposed model is locally-adaptive, and 
hence it can restore fine texture without 
generating patterned artifacts observed in 
the LPR’s results. (a) Results on Barbara. 
(b) Results on House.  

 

Fig. 4. Comparison of decomposition results 
(for each column, from top to bottom, 
cartoon; texture; close-up of cartoon; close-
up of texture): The proposed model extracts 
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sufficient texture without containing edges 
and contours, which cannot be achieved by 
the LPR model using any parameter setting. 
(a) LPR with two different parameter 
settings. (b) Proposed. (c) LPR with two 
different parameter settings. (d) Proposed. 

 

Fig. 5: Sub-texture components of the 
results in Fig. 3(b) and (d): Patterns 
extending in different directions are 
extracted separately. Note that they are 
magnified by a factor of three for visibility. 

We plot in Fig. 6 the improvement of PSNR 
and SSIM by the proposed model and the 
LPR model from the best average 
performance of the G-norm model [12], 
where we examine the proposed method 
using different block sizes and shift step 
numbers with respect to varying λ in (3). 
From the results in Fig. 7, the best average 
performance of the proposed model with all 
the block sizes and shift step numbers 
exceed those of the G-norm and LPR 
models, which implies that the proposed 
model agrees well with a variety of images 
compared to the other models. 

 

Fig. 6. Improvement of PSNR [dB] and 
SSIM by the proposed model and the LPR 
model from the best average performance of 
the G-norm (averaged over 200 images) 
with respect to varying λ in (3): The legend 
of black, blue and red lines indicate the 
block size and shift step number of the 
proposed method, e.g., 16 − 8 means mv = 
mh= 16 and δv= δh= 8. 

Observations from the proposed method: 

a) The value of lambda giving the best 
average performance depends on the 
block size and shift step number, as 
indicated in Fig. 6. Specifically, first, 
the more redundant setting, i.e., the 
smaller shift step number, requires 
the larger λ to achieve the best 
average performance, implying that 
the value of BNN is proportional to 
the redundancy rate (mvmh)/(δvδh). 
Second, based on one redundancy 
rate, the smaller block size needs a 
larger λ for the best average 
performance, which means the 
increase of the number of blocks 
leads to the increase of the value of 
BNN.  

b) Among all the block sizes, the 
smallest one (mv = mh= 8) results in 
the worst performance, as observed 
in Fig. 6. This would be because an 
excessively small block size cannot 
capture and reconstruct patterns well. 

c) The non-overlapped settings (the 
lines of ‘8-8’ and ‘16-16’ in Fig. 7) 
perform poorly, which agrees with 
the intuition that it tends to produce 
undesirable blocky effects. Basically, 
a higher overlap level leads to a 
better performance but with a more 
expensive computational cost. 

d) It is natural to suppose that a large K 
leads to a more accurate 
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characterization of patterns 
extending in various directions, and 
thus results in a better restoration. 
The experimental results in Table II 
match this expectation. At the same 
time, the computational complexity 
grows because of the increase in the 
number of the separated components. 

CONCLUSIONS: 

We have proposed a cartoon-texture 
decomposition model with a novel texture 
prior named the Block Nuclear Norm 
(BNN). Using BNN, our model interprets 
the texture component as the combination of 
blockwise low-rank matrices with possible 
overlap and shear, which leads to a suitable 
characterization of globally dissimilar but 
locally well-patterned nature of texture. The 
convex optimization problem associated 
with the proposed model is efficiently 
solved by ADMM. Numerical examples 
demonstrate its effectiveness both in pure 
decomposition and restoration. Future works 
include an efficient implementation based 
on the blockwise nature of BNN, extension 
to color image decomposition with the 
incorporation of the combination with more 
involved data-fidelity constraints under 
various scenarios of noise contamination, 
and the incorporation into hierarchical 
convex optimization for selecting a better 
pair of cartoon and texture components 
among all the solutions to the proposed 
model. 
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Abstract 
Abstract: The pattern identification problems such as stone, rock categorization and wood recognition are used texture 

classification technique due to its valuable usage in it. Generally, texture analysis can be done one of the two ways i.e. statistical 
and structural approaches.  More problems are occurred when working with statistical approaches in texture analysis for texture 

categorization. One of the most popular statistical approaches is Gray Level Co-occurrence Matrices (GLCM) approach. This 

approach is used to discriminating different textures in images. This approach gives better accuracy results but this takes high 

computational cost. Usually, texture analysis method depends upon how the texture features are extracted from the image to 

characterize image. Whenever a new texture feature is derived it is tested whether it is precisely classifies the textures or not. 

Texture features are most important for precise and accurate texture classification and also important that the way in which they 

are extracted and applied. The present paper derived a new co-occurrence matrix based on overlapped textons patterns. The 

present paper generates overlapped texton patterns and generates co-occurrence matrices derived a new matrix called 

Overlapped Texton Co-occurrence Matrices (OTCoM) for stone texture classification. The present paper integrates the 

advantages of co-occurrence matrix and texton image by representing the attribute of co-occurrence. The co-occurrence features 

extracted from the OTCoM provides complete texture information about a texture image. The proposed method is experimented 
on Vistex, Brodatz textures, CUReT, Mayang, Paul Brooke, and Google color texture images. The experimental results indicate 

the proposed method classification performance is superior to that of many existing methods. 

 

Keywords: co-occurrence matrix, texton, Texture Classification 

--------------------------------------------------------------------***----------------------------------------------------------------------

1. INTRODUCTION 

Texture classification and segmentation is an important 
research area from industrial to bio-medical images. The 
classification problem is basically the problem of identifying 
an observed textured sample as one of several possible 
texture classes by a reliable but computationally attractive 
texture classifier. This implies that the choice of the textural 
features should be as compact as possible and yet as 
discriminating as possible. In other words, the extraction of 
texture features should efficiently embody information 
about the textural characteristics of the image. The ultimate 
goal of texture characterization systems is to recognize 
different textures. To design an effective algorithm for 
texture classification, it is essential to find a set of texture 
features with good discriminating power. Previously a 
number of different texture analysis methods have been 
introduced namely  statistical, structural,  transform based 
and model based methods [1, 2, 3] Normally textures are 
studied through statistical and syntactical methods. The 
statistical method measures the coarseness and the 
directionality of textures in terms of averages on a window 
of the image [4, 5, 6]. On the other hand syntactical method 
describes the shape and distribution of the entities. The 
statistical method has the main features which are to be 
extracted that includes the autocorrelation function, Fourier 
transform domain, Markov random field models, local linear 
transforms, power spectra, difference gray level statistics, 
co-occurrence matrices and from sum and different statistics 
[7, 8, 9, 10, 11, 12, 13]. 

Initially, texture analysis was based on the first order or 

second order statistics of textures. The co-occurrence matrix 

features were first proposed by Haralick [6]. Weszka [14] 
compared texture feature extraction schemes based on the 

Fourier power spectrum, second order gray level statistics, 

the co-occurrence statistics and gray level run length 

statistics. The co occurrence features were found to be the 

best of these features. This fact is demonstrated in a study 

by Conners and Harlow [15]. In [16], Haralick features are 

obtained from wavelet decomposed image yielding 

improved classification rates. 

 

S.S Sreeja mole [17] in this method classifies the textures on 

a pixel basis, where each pixel is associated with textural 
features extracted from co-occurrence matrices that differs 

the pixel itself. Here the windows related with the adjacent 

pixels are mostly overlapping resulting the pixels can be 

obtained by updating values already found. The 

classification rate in this method is 90%. Jing Yi Tou [18] 

proposed a method. In this method two popular texture 

analysis methods i.e. Gabor filters and the Grey Level Co-

occurrence Matrices (GLCM). By using this method 

achieved a recognition rate of 88.52%. Guang-Hai Liu [19] 

proposed another method. In this method uses the Textons 

concept and the Grey-level Co-occurrence Matrices 
(GLCM) techniques used for texture categorization. The 

preset method uses the combination of the Grey-level Co-
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occurrence Matrices (GLCM) and textons are used for stone 

texture classification.  This method can achieve higher 

classification rate compare to existing methods. The present 

paper derived a new co-occurrence matrix based on 

overlapped textons for texture classification. The new co-

occurrence matrix is called as Overlapped Texton Co-
occurrence Matrix (OTCoM) 

 

This paper is organized as follows. In Section 2, OTCoM 

and texture features are proposed. Section 3 discusses results 

and discussions. Conclusions are given in Section 4. 

 

2. GENERATION OF OVERLAPPED TEXTON 

CO-OCCURRENCE MATRIX (OTCoM) AND 

EXTRACTION OF FEATURES 

Various algorithms are proposed by many researchers to 

extract color, texture and other features. Color is the most 

distinguishing important and dominant visual feature. That’s 

why color histogram techniques remain popular in the 

literature. The main drawback of this is, it lacks spatial 

information. The proposed method consists of three steps 

which are listed below. In the first step of the proposed 
method is the color image is converted in to grey level 

image by using any HSV color model. The following 

section describes the RGB to HSV conversion procedure 

 

2.1 RGB to HSV Color Model Conversion 

Recent literature revel various color models in color image 

processing. In order to extract facial image features from 

color image information, the proposed method utilized the 

HSV color space. In the RGB model, images are represented 

by three components, one for each primary color – red, 

green and blue. Hue is a color attribute and represents a 

dominant color. Saturation is an expression of the relative 

purity or the degree to which a pure color is diluted by white 
light. HSV color space describes more accurately the 

perceptual color relationship than RGB color space because 

it is adopted with a non-linear transform. The present paper 

has used HSV color space model conversion, because the 

present study is aimed to classify the human age in to four 

groups with a gap of 15 years. 

 

HSV color space is created by Hue (H), saturation (S) and 

value (V). Hue is the property of color such as red, green 

and blue. Saturation is the intensity of a specific color. 

Value is brightness of a specific color. However, HSV color 

space separates the color into three categories i.e. hue, 
saturation, and value. Separation means variations of color 

observed individually. 

 

The transformation equations for RGB to HSV color model 

conversion is given below. 

 

                       (1) 

 

S = 
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                      (5) 

 

The range of color component Hue (H) is [0,255], the 

component saturation (S) range is [0,1] and the Value (V) 

range is [0,255]. In this work, the color component Hue (H) 

is considered as color information for the classification of 

facial images. Color is an important attribute for image 

processing applications. 
 

2.2 Overlapped Texton Matrix Detection 

The texton patterns are defined as a set of blobs or growing 

patterns sharing a common property on the image [21, 22]. 

Based on the texton theory, texture can be decomposed into 

elementary units. Julesz’s texton theory mainly focuses on 

analyzing regular textures, while the overlapped textons can 

be considered as the extension of Julesz’s textons. Since 

overlapped texton involve texture and shape (edge) 

information, they can better present features for texture 

classification. 

 

The present paper utilized a 2×2 sub window texton pattern 
as shown in Fig 1(a). In figure 1(a), the four pixel values of 

a 2×2 sub window are denoted as PV1, PV2, PV3 and PV4. If 

two pixels are highlighted in gray color of same value then 

the grid will form a texton. The six texton types denoted as 

TP1, TP2, TP3, TP4, TP5 and TP6 are shown in figure 1(b) to 

1(g). 

 

PV1 PV2          

PV3 PV4          

(a)  (b)  (c)  (d) 

           

           

  (e)  (f)  (g)  

Fig 1 Six special types of Textons: a) 2×2 grid b) TP1 c) TP2 

d) TP3  e) TP4 f) TP5 and g) TP6. 

 

Julesz’s texton theory mainly focuses on analyzing regular 

textures,  but in all those texture analysis use non overlapped 

texton features for texture analysis. The disadvantage of non 

overlapped texton pattern, texton matrix consists of more 

number of zeros so that more information about the image 

lost. Another major disadvantage is that non overlapped 

textons does not consider the neighboring texton elements, 
even though they form the texton pattern with neighboring 

texton elements. Form Fig. 2 we observe that non 

overlapped texton image consists more number of zeros. To 

overcome the above disadvantages overlapped texton 

concept applies that causes the texton image consists less 

number of zeros and more information about the image is 

available for precise texture classification. 
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Fig 2. Non overlapped texton matrix example (a) original matrix (b) non overlapped matrix 

 

There are many types of texton patterns in texture images. In this paper, we define six types of texton patterns and co-occurrence 

matrix derived from the overlapped texton pattern image for texture analysis. 

 

 
Fig.3: Illustration of the OTM process: (a) 2×2 grid (b) Original image       (c) Overlapped Texton Matrix (OTM) 

 

2.3 Co-occurrence Matrix and Features 

Recently Texton Co-occurrence matrix (TCM) is proposed 

in the literature [27] for higher retrieval rate. TCM is 
defined to be the distribution of co-occurring texton with a 

given offset over the texton index image. More over TCM is 

a computationally expensive procedure. To overcome this, 

the present paper considers Overlapped Texton Matrix 

(OTM), which is directly obtained from the original image. 

To extract precise texture features, the present study 

computes co occurrence matrix for OTM.  Due to co-

occurrence matrices are typically large and sparse they 

are used to measure the texture image. GLCM is proposed 

by Haralick et al back in 1973 [6]. It is widely used for 

various texture analysis applications, such as texture 

Analysis [24], rock texture classification, wood 
classification and etc. GLCM is a popular statistical 

technique for extracting textural features from different 

types of images. In order to find the spatial relationships 

effectively, the classification method is used and Grey-level 

co-occurrence matrix (GLCM) is one of the most widely 

used statistical texture measures. The idea of the method is 

to consider the relative frequencies for which two 

neighboring pixels are separated by a distance on the image. 

Since the GLCM collects information about pixel pairs 

instead of single pixels and which is called by a name as 
second-order statistics. 

 

The GLCM is generated by cumulating the total numbers of 

grey pixel pairs from the images. Each GLCM will be 

generated by defining a spatial distance d and an orientation, 

which can be 0 degree, 45 degree, 90 degree or 135 degree 

at a selected grey level G. The GLCM produced will be of 

size G × G. When the GLCM is constructed, Cd(r,n) 

represents the total pixel pair value where r represents the 

reference pixel value and n represents the neighboring pixel 

value according to the spatial distance and orientation 
defined. Co occurrence matrix is generated from the OTM is 

called Overlapped Texton Co-occurrence Matrix (OTCoM). 

Based on this, OTCoM with different orientations 00, 450, 

900, and 1350 are formed as shown in Fig.4(a)-(e) 

respectively. Textural features are extracted from the 

OTCoM for classification process. There are a total of 

fourteen features for GLCM [25]. The textural features used 

in this method are energy, entropy, contrast, local 

homogeneity, correlation, and inertia are shown in Eq (1) to 

Eq (6) [5]. 

151 143 143 143 152 153 146 146 151 143 143 143 152 153 146 146

151 143 143 143 152 153 146 146 151 143 143 143 152 153 146 146

155 142 142 138 147 153 148 148 0 0 0 0 0 0 148 148

157 143 143 135 142 151 149 149 0 0 0 0 0 0 149 149

157 143 143 135 142 151 149 149 0 0 0 0 0 0 149 149

154 146 146 140 143 148 146 146 0 0 0 0 0 0 146 146

154 146 146 140 143 148 146 146 0 0 0 0 0 0 146 146

145 149 149 150 147 144 143 143 0 0 0 0 0 0 143 143

(a) (b)

151 143 143 143 152 153 146 146 151 143 143 143 152 153 146 146

151 143 143 143 152 153 146 146 151 143 143 143 152 153 146 146

V1 V2 155 142 142 138 147 153 148 148 0 142 142 0 0 153 148 148

V3 V4 157 143 143 135 142 151 149 149 157 143 143 135 142 151 149 149

157 143 143 135 142 151 149 149 157 143 143 135 142 151 149 149

154 146 146 140 143 148 146 146 154 146 146 140 143 148 146 146

154 146 146 140 143 148 146 146 154 146 146 140 143 148 146 146

145 149 149 150 147 144 143 143 0 149 149 0 0 0 143 143
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3 0 0 0 0 0 0 4  0 0 0 0 0 0 0 7 

0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 

2 0 0 0 0 0 0 47  3 0 0 0 0 0 0 46 

///////(a)  (b) 

0 0 0 0 0 0 0 7  0 0 0 0 0 0 0 5 

0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 

2 0 0 0 0 0 0 40  3 0 0 0 0 0 0 41 

(c)  (d) 

Fig. 4: a) Overlapped Texton matrix (b) (c), (d) and (e) represents the co occurrences on OTCoM of 00, 450, 900 and 1350. 
 

                      

   

     

                                                        

 

                  
                                                             

   

     

 

 

               

   

     

                                                            

 

                   
   

        
                                  

   

     

 

 

                 

   

     

          

  
                                     

 

                       

   

     

                                                     

 

3. RESULTS AND DISCUSSIONS 

The present paper carried out the experiments on two 

Datasets. The Dataset-1 consists of various Mosaic, Granite, 

Marble and Brick stone textures with resolution of 256×256 

collected Vistex, Brodatz textures, Mayang, Google color 

texture images and also from natural images taken by using 

digital camera. Some of stone texture images in Dataset-1 

are shown in the Fig. 5.  The Dataset-2 consists of various 

Mosaic, Granite, Marble and Brick stone textures with 

resolution of 256×256 collected from CUReT, Paul Bourke, 

and also from natural images taken by using digital camera. 

Some of images in Dataset2 are shown in the Fig. 6. 
Dataset-1 and Dataset-2 contains 80 and 96 original color 

texture images respectively. 

 

Every texture image is subdivided into 16 sub images of 

non-overlapped image regions of size (64×64). This results 

into a total of 2816 sub image regions. The classification is 

done for all sub texture regions derived from each texture 

image in Dataset-1 and Dataset-2. Feature set leads to 

representation of the training and testing textures features. 

The absolute difference of the feature vector values of the 

query texture and database textures are also calculated. 

 

 

 

 

 
Fig.5: Input texture group of 8 samples of Brick, Granite, Mosaic., Marble with size of 256×256 
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Fig 6: Input texture group of 8 samples of Brick, Granite, Mosaic, Marble with size of 200×150 

 

To classify the relevant textures, fixed threshold, K-NN classifier is used to measure the similarity between query texture and the 

database textures. In case of fixed threshold, the threshold values are computed for different query textures. The best threshold 

value is chosen as the threshold of that particular texture feature. The Euclidean distance between these FVs helps in classifying 

the texture into correct group. 

 

The results from two datasets are obtained in Table 1 & 2 which shows the average classification rates of the proposed OTCoM 
method. 

 

Table 1a: Database-1: (%) mean classification rate of brick and marble stone textures 

Sno Texture Name Classification Rate Texture Name Classification Rate 

1 Brick1 96.75 marble1 95.45 

2 Brick2 92.81 marble2 97.47 

3 Brick3 90.34 marble3 95.12 

4 Brick4 96.28 marble4 96.58 

5 Brick5 97.47 marble5 91.78 

6 Brick6 96.9 marble6 87.57 

7 Brick7 90.92 marble7 93.65 

8 Brick8 92.71 marble8 93.78 

9 Brick9 91.29 marble9 97.42 

10 Brick10 96.62 marble10 87.53 

11 Brick11 94.74 marble11 95.86 

12 Brick12 93.17 marble12 91.79 

13 Brick13 91.71 marble13 95.89 

14 Brick14 92.76 marble14 95.67 

15 Brick15 91.76 marble15 91.17 

16 Brick16 93.37 marble16 96.37 

17 Brick17 91.76 marble17 90.22 

18 Brick18 91.79 marble18 96.23 

19 Brick19 91.71 marble19 95.53 

20 Brick20 91.76 marble20 91.75 

Average 93.331 Average 93.8415 

 

Table 1b: Database-1: (%) mean classification rate of mosaic and granite stone textures 

Sno Texture Name Classification Rate Texture Name Classification Rate 

1 granite1 91.51 mosiac1 93.87 

2 granite2 91.72 mosiac2 90.38 

3 granite3 99.68 mosiac3 97.33 

4 granite4 87.56 mosiac4 91.76 

5 granite5 90.81 mosiac5 89.73 

6 granite6 95.56 mosiac6 97.19 

7 granite7 79.29 mosiac7 83.37 

8 granite8 83.34 mosiac8 91.77 

9 granite9 90.53 mosiac9 95.98 

10 granite10 96.27 mosiac10 94.71 

11 granite11 91.72 mosiac11 98.24 
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12 granite12 99.74 mosiac12 96.91 

13 granite13 97.62 mosiac13 97.52 

14 granite14 91.75 mosiac14 92.74 

15 granite15 96.93 mosiac15 97.63 

16 granite16 97.19 mosiac16 97.48 

17 granite17 98.23 mosiac17 91.91 

18 granite18 96.83 mosiac18 97.24 

19 granite19 91.85 mosiac19 91.56 

20 granite20 91.78 mosiac20 97.64 

Average 94.248 Average 94.248 

 

Table 2a: Database-2: (%) mean classification rate of brick and marble stone textures 

Sno Texture Name Classification Rate Texture Name Classification Rate 

1 Brick1 92.90 marble1 93.00 

2 Brick2 98.13 marble2 91.7 

3 Brick3 93.63 marble3 91.65 

4 Brick4 95.37 marble4 94.17 

5 Brick5 93 marble5 94.13 

6 Brick6 93.57 marble6 89.53 

7 Brick7 96.13 marble7 97.53 

8 Brick8 94.77 marble8 88.37 

9 Brick9 93.07 marble9 95.37 

10 Brick10 93.97 marble10 94.6 

11 Brick11 93.75 marble11 87.5 

12 Brick12 97.13 marble12 98.03 

13 Brick13 91.25 marble13 88.37 

14 Brick14 88.37 marble14 99.83 

15 Brick15 88.37 marble15 96.43 

16 Brick16 88.37 marble16 97.43 

17 Brick17 88.37 marble17 88.37 

18 Brick18 94.37 marble18 92.70 

19 Brick19 97.67 marble19 88.37 

20 Brick20 89.5 marble20 89.6 

21 Brick21 93.50 marble21 91.75 

22 Brick22 91.90 marble22 95.85 

23 Brick23 95.20 marble23 92.03 

24 Brick24 91.13 marble24 95.70 

Average 93.06 Average 93.00 

 

Table 2a: Database-2: (%) mean classification rate of granite and marble stone textures 

Sno Texture Name Classification Rate Texture Name Classification Rate 

1 granite1 

 

mosiac1 94.3 

2 granite2 93.75 mosiac2 93.53 

3 granite3 91.6 mosiac3 88.37 

4 granite4 94.97 mosiac4 93.50 

5 granite5 88.37 mosiac5 91.45 

6 granite6 88.37 mosiac6 90.80 

7 granite7 93.43 mosiac7 96.83 

8 granite8 88.37 mosiac8 90.17 

9 granite9 96.67 mosiac9 95.53 

10 granite10 93.07 mosiac10 90.20 

11 granite11 94.55 mosiac11 88.37 

12 granite12 93.07 mosiac12 85.45 

13 granite13 95.33 mosiac13 95.23 

14 granite14 94.83 mosiac14 93.37 

15 granite15 90.73 mosiac15 95.23 

16 granite16 93.57 mosiac16 91.7 

17 granite17 93.40 mosiac17 91.7 



IJRET: International Journal of Research in Engineering and Technology        eISSN: 2319-1163 | pISSN: 2321-7308 

 

_______________________________________________________________________________________ 

Volume: 04 Issue: 01 | Jan-2015, Available @ http://www.ijret.org                                                                                286 

18 granite18 90.60 mosiac18 94.43 

19 granite19 89.6 mosiac19 91.7 

20 granite20 92.17 mosiac20 96.65 

21 granite21 98.83 mosiac21 97.33 

22 granite22 91.70 mosiac22 98.13 

23 granite23 92.43 mosiac23 97.43 

24 granite24 96.20 mosiac24 97.33 

Average 92.85 Average 93.28 

 

Mean classification rates for the proposed OTCoM and the other existing methods for classification stone textures using K-NN 

classifier is shown in Table 3 which clearly indicates that the proposed OTCoM outperforms the other existing methods.  Fig.7 

shows the comparison chart of the existing methods which are specified in table 3 and proposed OTCoM method. 

 
Table 3: Mean classification rates for the two different texture image datasets using k-NN classifier 

Image Dataset Pixel Based image Classification GLCM and Gabor Filters Proposed Method FBTCoM 

Brodatz 90.34 88.53 96.93 

VisTex 89.12 88.15 97.19 

Mayang 91.23 87.08 98.23 

CUReT 89.12 84.61 96.83 

Paul Bourke 91.23 87.01 94.55 

 

 
Fig 7: Classification accuracy comparison of K-NN classifier obtained in Brodatz Vistex, Paul Bourke, CUReT, and Mayang 

dataset for Pixel Based image Classification, GLCM and Gabor Filters and proposed method. 
 

4. CONCLUSION 

Paragraph The present paper derived a new co-occurrence 

matrix called as Overlapped Texton Co-occurrence Matrix 

(OTCoM) for rotation invariant texture classification. Julesz 

[21] proposed texton which represents the patterns of texture 

which is useful in texture analysis. The disadvantage of 

TCM is that, the computationally expensive. To overcome 

this problem, the present paper considered overlapped 

Texton Matrix (OTM), which is directly obtained from a 

original image and to extract a precise texture features. 

The features on color textures are extracted by means of 

GLCM [17] statistical method though the concept of 
overlapping window for neighboring pixels. So that, it is the 

computationally expensive.  The present paper statistical 

method though the concept of non overlapping window for 

neighboring pixels. The experimental results clearly indicate 

the efficacy of the proposed OTCoM over the various 

existing methods. 
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Abstract. In a number of pattern recognition application, moments have been used to recognize image 

patterns. The recognition process involves effective shape representation method. So, the present paper 

analyzes the recognition rate in two different shape representation methods called external and internal 

representation. With the proper shape representation of the given image pattern, the present paper has 

computed 7 boundary (external) based and 10 region (internal) based Hu moments. The experimental results 

on five different pattern image groups (Brick, Circle, Curve, Line and Zigzag) are precisely recognized by 

both boundary based and region based moments of order 1 and 10 respectively. 

Keywords: Skeleton, Hu Moment, recognition 

1. Introduction  

    Image retrieval is becoming a more important problem with the rapid increase of media information. Users 

want to provide query images and obtain a set of similar images. In content-based image retrieval systems, 

several low-level image features, such as color, texture, shape or the combination of these features, describe 

images. Shape is an important low-level image feature. 

There are generally two types of shape descriptors:  external representation based shape descriptors and 

internal representation based shape descriptors. External representation based shape descriptors use only the 

boundary of the objects shape, while the internal representation based shape descriptors use the internal 

region details in addition to the boundary [1]. 

    Moments due to its ability to represent global features have found extensive applications in the field of 

image processing [2]–[10]. In 1961, Hu [2] introduced moment invariants. Based on the theory of algebraic 

invariants he derived a set of moment invariants, which are position, size and orientation independent. 

Dudani et al. [4] used Hu’s moment invariants up to the third order in the recognition of images of aircraft. 

The same invariants were also used for recognition of ships [5]. Markandey et al. [10] developed techniques 

for robot sensing based on high dimensional moment invariants and tensors. Gang Xu et al. [11] has 

proposed a new image recognition algorithm by using region based shape representation. They proposed new 

region based moments based on skeletons. Zhihu Huang et al. [12] has performed an analysis of boundary 

based Hu’s Moment invariants on image scaling and rotation. Hongbo Mu [13] used boundary and region 

based Hu moments for recognizing different types of defects in wood pattern images. Cecila Di Ruberto et al. 

[14] has combined morphological image features with the moment invariants for classification.   

    The organization of the paper is as follows. Section 2 deals with the methodology of boundary and region 

based moment computation, the results and discussions are presented in section 3 and last section deals with 

conclusions. 

 

2. Methodology 

    Shape representation is an important issue in image processing and computer vision, because it provides 

the foundation for developing algorithms for shape-related processing such as image coding, shape matching 

and object/pattern recognition, content-based video processing and image data retrieval. 
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The present paper uses two types of shape representation namely external representation and internal 

representation. In external representation, the shape of the given object is represented by the boundary while 

in the internal representation, the entire region is represented by skeleton. 

From the second- and third-order normalized central moments, a set of seven invariant moments, which are 

invariant to translation, scale change and rotation, has been derived by Hu as given in Equations (1)-(7). The 

present paper has computed the 7 Hu moments on the boundary of the given image pattern. 
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  Where the normalized central moment of order (p+q) is given in the Equation (8) 
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The central moment of order (p+q) is given by the Equations (9)-(11). 
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The 10 extended Hu moments given in the Equations (12)-(21) are computed on the skeleton of the 

given image.   
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3. Results and Discussions 

    The experiments are conducted with 5 different image pattern groups namely Brick, Circle, Curve, Line 

and Zigzag patterns, 10 images per group of each size 256×256, collected as shown in Figure (1)-(5). In the 

first method, the 7 boundary based Hu moments are calculated and with in each group, the average of all 10 

images is computed and are represented in Table 1. In the second method, the 10 region based extended Hu 

moments are calculates and within each group, the average of all 10 images is computed and are represented 

in Table 2. 

 

          
(a)       (b)         (c)         (d)        (e)         (f)          (g)        (h)         (i)           (j)  

Figure 1. Input Images of Brick Pattern Images (a) Brick1 (b) Brick2 (c) Brick3 (d) Brick4             (e) Brick5 (f) Brick6 (g) Brick7 (h) 

Brick8 (i) Brick9 (j) Brick10. 

  

          
(a)       (b)         (c)         (d)        (e)         (f)          (g)        (h)         (i)           (j) 

Figure 2. Input Images of Circle Pattern Images (a) Circle1 (b) Circle2 (c) Circle3 (d) Circle4             (e) Circle5 (f) Circle6 (g) 

Circle7 (h) Circle8 (i) Circle9 (j) Circle10. 
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(a)       (b)         (c)         (d)        (e)         (f)          (g)        (h)         (i)           (j) 

Figure 3. Input Images of Curve Pattern Images (a) Curve1 (b) Curve2 (c) Curve3 (d) Curve4             (e) Curve5 (f) Curve6 (g) 

Curve7 (h) Curve8 (i) Curve9 (j) Curve10. 

 

          
(a)       (b)         (c)         (d)        (e)         (f)          (g)        (h)         (i)           (j) 

Figure 4. Input Images of Line Pattern Images (a) Line1 (b) Line2 (c) Line3 (d) Line4                (e) Line5 (f) Line6 (g) Line7 (h) 

Line8 (i) Line9 (j) Line10. 

 

          
(a)       (b)         (c)         (d)        (e)         (f)          (g)        (h)         (i)           (j) 

Figure 5. Input Images of Zigzag Pattern Images (a) Zigzag1 (b) Zigzag2 (c) Zigzag3                    (d) Zigzag4 (e) Zigzag5 (f) Zigzag6 

(g) Zigzag7 (h) Zigzag8 (i) Zigzag9 (j) Zigzag10. 

 

Table 1. Average Boundary based Hu moment values of Image Pattern Groups. 

Image Name BM1 BM2 BM3 BM4 BM5 BM6 BM7 

Brick 0.8873 0.0397 0.0393 0.0035 0.0000 -0.0007 0.0000 

Circle 1.4598 0.0005 0.0324 0.1274 0.0639 0.0002 -0.0057 

Curve 1.2604 0.0787 0.2987 0.2461 -0.0557 -0.0940 0.3726 

Line 2.1213 2.4965 0.1688 0.1627 0.2216 0.0214 0.0099 

Zigzag 0.9981 0.0206 0.0203 0.0057 0.0000 -0.0003 -0.0004 

 

Table 2. Average Region based Extended Hu moment values of Image Pattern Groups. 

Image Name RM1 RM2 RM3 RM4 RM5 RM6 RM7 RM8 RM9 RM10 

Brick 0.0739 1.0873 2.2204 2.0890 1.1205 0.1411 0.1657 0.1613 0.9113 191.3938 

Circle 0.0240 1.0244 2.2818 4.1238 1.6135 0.1508 0.1746 0.1079 1.4050 316.7487 

Curve 0.1688 1.1959 1.2629 1.6468 1.3142 0.2768 0.3598 0.2828 1.0213 55.8664 

Line 0.1457 1.4402 1.2398 1.3584 1.2829 0.3139 0.3283 0.2385 1.1754 535.7405 

Zigzag 0.0821 1.0888 3.6058 2.7394 0.9756 0.2596 0.2132 0.2035 0.8462 60.8954 

 

 

Figure 6. Recognition graph for Image Pattern Groups by Boundary based Moments. 
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Figure 7. Recognition graph for Image Pattern Groups by Region based Moments. 

The graphs of Figure 6 and 7 show the recognition rate of all five different image pattern groups. All five 

groups are precisely recognized by using boundary based moments of order 1 and region based moments of 

order 10. The Table 3 shows the average computation time (in second) used by the boundary based and 

region based moments per each group of image pattern.  

    
Table 3. Computation Time (in seconds) used by Boundary based and Region based Moments. 

Input Image Pattern Group Boundary  based Moment Region based Moment 

Brick 2.21466 1.49968 

Circle 2.20549 2.16217 

Curve 2.22533 2.38623 

Line 2.22407 1.63937 

Zigzag 2.20469 1.66281 

 

4. Conclusions 

All the five types of images are clearly classified by using boundary and region based Moments. The 
images are precisely classified by using Boundary Moment of order 1 and by using Region Moment of order 
10. In boundary and region moments, Line shape images are having maximum values.  Though the images 
are precisely classified by boundary and region moments, the region moments are efficient because the 
average computation time is less compared to boundary moments. 
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Abstract-- The present paper proposes an approach for classify 

the facial images either child or adult based on local texture 

features extracted on facial images. The local texture features 

used in this paper are Morphological-prehistoric Patterns with 

grain components (MP-g). these patterns are extracted on  a Local 

Directional Pattern (LDP) values. Edge response values in all 

eight directions from a 3×3 local window are used to calculate the 

LDP values.  The local descriptor LDP is more constant in the 

incidence of noise and lighting changes, since edge response level 

is more stable than pixel intensity. The proposed method is 

rotationally& poses invariant when compared to pattern trends 

that represents a shape. The proposed method is tested on large 

set of images from different databases like FgNet, Morph, Google 

and scanned images. The present paper proves the efficiency of 

the proposed method. 

 

Indexed Term—  Morphological Prehistoric Patterns, Local 

Directional Pattern, invariant, pose invariant. 

 

1.  INTRODUCTION 

Computer vision and psychophysics researchers faced so 

many challenges by face recognition of human and 

representation the typical features of human faces. Human 

faces be in the right place to a 3-D objects. Therefore, to 

develop an accurate representation for description that 

consider for lighting; face variations, facial expressions, etc.; 

of facial images. In face recognition system, large database 

maintained and search an image in that database. Day to day 

increase the size of the database and also increase the 

computational cost for the classification of human face into 

two categories i.e. either child or adult. 

     To address this problem some procedures that highlights 

the important of facial development over a period of instance 

and considered a representation to minimize the dissimilarity 

between testdatabasesand images which are used at the time of 

method development. In appearance-based method, a face 

image is usually considered as a point in the high-dimensional 

space. Many linear subspace learning methods, such as 

LDA/FKT (linear discriminant analysis/Fukunaga–Koontz 

transform) [6], Eigenface [1, 2], C-LDA (complete LDA) [4], 

Fisherface [3], MMSD (multiple maximum scatter difference) 

[5], and Laplacian face [7] are typical dimensionality 

reduction methods to find a low-dimensional feature space. 

First,Local Binary Pattern LBP operator was introduced by 

Ojala et al. [8] for texture categorization and texture analysis. 

The LBP given good results especially in texture analysis so 

that LBP mostly suitable in texture examination and its 

applications. The LBP operator has hugeacceptance against 

lighting changes. The main advantage of LBP is, It was 

obtained with sample calculations. From the above properties, 

it is well suitable for real-world applications like image texture 

analysis. The concept of LBP was also extended in 

applications such as face recognition and age classification [9, 

10,11]. 

In above proposed methodsareapplied on small set images and 

get comparative results but those methods are not suitable for 

all kinds of databases.  The proposed method is applied on 

large set of images and different kinds of databases. No such 

method is available to classify the facial images into two 

categories i.e. either child or adult in effective and efficient 

manner of different database like FgNet, Morph Google and 

scanned image databases. 

The paper is organized as follows: Section 2 explains the 

proposed method and result analysis, experimental details and 

discussions are explained in Section 3. Conclusion part are 

given in the section 4. 

 

2. THE PROPOSED MORPHOLOGY PREHISTORIC PATTERNS 

WITH GRAIN COMPONENTS ON LDP FOR CHILD AND ADULT 

AGE CLASSIFICATION 

The present paper identified MP-g based on changes in 

the facial skin. The skin of a human face tends to more alters 

with growing age is observed by the present method. These 

changes in the skin are subjugated by MP-g. The other 

important feature of the present method is to find which MP-g 

causes, the quick changes in the skin that leads to a higher age 

classification rate.  The proposed novel scheme contains 

fivemajor steps. In the first step, the facial color image is 

cropped to cover only skin area of the face. Convert the RGB 

into gray scale image in 2
nd

 step. Gray level facial image is 

converted into a two valued image by using LDP approach in 

the 3
rd

step. In the fourthstep, identify the Morphological 

prehistoric patterns with one to eight-grain components (MP-

1g to MP-8g). In the final step, derive an algorithm for 

classifying the facial image into either child or adult. The 

schematic diagram of the entire process is illustrated in figure 

1. 
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Fig. 1. Block diagram of the child and adult classification system 

Step 1: Cropping: In this proposed method cropping is 

necessary because of identifying the facial skin edges. The 

proposed method based on the skin area of the human face. 

The given database, each facial image consist not only skin 

area but also hair, neck, and other areas also included. So to 

remove the unwanted area from the facial image cropping is 

necessary for effective results. The input facial image is 

cropped to cover the entire skin area of the face based on the 

location of two eyes in the first step as shown in figure 2. 

 
(a)                     (b) 

Fig. 2.Crop operation a) Input image b) Output image after cropping 

 

Step 2: RGB to Gray scale conversion: 

So many color models are available in color image processing. 

The facial image is converted to gray scale image for 

identifying the morphological patterns on the facial color 

image. The present paper uses HSV color model for 

converting the facial color image into gray scale, because the 

present study is aimed to classify the human age into four 

groups with a gap of 15 years based on changes on facial skin 

are identified on gray scale image.HSV color space separates 

the color into three categories i.e. hue, saturation, and value. 

Separation means variations of color are observed 

individually. The convertingequations for RGB to grey level 

conversion are given below. 

     (     ) (1) 

S = 
     (     )

 
  (2) 

  
   

  
                     (3) 

  
 

 
 
   

  
            (4) 

  
 

 
 
   

  
                  (5) 

In this work, the color component Hue (H) is considered as 

grey information for the classification of facial images. And 

this value is lies between 0 and255. 

Step 3: Local Directional Pattern  

Local Directional Pattern (LDP) [12] concept is used in 

this present study because it has more advantages compare 

toLBP approach. The LDP approach is more suitable for age 

group classification because this approach considers the edge 

response values in all different directions instead of 

surrounding neighboring pixel intensities like LBP. This 

provides more consistency in the presence of noise, and 

illumination changes since edge response magnitude is more 

stable than pixel intensity. The LDP is based on LBP. In the 

LBP operator, a gray-scale invariant texture prehistoric, has 

gained significant popularity for describing the texture [13]. It 

labels each pixel of an image by thresholding its P-

neighboring values with the center value by converting the 

result into a binary number by using Equation 6. 
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Where CP denotes the gray value of the center pixel (xc, yc) 

and ESP corresponds to the gray values of P equally spaced 

pixels on the circumference of a circle with radius R. 

Local Directional Pattern with Robin Compass Masks 

Response 

The LDP generates eight-bit binary code assigned to each 

3×3 sub window of an input image. These patterns are 

calculated by comparing the relative edge response value of a 

pixel in different directions by using Robin compass masks. 

The Robin compass masks in eight distinct orientations (r0~r7) 

centered on its own position. The Robin compass masks are 

shown in the Fig.3. 

   

Original 

Facial image 

Convert RGB 

to Gray 

Cropping 

Cropped 

Image 

LDP with 

RobinCompass 

MAsk 

Binary facial 

Image 

Identify MP-1g to 

MP-8g patterns 
Classification 
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Fig. 3.Robin Compass masks in eight directions. 

 

Applying Robin masks on 3×3 masks, eight mask values 

V0, V1, …,V7 are obtained, each representing the edge 

significance in its respective direction. The mask values are 

not equally important in all directions. In robin mask values 

corner or edge pixels show higher values because those pixels 

are more important in particular direction.  

The LDP code produces the more firm pattern in the 

presence of noise, illumination changes and various 

conversion schemes of color facial images into gray images. 

For example, Fig. 4 shows an original image and the 

corresponding image with illumination changes. After 

illumination change, 5
th

 bit of LBP changed from 1 to 0, Thus 

LBP pattern changed from uniform to a non-uniform code. 

Since gradients are more stable than gray value, LDP pattern 

provides the same-pattern value even in the presence of noise 

and non-monotonic illumination changes. 

 

26 38 85 

  

26 38 85 

  
10 50 53 

LBP=00111000 
10 50 49 

LBP=00101000 

48 32 60 
LDP=00010011 

48 32 6 
LDP=00010011 

(a)                                              (b) 
Fig.4.Calculating the LDP and LBP values in two different situations (a) Original Image (b) Image with Noise 

Step 4: Evaluation of Morphological-prehistoric Patterns 

with Grain Components (MP-g) on LDP 
On the binary LDP facial texture images of the previous 

step, the present study evaluated the incidence of MP-g on a 

3×3 mask. The present study classify the facial images into 

either Child or adult based on the number of grains incidence 

on a 3×3 sub-window LDP facial image in any orientation.  

Thismakes the present method as rotationally and poses 

invariant. The present method countsfrequency incidence of 

MP-g if and only if the central pixel of the 3×3 window is 1 

and it is treated as a grain. If the central pixel is zero (0) then 

3×3 window is treated as not-a-grain,In the following figures 

„0‟ indicates no grain and „1‟ indicates a grain. There can be 

eight combinations of MP-1g, which are shown in the Fig. 5.  

By any rotation, the MP-1g may change its position in 8 ways 

on a 3×3 mask as shown in Fig.5. The present method counts 

the frequency incidence of MP-1g on a 3×3 mask irrespective 

of its position. Therefore, the present method is rotationally 

invariant. There will be seven different formations of MP‟s 

with 2pixel-grain components (MP-2g) by fixing one of the 

grains at pixel location (0,0) on a 33 mask as shown in Fig. 

6. In a similar way, there will be six formations of MP-2g by 

locating one of the grains at the pixel location (0,1) as shown 

in Fig. 7. Thus, there will be 7! ways of forming MP-2g for a 

3x3 window.  In the same way, there will be 6!, 5!, 4!, 3!, 2! 

and 1! ways of forming MP-g of 3, 4, 5, 6, 7 and 8 

respectively, on a 3x3 mask irrespective of their rotational 

positions.
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Fig. 5. Representation of 3×3 window withMP-1g. 
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Fig. 6.  Representation of MP-2g by fixing grain at  (0,1) 
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Fig. 7. Representation of MP-2g by fixing one of the grain component at (0,1).

 

The frequency incidence of MP-1g to MP-8g are 

computed by the proposed Algorithm 1 on a 33 non-

overlapped mask of LDP facial texture images, and stored in 

the facial database.  

The pseudo code entire method is illustrated below 

Step 1: Read input image 

Step 2: Crop the facial image 

Step 3: if the input image is RGB then covert the image into 

gray level image as described by the step2 in section2 

with the size of N×N 

Step 4: Define the RobinMasks(r0, r1, r2, r3, r4, r5, r6, r7 ) based 

on masks given in the figure  3. 

Step 5: Convert the Gray image into Binary by using LDP 

Robin Masks 

            (a) Apply  2-D convolution of image G(i,j) and mask  

MN(i,j)  with size 3×3  F(i,j)= G(i,j)*Mn(i,j) 

(b) Calculate the threshold, th= F(i+1,j+1) 

(c) Initialize the variables p=0 and q=0 

(d) ifF(p,q)>=thenBW(p,q)= 1 otherwise BW(p,q)= 0 

(e) Initialize the variables l=0 and m=0 

(f) for a = l to l+2 and b = m to m+2 do the following 

procedure 

(i) if  BW(l+1,m+1)==1 then Count the frequencies of 

incidence of Grain Features from 1,2,…,8 

otherwise update m = m+3 

    (ii) ifm< N then go to step (f) otherwise update l = 

l+3 and m = 0 

    (iii) if l< N then go to step (f) otherwise Store the 

Grain features in the face recognition database 

and stop the procedure 

3. RESULTS AND DISCUSSION 
To find the consequence of the present method, the 

present study has evaluated MP-1g to MP-8g on facial LDP 

images of child and adults from different poses of 1002 FgNet 

ageing databaseimages, 12000Morph data base images, 1500 

scanned images and 750 Google imagestotally, its leads of  

15252 images. Some of the child and adult images in different 

databases are shown in figure8 and Figure9.  The present 

study considered that the childhood agesbetween 0 and 15 

years and adulthood is over30 years. 

Table 1 and Table 2 indicate the frequency incidence of 

MP-g for sample database of FgNet. The facial image is 

recognized as child or adult based on Algorithm 1. From the 

computed frequency of incidence of MP-1g to MP-8g by the 

Algorithm 1 the present study observed that only twoMP-gS 

are exhibiting successful child-adulthood classification rates. 

The MP-1g and MP-4g have proved to have significant, 

precise and accurate classification rates than others MP-g‟s. 

The present study suggests that it is not necessary to evaluate 

frequency incidence of MP-2g, MP-3g, MP-5g, MP-6g, MP-

7g and MP-8g on facial LDP images of the child and adult for 

classification. Since the facial images are of different poses, 

the proposed method is posed invariant. To prove the 

proposed method is rotationally invariant the MP-g are 

evaluated with different rotations 30, 45 and 135 degrees 
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andthe obtained results are scheduled in Tables from 3 to 8.  

Even by rotation with different angles, the Algorithm 1 based 

on MP-1g and MP-4g classifies the child and adult. This 

proves that the present method is rotationally invariant. Thus, 

the present method has overcome the disadvantage of pattern 

based and also previous methods that are rotational and pose 

variant.

 

 

 

 

 

 
Fig. 8. Sample facial images of adults with different poses of FgNet aging database. 

 

Table I 
Frequency incidence of child facial images using MP-g. 

Child images MP-1 MP-2 MP-3 MP-4 MP-5 MP-6 MP-7 MP-8 

015A01 14689 765 679 964 1047 2015 1371 2076 

002A03 15365 864 837 952 964 2135 1129 3168 

009A03 13649 752 913 994 899 2049 1078 7045 

069A03 13451 1468 1188 1228 2209 4066 2155 895 

053A06 14478 1090 861 1052 1233 1763 1186 548 

066A06a 19661 1170 929 1138 1454 2221 1379 828 

019A07 14369 1092 982 1163 1676 3527 2956 3015 

016A08 17206 788 658 1009 833 1216 363 138 

023A09 21243 1459 990 1183 1129 1521 774 581 

073A09 10871 1186 1164 1122 2258 4396 3901 2482 

065A09 11821 806 661 856 930 1774 1501 10531 

011A11 18020 958 687 919 733 1153 611 230 

022A11 22196 789 799 910 1092 1325 863 706 

012A12 16829 923 690 1023 854 9080 617 195 

008A13 14843 1421 1046 1162 1305 1389 746 299 

Sci-img-01 13568 963 914 984 865 1423 865 203 

Sci-img-02 14768 768 863 913 1025 1564 1365 276 

Sci-img-03 15649 854 786 927 973 1579 1278 536 

Sci-img-04 18637 913 597 1013 918 1679 1135 895 

Sci-img-05 19037 963 618 1019 879 2123 1496 9563 

mor-img-01 17433 876 723 1101 1123 2094 1526 8768 

mor-img-02 15684 961 831 978 1079 1998 1428 1963 

mor-img-03 13081 1293 1176 1164 2372 4605 2996 1493 

mor-img-04 16566 620 640 917 1065 2490 2168 4414 

mor-img-05 14595 926 726 935 1153 2255 2626 5664 
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Table II 

Frequency incidence of adult facial images using MP-g. 

Adult images MP-1 MP-2 MP-3 MP-4 MP-5 MP-6 MP-7 MP-8 

027A41 13658 1075 865 1364 1123 1450 1211 384 

062A41 15638 1349 913 1268 1235 3623 1466 295 

071A42 17698 1745 1035 1495 1465 2359 1355 406 

033A44  18486 2146 1583 2037 2140 2855 923 406 

047A45 22360 1140 924 1273 1088 1400 514 281 

028A46 20731 861 760 1182 1368 2120 1011 647 

045A48 18649 1948 964 2018 2013 1365 1217 594 

003A49 20134 1956 813 2134 2348 1433 1175 712 

048A50 23498 896 854 1204 1065 1637 885 337 

039A52  16538 2313 2169 2406 2635 3013 1143 359 

004A53 18649 2013 979 1769 1645 1956 1259 535 

005A61 16498 2146 1237 1649 2156 1765 1567 478 

006A61 15253 1594 1477 2057 2424 3758 1534 783 

Sci-img-101 22308 1374 981 1437 1105 1233 251 191 

Sci-img-102 20125 2237 1165 1548 1652 2016 1468 776 

Sci-img-103 21237 2379 1179 1788 1847 2347 1346 649 

Sci-img-104 19858 1290 1067 1621 1569 2188 852 435 

Sci-img-105 14628 1643 1629 1936 2414 4082 2934 1310 

mor-img-501 19556 1065 910 1278 1395 2373 1587 716 

mor-img-502 14390 2159 1912 2513 3067 4187 1770 578 

mor-img-503 19679 2140 1204 1499 1769 2246 1646 662 

mor-img-504 20860 1351 952 1771 1637 2585 998 522 

mor-img-505 23198 1298 1076 1254 1286 1654 586 224 

 

Algorithm 1: Rotational and pose invariant child and adult age classification using MP-g on LDP. 

if (MP-1g<=13700)  

print (facial image is of Child) 

elseif  (((MP-1g >14000) && (MP-1g <22300)) && ( MP-4g<=1200)) 

print (facial image is of Child) 

elseif (((MP-1g >14000) && (MP-1g <23500)) && ((MP-4g >1300) && (MP-4g < 2350)))                

print (facial image is of the Adult)    

else 

print (facial image is not of the child and the adult)             

end 

The Algorithm 1 classifies child from adult, based only on the 

frequency incidence of MP-1g and MP-4g values. If a MP-1g 

value is less than 13700 then the facial image is treated as 

child, else they form group 2 entries. By considering  both 

MP-1g and MP-4g values if a MP-1g count is inbetween 

14000 to 23500 and  a MP-4g count is less than 1300 then it 

classifies as a child otherwise adult as specified in the 

Algorithm 1. The same thing is also true for all rotational 

facial texture images. 
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Table III 

 Frequency incidence of a MP-g with 300 rotation on LDP for child facial images. 

Child images MP-1 MP-2 MP-3 MP-4 MP-5 MP-6 MP-7 MP-8 

002A03 10346 613 634 1064 1348 2216 2349 16494 

008A13 9768 718 728 978 1346 2575 2659 13462 

009A03 10769 834 531 867 927 1567 1946 12346 

011A11 15722 794 562 637 774 799 520 18924 

012A12 16014 1268 888 938 889 914 574 20005 

015A01 7568 513 1365 846 1035 936 694 19864 

016A08 8316 648 1230 813 778 1365 1346 23156 

019A07 9769 716 1065 679 684 1364 1864 23458 

022A11 10325 839 943 681 1235 2346 1964 22467 

023A09 12356 746 1032 1035 1365 2867 2034 19467 

073A09 6106 1029 1094 1138 2230 2255 3884 22269 

069A03 14389 911 785 932 1199 1224 2624 31622 

066A06a 6139 685 734 1010 1349 1374 2439 17932 

065A09 7024 539 517 617 756 781 1371 30261 

053A06 11737 480 471 743 982 1007 2062 24097 

Sci-img-01 13645 943 978 1094 1649 3121 2264 18631 

Sci-img-02 16819 852 662 842 994 1019 527 20343 

Sci-img-03 13971 1431 1085 1169 1196 1221 717 19158 

Sci-img-04 11261 984 788 999 1179 1204 1038 17023 

Sci-img-05 11455 585 876 1113 1869 2348 2019 17345 

mor-img-01 8301 1149 1227 1004 2370 2395 2722 21617 

mor-img-02 14290 950 751 992 1268 1293 1123 20056 

mor-img-03 9658 579 528 663 673 698 364 12336 

mor-img-04 8923 732 567 703 765 790 295 11841 

mor-img-05 13257 1595 1287 1145 2333 2358 2002 25244 
 

Table IV 
Frequency incidenceof aMP-g with 300 rotation on LDP for adult facial images. 

Adult images MP-1 MP-2 MP-3 MP-4 MP-5 MP-6 MP-7 MP-8 

003A49 11235 1358 1265 1547 1649 2065 1425 23456 

005A61 13465 1649 1349 1463 1563 2164 1268 22658 

006A61 12346 1346 1765 1429 1429 2318 1361 31456 

027A41 17960 812 1326 1823 1034 652 670 32992 

028A46 18893 1196 1280 1399 1255 980 580 30986 

033A44  13495 574 1270 2214 1099 1649 1345 20349 

039A52  15144 2391 2726 2318 2624 2114 1227 27725 

045A48 10395 974 1794 1358 1037 2495 1278 25648 

047A45 10970 1526 3704 1850 2327 1540 3038 31314 

048A50 12586 618 1873 2199 1267 1765 1994 21546 

071A42 18556 1167 910 1296 1155 888 295 24098 

062A41 18032 1081 1110 1246 1008 835 419 24834 

004A53 14167 833 1972 1967 1274 694 1070 27388 

Sci-img-101 13644 529 1979 2035 1348 1649 1236 20658 

Sci-img-102 15264 1137 1905 1213 1471 995 943 33341 

Sci-img-103 9034 2093 3372 2285 2930 1832 1600 33123 

Sci-img-104 11630 1679 1973 1607 1783 1317 957 35323 

Sci-img-105 10349 936 1864 1647 945 2020 1649 26690 

mor-img-501 12453 817 1945 1950 865 1367 1721 27988 

mor-img-502 11358 928 2034 1713 765 1428 1833 26485 

mor-img-503 11173 1693 3195 1942 2371 1517 1629 24845 

mor-img-504 14159 916 1957 1999 1343 803 1267 26921 

mor-img-505 14129 1234 1716 1339 1530 997 603 26817 
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Table V 

Frequency incidence of a MP-g with 450 rotation on LDP for child facial images. 

Child images MP-1 MP-2 MP-3 MP-4 MP-5 MP-6 MP-7 MP-8 

002A03 12649 815 1344 611 1214 1458 1127 18188 

008A13 7510 1243 1294 1035 2210 2766 2771 22845 

009A03 13432 946 826 1065 1115 1169 1174 21530 

011A11 9468 798 1037 864 1679 1864 1095 18465 

012A12 12466 1638 1397 1183 2153 2008 2013 27594 

015A01 15160 1270 873 914 864 731 736 21532 

016A08 9846 575 613 865 894 1649 1465 24683 

019A07 11235 1035 1175 599 2133 2213 845 20316 

022A11 8697 661 535 579 601 274 279 13086 

023A09 10356 897 1239 798 2041 1946 799 17645 

073A09 5228 1067 1183 1194 2169 3836 3841 24038 

069A03 8764 596 915 1403 1035 1764 1564 23446 

066A06a 13568 929 837 981 1176 2537 2542 34117 

065A09 14665 1123 1094 764 1449 2103 911 19465 

053A06 12356 946 1211 849 1365 2317 1094 23157 

Sci-img-01 13091 1475 1121 1181 1126 881 886 20495 

Sci-img-02 8091 714 630 735 642 403 408 12142 

Sci-img-03 7264 613 846 943 1863 2031 1346 26491 

Sci-img-04 6497 678 769 1097 1486 1946 1294 19485 

Sci-img-05 14763 784 609 665 742 451 456 20094 

mor-img-01 15992 865 691 813 933 673 678 21366 

mor-img-02 10398 1030 829 1013 1062 1039 1044 17735 

mor-img-03 5298 660 740 1035 1347 2394 2399 18580 

mor-img-04 6109 592 554 618 736 1344 1349 32259 

mor-img-05 10904 485 526 757 901 2153 2158 25795 
 

Table VI 
Frequency incidence of a MP-g with 450 rotation on LDP for adult facial images. 

Adult images MP-1 MP-2 MP-3 MP-4 MP-5 MP-6 MP-7 MP-8 

003A49 10349 864 649 946 563 1786 812 15546 

005A61 16542 1165 1021 2156 2564 2035 945 19468 

006A61 15612 914 794 1949 1032 1739 849 23095 

027A41 12654 1326 867 876 946 2349 723 16866 

028A46 9332 1765 1637 2043 2516 3233 1477 23837 

033A44  11751 1283 1415 1714 2157 3618 2918 29048 

039A52  14687 1037 913 2300 2013 1649 846 23456 

045A48 17491 840 703 1811 776 1094 553 24003 

047A45 13456 1034 918 785 1945 3015 698 16489 

048A50 18249 483 490 1624 690 1064 716 23524 

071A42 12145 1348 765 648 1762 1034 714 23456 

062A41 12295 1660 1637 1913 2284 3218 1652 27397 

004A53 14627 775 741 1921 1112 2005 1268 23110 

Sci-img-101 10346 584 596 663 703 1325 613 21354 

Sci-img-102 19090 1059 908 1315 952 1138 424 26558 

Sci-img-103 13464 1256 864 1550 1648 1766 765 20164 

Sci-img-104 19684 1334 1059 1212 1080 958 271 27478 

Sci-img-105 12062 581 571 1672 783 1562 697 18408 

mor-img-501 13459 1360 972 1948 1246 2649 1034 18465 

mor-img-502 14654 867 877 975 1645 2789 465 17563 

mor-img-503 11687 1359 1068 1356 1182 1652 582 19738 

mor-img-504 16286 2554 2217 2278 2400 2728 1418 31735 

mor-img-505 14703 1186 1012 1296 1256 1668 774 23089 
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Table VII 

Frequency incidence of aMP-g with 1350 rotation on LDP for child facial images. 

Child images MP-1 MP-2 MP-3 MP-4 MP-5 MP-6 MP-7 MP-8 

002A03 16908 857 758 940 889 1108 574 22910 

008A13 14038 1642 1104 1144 1129 1426 595 22186 

009A03 11282 1149 856 956 1061 1651 1056 19238 

011A11 9605 665 550 613 582 962 327 14585 

012A12 9022 757 651 693 644 788 369 13645 

015A01 13230 1650 1475 700 2120 3777 2491 29253 

016A08 14458 1012 832 948 1177 2483 2532 35607 

019A07 6239 744 744 1014 1435 2865 2362 19941 

022A11 15688 1292 894 873 900 1173 652 23040 

023A09 16120 1098 1201 1175 2164 4652 3839 25542 

073A09 6154 1259 1315 1058 2254 4164 2819 24337 

069A03 8419 1259 1315 1058 2254 4164 2819 24337 

066A06a 14332 1020 787 1017 1146 2058 1140 23021 

065A09 7009 639 570 613 723 1543 1367 33761 

053A06 11791 554 529 721 917 2219 2208 27286 

Sci-img-01 10395 1037 594 894 1013 966 1345 23456 

Sci-img-02 14656 1123 913 931 1216 2034 1649 22151 

Sci-img-03 12349 978 795 1027 1324 2246 1864 19457 

Sci-img-04 11256 981 981 1346 1525 3156 1447 16485 

Sci-img-05 10356 1035 596 1294 1646 4023 1552 14863 

mor-img-01 9468 1210 637 1246 2112 3947 1336 13498 

mor-img-02 8864 971 779 1495 2001 3129 1649 32467 

mor-img-03 9862 968 891 1221 1940 798 975 23622 

mor-img-04 10354 811 730 1323 899 1039 869 19468 

mor-img-05 11349 722 616 1424 905 1164 713 17644 
 

Table VIII 
Frequency incidence of a MP-g with 1350 rotation on LDP for adult facial images. 

Adult images MP-1 MP-2 MP-3 MP-4 MP-5 MP-6 MP-7 MP-8 

003A49 13954 1178 849 846 916 2167 775 22156 

005A61 10580 1353 1035 1273 1124 1672 599 18462 

006A61 9467 1532 741 943 761 2011 1038 23141 

027A41 8879 711 951 694 696 1036 1465 19468 

028A46 14446 942 812 1933 982 1752 626 22165 

033A44  9846 917 756 862 851 853 1094 20946 

039A52  15052 2492 2354 2335 2356 2800 1036 30865 

045A48 1465 1265 1094 946 813 2034 669 20134 

047A45 16654 886 692 1839 759 1082 504 22529 

048A50 10902 635 551 1649 763 1474 1013 17023 

071A42 12649 937 963 864 945 1943 913 27895 

062A41 11128 1824 1655 1946 2186 3201 1711 26079 

004A53 10317 943 753 953 762 1864 1311 23498 

Sci-img-101 10686 1405 1425 1771 2017 3750 2917 27607 

Sci-img-102 17147 552 488 1639 633 1070 745 22240 

Sci-img-103 13495 1399 794 1067 1034 1846 844 23145 

Sci-img-104 18619 1361 1052 1282 990 1005 240 26201 

Sci-img-105 10346 1434 852 824 848 1765 966 26499 

mor-img-501 17969 1154 873 1227 935 1182 399 25279 

mor-img-502 8649 1034 355 761 515 1946 1132 21346 

mor-img-503 13542 1273 1012 1317 1223 1595 600 22196 

mor-img-504 13500 808 711 1991 1031 2035 948 22209 

mor-img-505 8233 1795 1686 2114 2305 3420 1414 22547 

 

3.1 Comparison of Results with othersProposedmethods 

results: 

The efficiency of the present method is compared with others 

proposed methods like“geometric properties” approach [14] 

and SPBPLME[15] methods. Geometric properties approach 

extracts the geometric facture of Wavelet facial image. The 

overall percentage of this method is 91.88%.The proposed 

SPBPLMEmethod estimated incidence rates for zero 

transitions on prominent binary patterns on SBPLME. The 

overall proportion of classification rate of the SPBPLME is 
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about 96.13. The proportion of classification in each group of 

the proposed method and others methods are listed out in 

Table 9. The graphical representation of the classification 

results is shown in figure9. The Table 9 clearly indicates that 

the proposed method yields better performance rate when 

compared with the existing methods.  
 

Table IX 
 Overall % of classification rates of the proposed method and others methods. 

Image 

Dataset 

Geometric 

properties 

Approach 

SPBPLME 

method 

Proposed 

Method 

FgNet 91.34% 96.37% 97.73% 

Morph 90.79% 95.46% 96.96% 

Scanned 89.15% 96.13% 98.15% 

Google 91.28% 96.67% 97.97% 

 

 
Fig. 9. Comparison graph of proposed method with others methods 

 

 

     4.    CONCLUSIONS 

The present paperproposed a novel method for age 

classification of child and adults based on the MP-gSon 

LDPfacial skin. The novelty of the present method is, it is 

rotationally, pose, noise, illumination invariant due to basic 

principles of LDP and the proposed MP-g. The present 

approach outlines that one need not necessarily evaluate the 

frequency of incidence of MP-2g, MP-3g and MP-5g to MP-

8g for the age classification. The MP-1g and MP-4g contains 

more textural and topological information of the facial skin, 

that is the reason these two texture features are classifying the 

child and adult. 
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Abstract—Thispaper proposes a novel approach for handwritten 
digit recognition system. The present paper extracts digit image 
features based on distance measure and derives an algorithm to 
classify the digit images. The distance measure can be performed 
on the thinned image. Thinning is the one of the preprocessing 
technique in image processing.The present paper mainly 
concentrated on an extraction of features from digit image for 
effective recognition of the numeral. The main objective of the 
paper is exact features are extracted for good classification 
results. To find the effectiveness of the proposed method, tested 
on MNIST database, CENPARMI, CEDAR, and newly collected 
data. The proposed method is implemented on more than one 
lakh digit images and got good comparative recognition 
results.The percentage of the recognition is achieved about 
97.32%. 
 

Index Term—Handwritten digit recognition, Distance 
measure, MNIST Database, image features.  

I. INTRODUCTION 
INthe field of image processing and pattern recognition [1] 
handwriting recognition has one of the hottest and demanding 
directions in the recent years.Day to day new technologies and 
innovative methods have been proposed continuously. With 
the development of the smart phone operation system, the 
application in handwritten recognition has aroused more and 
more attention from researchers.In general, handwritten 
character recognition is classified into two types of offline and 
online recognition methods [2].An optical character 
recognition (OCR) system with a good recognition 
performance needs to maintain a very high recognition rate, 
and at the same time, to obtain a very high reliability, or a very 
low error rate [3, 4]. Recent developments on classifiers and 
feature extraction have significantly increased the recognition 
accuracy of handwritten digit recognition systems. 

Gorgevik et al. [5] proposed handwritten digits recognition 
system by using Support Vector Machines (SVM). They 
extracted four types of features from each digit image 1) 
projection histograms, 2) contour profiles, 3) ring-zones and 4) 
Kirsch features. They reported 97.27% recognition accuracy 
on National Institute of Standards and Technology (NIST) [6] 
handwritten digits database [7] when four types of features 
were used collectively. In [8] Chen et al. proposed maxmin 
posterior pseudo-probabilities framework for handwritten 
digits recognition. They extracted 256-D directional features 
from the input image. Finally, 256-D features were 
transformed into 128-D feature using Principal Component 

Analysis (PCA). They reported recognition accuracy of 
98.76% on NIST database [7]. 

A few works have also been reported in the literature on 
handwritten digit recognition of Indian scripts. Most of the 
available works on handwriting recognition of Indian scripts 
are based on small databases with a few basic characters and 
collected in laboratory environments. At present, a few large 
databases of handwritten digits of major Indic scripts are 
available from Computer Vision and Pattern Recognition Unit 
(CVPR), Indian Statistical Institute, Kolkata. Offline 
handwritten numerals database is available for Devanagari, 
Bangla, and Oriya scripts. Basic characters, vowel modifiers 
and compound characters aboutDevanagari, Bangla, and Oriya 
scripts are also available. Both online and offline forms of the 
dataset are available for research purpose. An offline version 
of the data is also available in the form of bi-level TIFF 
images, generated from the online data-using simple piecewise 
linear interpolation with a constant thickening factor applied. 
The paper considers only the Basic English numerals for 
recognition purpose. The dataset for the experiment was 
collected from different individuals of various professions in 
the states of Andhra Pradesh and Telangana. The proposed 
method overcome the disadvantages of various techniques and 
find the effective feature extraction process for the recognition 
handwritten digits of different databases in an  effective 
manner.  
The paper is organized as follows: Section 2 contains database 
creation and the preprocessing. Section 3 describes feature 
extraction methods and the proposed algorithm is presented in 
Section 4. The experimental details and result analysis is 
presented in Section 6. Section 6 contains the conclusion part. 

II. PROPOSED METHOD 
The proposed method is mainly consists of 5 steps. In the 

first step, collecting the numerals data from various data bases 
and gathering images from various people in AP and 
Telangana state. After collecting the numeral data preprocess 
data i.e. elimination of noise and conversion of gray scale 
images into binary images and also the normalization of the 
binary images by using the normalization techniques. In the 
third step, binary images are converted into single pixel-width 
images i.e. thinning of the digit images. In this step, various 
thinning operations are performed and found out the best 
thinning techniques suitable for the digit images. In the fourth 
step, extracted the features of the thinned image by using 
distance measure. In the last step, derive an algorithm for 
recognition of handwritten numerals system. The block 
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diagram of the proposed method is shown below figure 1.  

 
Fig. 1.Block diagram of the Handwritten Digit Recognition system 

Step 1: Collection of numeral image database 
Several standard datasets of digits are found in English. 

Some of them are CENPARMI, CEDAR, and MNIST 
datasets. The CENPARMI (Centre for Pattern Recognition and 
Machine Intelligence) digit dataset [9] is available from 
CENPARMI, Concordia University. In this dataset 4000 
images (400 samples per class) are specified for training 
purpose and 2000 images are used for testing purpose. These 
digit datasets were collected from United States Postal Service 
(USPS).  The Center of Excellence for Document Analysis and 
Recognition (CEDAR) digit dataset is available from CEDAR, 
The State University of New York, Buffalo. The training and 
test sets contain 18468 and 2711 digits, respectively. The 
number of samples in both training and test sets differ for each 
class. The Modified National Institute of Standards and 
Technology (MNIST) dataset [10] was extracted from the 
NIST datasets SD3 and SD7. The training and test sets are 
composed of both SD3 and SD7. Samples are normalized into 
20×20 grayscale images with aspect ratio reserved, and the 
normalized images are located in a 28×28 frame. The number 
of training and test samples is 60,000 and 10,000 respectively. 
The sample images of the MNIST dataset is shown in figure 2. 

 
Fig. 2. Sample digit images of MNIST database 

The plain paper was used for data collection. Each person 
was instructed to write the digits (fully unconstrained) along 
the vertical direction. The dataset contains about 100 isolated 
samples each of 10numerals written by 1000 native writers 
including university graduates, high school children, and 
adults. Around fifty percent data is from high school children. 
A flatbed scanner was used for digitization, with images in 
gray tone at 300 dpi. These were stored has Bit Map File 
(BMP) format using a standard technique for converting them 

into monochrome images. Data was manually extracted from 
scanned images and normalized into 50×50 size using a 
standard bicubic approach. After processing scanned images 
about digits and a total of 100000 (100×1000) images of 
numerals are obtained. Dataset developed planned to be made 
available publicly for research purpose. Some of the sample 
images after extracting from the scanned image are shown in 
figure 3. 

 
Fig. 3. Sample Scanned document of digit images 

Step 2: Digit Image Preprocessing 
Data capture of documents by optical scanning or by digital 
video yields a file of picture elements, which is the raw input 
to document analysis process. The first step in document 
analysis is to perform a preprocessing on this image to prepare 
it for further analysis. Such processing includes thresholding to 
convert a gray scale (or color image) to a binary image, 
reduction of noise to reduce extraneous data, skew estimation 
of a document image if document suffers from tilt (skewed), 
thinning, enable subsequent detection of pertinent features of 
the object of interest and then segmentation of text line to 
individual digit character. It is assumed that characters are 
already isolated and preprocessing steps such as Binarization, 
noise removal, normalization and thinning are to be done. 
Initially, the document is captured using gray level mode. 
Character extraction from the scanned document is done 
manually. Then Otsu’s histogram-based global threshold 
approach is applied for digit image Binarization. Figure 4 
shows the gray level picture of the character and resultant of 
global thresholding approach.   

 
Fig. 4. Result of Binarization Technique 

The next step is to normalize the given character image into a 
standard size. For that, a standard nearest neighbor 
interpolation method is used. Figure 5 shows some sample 
images after applying normalization technique.  

 
Fig. 5. Samples of Digit Images after Normalization  
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Step 3: Thinning of the digit image 
Skeletonization has been a part of image processing for a wide 
variety of applications.  Thinning is the process of reducing the 
thickness of each line of pattern to just a single pixel width. 
Thinning is usually used as the first step in applications such 
as optical character recognition to improve the recognition 
rate. It has been applied to many fields [11], such as inspection 
of printed circuit boards, counting of asbestos fibers on air 
filters, analysis of chromosomes, classification of fingerprints, 
recognition of characters, application in intelligent copying 
and facsimile transmission systems, data reduction of map 
storage, etc. The major advantages of thinning in image 
processing and pattern recognition are: reduction of an amount 
of data as input binary image and preservation of fundamental 
skeleton, which is topologically equivalent to the original 
object. Many thinning algorithms have been introduced for 
decades. These algorithms have both advantages and 
disadvantages. Some algorithms can obtain good quality 
skeletons, but they run slowly [12]. None of the methods 
address rotation invariant is thinning. Many are specific to 
digits, characters, or letters, written in English, Chinese, 
Arabic, or any other scripts. However, to solve the 
aforementioned problems, the rotation invariant is rule-based 
thinning algorithm for character recognition is proposed by 
[13]. This is a generalized algorithm, which is used to thin the 
symbols irrespective of the scripts. The advantage of this 
method is it is invariant is to rotation. The algorithm fails on 
two-pixel wide lines. To overcome this drawback, an improved 
rotation-invariant thinning algorithm was proposed by [14]. 
Recently, improved two-step thinning algorithm is described 
by Aradhya et.alin the year 2005, which is an improved 
version of standard two-step thinning algorithm [15]. The 
proposed algorithm thins the symbols to their central lines and 
has the rotation invariant property. Compared to two-step and 
rotation rule-based methods, the improved two-step method is 
better with respect to time, computations, and preserving 
topology. Hence in this work, improved two-step thinning 
algorithm is used for better representation of character images 
and to extract features from the character images. The resultant 
of thinning algorithms is shown in figure 6.  

 
(a)                          (b) 

 
(c)                        (d) 

Fig. 6.Result of different thinning algorithms 

III. A NOVEL FEATURE EXTRACTION TECHNIQUE BASED ON 
DISTANCE MEASURE FOR HANDWRITTEN DIGITS 

Digit image preprocessing has also been done for effective 
representation of characters. In this paper, a novel feature 
extraction technique based on distance measure is presented. 
In this proposed method features are extracted based on 
distance measure technique. Feature extraction is one of the 
most important steps in any recognition system. The aim of 
feature extraction is to represent the image in terms of some 
quantifiable measurements that may be easily utilized in the 
classification stage. To a large extent, the accuracy of a 
recognition system depends on the discriminative capability of 
features and the generalization performance of a designed 
classifier. Document image representation methods are 
categorized in three major groups [16].  

A. Global Transformation and Series Expansion:  
Geometrical and topological features can represent various 

global and local properties of numerals images with high 
tolerance to distortions and style variations. The methods on 
topological and geometrical representations can be grouped 
into four categories i.e. Coding, Graphs & Trees, Counting 
&Extracting Topological Structures and Measuring & 
Approximating the Geometrical Properties. 

B. Statistical Representation:  
Representation by the use of statistical distribution of points 

will take care of the style variations to some extent. There are 
three important statistical features used for character 
representation: Zoning, Crossing and Distances and 
Projections 

C. Geometrical and Topological Representation: 
A continuous signal generally contains more information that 
needed to be represented for the purpose of classification. One 
way to represent a signal is by a linear combination of a series 
of simpler well-defined functions. The coefficients of the 
linear combination provide a compact encoding known as 
transformation or series expansion. Some common transform 
methods used in the character recognition field are Fourier 
transform, Gabor transform, Moments and Karhunen-Loeve 
transform. 

In this paper, novel feature extractions schemes are 
developed i.e. Feature Extraction Method (FEM) based on 
distance measure are presented.  
FEM mainly consists of X major steps 
Step 1: Thinning is applied to the given input digit image. In 

this method two-step & improved two-step thinning 
algorithms are used for thinning purpose. The 
resultant thinned images for a given character are 
shown in Figure 7.  

Step 2:  The thinned digit image is scanned from top-left 
corner to top-right corner (row-wise). While 
scanning the image, the black pixel positions are 
identified in each row by using the following 
procedure. 

 (a) If any black pixel is encountered in this process, 
the algorithm computes the distance between the 
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points of the region where the black pixel is 
encountered. 

 (b) If the algorithm fails to encounter any black pixel 
in the row, the distance is considered as zero value. 

 This procedure of finding black pixel in the specified 
region is continued till the end of the row. Figure 8 
shows the working procedure of the proposed 
method. If the size of the image is 50× 50, then 50 
feature values along each row is encountered.   

Step 3: Similarly distances are calculated column wise i.e. 
from the topmost pixel to the bottommost pixel of 
every column. Figure 9 shows the working 
procedure of the proposed method. If the size of the 
image is 50× 50, then 50 feature values along each 
row is encountered. 

Totally 100 (i.e., 50 + 50) features are extracted from each 
input character. 

 
Fig. 7. Thinning Results (a) Original Image (b) 2 Step result (c) Result Using 

Improved 2 Step 

 
Fig. 8. Distance Computing along Row-wise 

 
Fig. 9.Distance Computing along Column-wise 

The major goal of representation is to extract and select a set 
of features, which maximizes the recognition rate with the 
least amount of elements. Feature extraction and selection is 
defined as extracting the most representative information from 
the raw data, which minimizes the intra class pattern 
variability while enhancing the inter-class pattern variability. 

IV. RESULTS AND DISCUSSIONS 
The proposed feature extraction methods are experimentally 

evaluated with the dataset containing various handwritten 
numerals collecting from MNIST data base, CENPARMI data 
base, CEDAR data base and most of the images from scanned 
images. Collectively, the data base contains 176000 digit 

images. No method has tested using such type of large 
database. In this paper, Nearest Neighbor Classifier (NNC) is 
used for classification purpose. All experiments are carried out 
on a PC machine with i3 processor 2.7GHz CPU and 2 GB 
RAM memory under MatLab 10.0 platform.  20 percentage of 
the each data base is used for training and remaining 80 
percentage images are used for testing purpose i.e. 35200 
images are used for training purpose and 140800 images are 
used for testing purpose.  

The proposed method is evaluated when two different 
thinning algorithms are used for thinning a digit image i.e. 
two-step and improved two step thinning algorithms. The 
percentage of recognition of the proposed method when two-
step method is applied is listed out in tables 1, 2, 3 and 4. The 
percentage of recognition of the proposed method when 
improved two-step method is applied is listed out in table 5, 6, 
7 and 8. The overall percentage of the proposed recognition 
system when two thinning technique are applied is shown in a 
table and the comparison graph of the two thinning algorithms 
is shown in figure 10. From the figure 10, it is clear that, using 
two-steps thinning algorithm the overall recognition rate is 
94.25 achieved whereas in case of improved thinning 
algorithm the performance of the system is 96.28%. 

TABLE I 
MNIST DATA BASE RECOGNITION PERCENTAGE WHEN TWO STEP THINNING 

APPLIED 

Digit Total no of 
Digits 

correctly 
classified 

Not 
Correctly 
Classified 

% 
Recognition 

0 6573 6323 250 96.20 
1 6715 6464 251 96.26 
2 6580 6308 272 95.87 
3 6600 6302 298 95.48 
4 6442 6172 270 95.81 
5 6575 6365 210 96.81 
6 6705 6287 418 93.77 
7 6715 6465 250 96.28 
8 6605 6262 343 94.81 
9 6490 6304 186 97.13 

 
TABLE II 

CEPARMI DATA BASE RECOGNITION PERCENTAGE WHEN TWO STEP THINNING 
APPLIED 

Digit Total no 
of Digits 

correctly 
classified 

Not 
Correctly 
Classified 

% 
Recognition 

0 320 308 12 96.25 
1 320 307 13 95.94 
2 320 308 12 96.25 
3 320 303 17 94.69 
4 320 306 14 95.63 
5 320 305 15 95.31 
6 320 309 11 96.56 
7 320 303 17 94.69 
8 320 307 13 95.94 
9 320 310 10 96.88 
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TABLE III 
CEDAR DATABASE PERCENTAGE OF RECOGNITION WHEN TWO STEP THINNING 

APPLIED 

Digit Total no of 
Digits 

correctly 
classified 

Not 
Correctly 
Classified 

% 
Recognition 

0 160 150 10 93.75 
1 160 149 11 93.13 
2 160 150 10 93.75 
3 160 151 9 94.38 
4 160 152 8 95.00 
5 160 155 5 96.88 
6 160 151 9 94.38 
7 160 153 7 95.63 
8 160 154 6 96.25 
9 160 156 4 97.50 

 
TABLE IV 

SCANNED IMAGES DATABASE PERCENTAGE OF RECOGNITION WHEN TWO 
STEP THINNING APPLIED 

Digit Total no 
of Digits 

correctly 
classified 

Not 
Correctly 
Classified 

% 
Recognition 

0 7985 7803 182 97.72 
1 8025 7733 292 96.36 
2 8123 7800 323 96.02 
3 7816 7579 237 96.97 
4 7923 7738 185 97.67 
5 8050 7711 339 95.79 
6 8023 7711 312 96.11 
7 8075 7703 372 95.39 
8 8115 7731 384 95.27 
9 7865 7441 424 94.61 

 
TABLE V 

 MNIST DATA BASE RECOGNITION PERCENTAGE WHEN IMPROVED TWO STEP 
THINNING APPLIED 

Digit Total no of 
Digits 

correctly 
classified 

Not 
Correctly 
Classified 

% 
Recognition 

0 6573 6503 70 98.94 
1 6715 6490 225 96.65 
2 6580 6509 71 98.92 
3 6600 6423 177 97.32 
4 6442 6299 143 97.78 
5 6575 6406 169 97.43 
6 6705 6513 192 97.14 
7 6715 6560 155 97.69 
8 6605 6491 114 98.27 
9 6490 6324 166 97.44 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE VI 
CEPARMI DATA BASE RECOGNITION PERCENTAGE WHEN IMPROVED TWO STEP 

THINNING APPLIED 

Digit Total no 
of Digits 

correctly 
classified 

Not 
Correctly 
Classified 

% 
Recognition 

0 320 312 8 97.50 
1 320 315 5 98.44 
2 320 305 15 95.31 
3 320 307 13 95.94 
4 320 312 8 97.50 
5 320 314 6 98.13 
6 320 312 8 97.50 
7 320 313 7 97.81 
8 320 316 4 98.75 
9 320 315 5 98.44 

 
TABLE VII 

 CEDAR DATABASE PERCENTAGE OF RECOGNITION WHEN IMPROVED TWO 
STEP THINNING APPLIED 

Digit Total no 
of Digits 

correctly 
classified 

Not 
Correctly 
Classified 

% 
Recognition 

0 160 156 4 97.50 
1 160 157 3 98.13 
2 160 155 5 96.88 
3 160 155 5 96.88 
4 160 156 4 97.50 
5 160 153 7 95.63 
6 160 152 8 95.00 
7 160 155 5 96.88 
8 160 153 7 95.63 
9 160 157 3 98.13 

 
TABLEVIII 

SCANNED IMAGES DATABASE PERCENTAGE OF RECOGNITION WHEN 
IMPROVED 2-STEP THINNING APPLIED 

Digit Total no 
of Digits 

correctly 
classified 

Not 
Correctly 
Classified 

% 
Recognition 

0 7985 7833 152 98.10 
1 8025 7811 214 97.33 
2 8123 7837 286 96.48 
3 7816 7632 184 97.65 
4 7923 7803 120 98.49 
5 8050 7737 313 96.11 
6 8023 7820 203 97.47 
7 8075 7819 256 96.83 
8 8115 7810 305 96.24 
9 7865 7641 224 97.15 

 
TABLE IX 

 %GE OF RECOGNITION OF THE PROPOSED METHOD WHEN TWO THINNING 
APPROACHES ARE APPLIED 

Database 
%ge of Recognition 

When Two-step 
thinning 

When improved 
two-step thinning 

CEPARMI 95.84 97.76 
CEDAR 95.81 97.53 
MNIST 95.06 96.81 
Scanned Images 96.19 97.18 
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Fig. 10. Comparing Recognition Accuracy with two Different Thinning 

Algorithms 
 

From the figure 10 and table 9, it is clear that improved two 
step thinning algorithm has performed better compared to 
standard two step thinning algorithm. The proposed method 
seeks more structural features and the size of the feature vector 
is also small. The overall recognition rate of the considered 
digit database is shown in table 10 and the overall recognition 
percentage is 97.44. 

TABLE X 
 CONSIDERED DATABASE PERCENTAGE OF RECOGNITION WHEN IMPROVED TWO 

STEP THINNING APPLIED 

Digit Total no 
of Digits 

correctly 
classified 

Not 
Correctly 
Classified 

% 
Recognition 

0 15038 14804 234 98.44 
1 15220 14773 447 97.06 
2 15183 14806 377 97.52 
3 14896 14517 379 97.46 
4 14845 14570 275 98.15 
5 15105 14610 495 96.72 
6 15208 14797 411 97.30 
7 15270 14847 423 97.23 
8 15200 14770 430 97.17 
9 14835 14437 398 97.32 

 
4.1Analysis of the proposed method: 
To analyze the proficiency of the proposed system, the 
outcomes of the proposed method are analyzed in gotten Ten 
Cycle Cross Validation (TCCV) approach. 
Ten Cycle Cross Validation (TCCV) approach: In TCCV 
approach results analysis strategy, the entire digit data base i.e. 
150800 aredivided into 10 sets.  Each set consists of 15080 
digit images mix up with the images of CEPRM, MNIST, 
CEDAR images, and Scanned Images. Every set must contain 
ten classes (0-9) of digit images. In TCCV approach results are 
analyzed in 10 Cycles. In cycle 1, first set is treated as a 
sample set and remaining 9 sets are taken as a test dataset. 
Compute the % of image grouping for test set. In cycle 2, 
second set is dealt with as a sample set and staying nine sets 
are taken as a test set. Compute the % of grouping for test set. 
The same methodology is applied remaining cycles also. This 
approach Strengthen the proposed method.  The % of digit 
grouping of the proposed strategy in ten cycles are listed in 
tables XI to XX individually. 

TABLE XI 
% OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-1 OF TCCV 

APPROACH 

Digit 

Cycle-1 

Total Properly 
classified  

Not 
correctly 
classified 

% of 
Classification 

0 13534 13389 145 98.93 
1 13698 13467 231 98.31 
2 13665 13486 179 98.69 
3 13406 13167 239 98.22 
4 13361 13205 156 98.83 
5 13595 13382 213 98.43 
6 13687 13413 274 98.00 
7 13743 13444 299 97.82 
8 13680 13386 294 97.85 
9 13352 13137 215 98.39 

 
 

TABLE XII 
% OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-2 OF TCCV 

APPROACH 

Digit 

Cycle-2 

Total Properly 
classified  

Not 
correctly 
classified 

% of 
Classification 

0 13534 13391 143 98.94 
1 13698 13485 213 98.45 
2 13665 13468 197 98.56 
3 13406 13187 219 98.37 
4 13361 13121 240 98.20 
5 13595 13419 176 98.71 
6 13687 13559 128 99.06 
7 13743 13544 199 98.55 
8 13680 13467 213 98.44 
9 13352 13177 175 98.69 

 
TABLE XIII 

% OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-3 OF TCCV 
APPROACH 

Digit 

Cycle-3 

Total Properly 
classified  

Not 
correctly 
classified 

% of 
Classification 

0 13534 13370 164 98.79 
1 13698 13501 197 98.56 
2 13665 13468 197 98.56 
3 13406 13237 169 98.74 
4 13361 13215 146 98.91 
5 13595 13412 183 98.65 
6 13687 13473 214 98.44 
7 13743 13584 159 98.84 
8 13680 13462 218 98.41 
9 13352 13176 176 98.68 
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TABLE XIV 
 % OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-4 OF TCCV 

APPROACH 

Digit 

Cycle-4 

Total Properly 
classified  

Not 
correctly 
classified 

% of 
Classification 

0 13534 13421 113 99.17 
1 13698 13520 178 98.70 
2 13665 13501 164 98.80 
3 13406 13191 215 98.40 
4 13361 13085 276 97.93 
5 13595 13449 146 98.93 
6 13687 13472 215 98.43 
7 13743 13567 176 98.72 
8 13680 13416 264 98.07 
9 13352 13206 146 98.91 

 
 

TABLE XV 
 % OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-5 OF TCCV 

APPROACH 

Digit 

Cycle-5 

Total Properly 
classified  

Not 
correctly 
classified 

% of 
Classification 

0 13534 13320 214 98.42 
1 13698 13504 194 98.58 
2 13665 13501 164 98.80 
3 13406 13209 197 98.53 
4 13361 13215 146 98.91 
5 13595 13456 139 98.98 
6 13687 13473 214 98.44 
7 13743 13490 253 98.16 
8 13680 13531 149 98.91 
9 13352 13215 137 98.97 

 
TABLE XVI 

% OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-6 OF TCCV 
APPROACH 

Digit 

Cycle-6 

Total Properly 
classified  

Not 
correctly 
classified 

% of 
Classification 

0 13534 13389 145 98.93 
1 13698 13485 213 98.45 
2 13665 13489 176 98.71 
3 13406 13272 134 99.00 
4 13361 13223 138 98.97 
5 13595 13436 159 98.83 
6 13687 13530 157 98.85 
7 13743 13484 259 98.12 
8 13680 13472 208 98.48 
9 13352 13186 166 98.76 

 
 
 
 
 
 
 
 
 
 
 
 

TABLE XVII 
% OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-7 OF TCCV 

APPROACH 

Digit 

Cycle-7 

Total Properly 
classified  

Not 
correctly 
classified 

% of 
Classification 

0 13534 13415 119 99.12 
1 13698 13497 201 98.53 
2 13665 13501 164 98.80 
3 13406 13283 123 99.08 
4 13361 13223 138 98.97 
5 13595 13399 196 98.56 
6 13687 13469 218 98.41 
7 13743 13550 193 98.60 
8 13680 13493 187 98.63 
9 13352 13218 134 99.00 

 
TABLE XVIII 

% OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-8 OF TCCV 
APPROACH 

Digit 

Cycle-8 

Total Properly 
classified  

Not 
correctly 
classified 

% of 
Classification 

0 13534 13420 114 99.16 
1 13698 13485 213 98.45 
2 13665 13497 168 98.77 
3 13406 13190 216 98.39 
4 13361 13224 137 98.97 
5 13595 13431 164 98.79 
6 13687 13552 135 99.01 
7 13743 13532 211 98.46 
8 13680 13537 143 98.95 
9 13352 13198 154 98.85 

 
TABLE XIX 

% OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-9 OF TCCV 
APPROACH 

Digit 

Cycle-9 

Total Properly 
classified  

Not 
correctly 
classified 

% of 
Classification 

0 13534 13321 213 98.43 
1 13698 13522 176 98.72 
2 13665 13473 192 98.59 
3 13406 13239 167 98.75 
4 13361 13222 139 98.96 
5 13595 13408 187 98.62 
6 13687 13538 149 98.91 
7 13743 13606 137 99.00 
8 13680 13541 139 98.98 
9 13352 13155 197 98.52 
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TABLE XX 
% OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-1 OF TCCV 

APPROACH 

Digit 

Cycle-10 

Total Properly 
classified  

Not 
correctly 
classified 

% of 
Classification 

0 13534 13343 191 98.59 
1 13698 13468 230 98.32 
2 13665 13489 176 98.71 
3 13406 13171 235 98.25 
4 13361 13212 149 98.88 
5 13595 13391 204 98.50 
6 13687 13471 216 98.42 
7 13743 13474 269 98.04 
8 13680 13431 249 98.18 
9 13352 13101 251 98.12 

 
Comparison of the proposed method with other existing 
methods: 
The efficiency of the proposed method is compared to other 
existing methods like twin minimax probability machine 
(TWMPM) proposed by Zhijie et.al [17], transformation based 
features proposed by Syed et.al [18], Back Propagation with 
Neural Network approach[19] and  selection, reproduction, 
mutation and crossover methods with Genetic Algorithm (GA) 
proposed by Devikanniga et.al[20]. The TWMPM method 
generates two hyper-planes of the digit images and it also 
avoids making distributional assumptions about the class-
conditional densities of the digit. The performance of the 
TWNPM method is evaluated on two data sets only i.e UTC 
and MNSIT and the overall percentage of the proposed method 
88.07%. The method proposed by the  Syed utilizes the 
Discrete Cosine Transform (2D-DCT) for feature extraction 
and Hidden Markov models (HMMs) used for classification. 
The syed proposed method is applied on only MNIST database 
and got 95.95% if feature vector size is more. More feature 
vector causes more computational cost. Sakshica proposed to 
classify the handwritten digits by using the features and their 
spatial relationship in the pattern with Hopfield Neural 
Network. A small number of images are tested by using this 
method and got 90.23% only. Devikanniga proposed a method 
to classify the handwritten digit using GA and got the overall 
performance is only 87%. The performance evolution of the 
proposed method with other existing methods is listed out in 
table 21 and the classification graph is represented in figure 
11. From table 10 and figure 11, it is clearly evident that, the 
proposed method exhibits a high recognition rate than the 
existing methods. 

TABLE XXI 
 OVERALL %GE OF THE DIFFERENT RECOGNITION SYSTEMS 

Data Base  
TWMP

M 
method 

[17] 

2d-DCT 
with 

HMM 
Approac

h [18] 

NN with 
Back 

propagati
on [19] 

different 
NN 

Approach
es [20] 

propose
d 

method 

CEPARMI 87.18 95.28 85 89.23 95.11 
CEDAR 91.23 96.45 89 90.24 95.43 
MNIST 88.73 95.92 91 91.27 97.63 
Scanned 
Images 85.15 96.18 84 90.87 96.95 

 

 
Fig. 11. Graphical representation of the % recognition of the proposed method 

and other existing methods 

V. CONCLUSION 
In this paper a very large database of unconstrained 

handwritten digit images for experiment purpose was 
introduced. No author tested with such a large data base. It is 
proposed to make this database available for research purpose. 
100000 handwritten characters collected from 1000 different 
individuals of different age groups and different areas. No 
author has attempted to such collection. The proposed method 
utilizes a small algorithms for preprocessing such as 
Binarization, normalization and thinning algorithms. The 
proposed method takes very less amount processor time for 
recognition of digit image. The main object of the proposed 
method is an efficient feature extraction method is derived for 
handwritten digit recognition. For thinning digit image, a well-
known technique is used i.e. improved two-step thinning 
method. The overall percentage of the proposed method 
achieves 97.36%. The proposed method is evaluated by Ten 
Cycle Cross Validation (TCCV) approach to find the 
effectiveness of the proposed method No such method is 
available up to now utilizing the large set data base for testing. 
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Abstract 

The present paper proposes a novel approach for handwritten digit recognition system. The present 
paper extract digit image features based on distance measure and derive an algorithm to classify the 
digit images. The distance measure can be performed on the thinned image. Thinning is the one of the 
preprocessing technique in image processing.The present paper mainly concentrated on extraction of 
features from digit image for effective recognition of the numeral. The main gola of the proposwd 
method is that for effiecmt classifiation correct measure of feture extarction is needed. To find the 
effectiveness of the proposed method, tested on MNIST database, CENPARMI, CEDAR and newly 
collected data. The proposed method is implemented on more than one lakh digit images and get good 
comparartive recognition results.The percentage of the recoginition is achieved about 96.3%. 

 
Keywords: Handwritten Digit Recognition, Distance Measure, MNIST Database, Image Features 

 
1. Introduction 

 
In the field of image processing and pattern recognition [1] handwriting recognition has one of the 

hottest and demanding directions in the recent years. Day to day new technologies and innovative 
methods have been proposed continuously. With the development of the smart phone operation system, 
the application in handwritten recognition has aroused more and more attention from researchers. In 
general, handwritten character recognition is classified into two types of offline and online recognition 
methods [2].An optical character recognition (OCR) system with a good recognition performance 
needs to maintain a very high recognition rate, and at the same time, to obtain a very high reliability, or 
a very low error rate [3, 4]. Recent developments on classifiers and feature extraction have 
significantly increased the recognition accuracy of handwritten digit recognition systems. 

Support Vector Machines (SVM) based handwritten digits recognition system proposed by 
Gorgevik et al. [5]. They extracted four types of features from each digit image 1) projection 
histograms, 2) contour profiles, 3) ring-zones and 4) Kirsch features. They reported 97.27% 
recognition accuracy on National Institute of Standards and Technology (NIST) [6] handwritten digits 
database [7], when four types of features were used collectively. In [8] Chen et al. proposed maxmin 
posterior pseudo-probabilities framework for handwritten digits recognition. They extracted 256-D 
directional features from the input image. Finally 256-D features were transformed into 128-D feature 
using Principal Component Analysis (PCA). They reported recognition accuracy of 98.76% on NIST 
database [7]. 

A few works have also been reported in the literature on handwritten digit recognition of Indian 
scripts. Most of the available works on handwriting recognition of Indian scripts are based on small 
databases with a few basic characters and collected in laboratory environments. At present, a few large 
databases of handwritten digits of major Indic scripts are available from Computer Vision and Pattern 
Recognition Unit (CVPR), Indian Statistical Institute, Kolkata. Offline handwritten numerals database 
is available for Devanagari, Bangla, and Oriya scripts. Basic characters, vowel modifiers and 
compound characters pertaining to Devanagari, Bangla, and Oriya scripts are also available. Both 
online and offline forms of dataset are available for research purpose. An offline version of the data is 
also available in the form of bi-level TIFF images, generated from the online data-using simple 
piecewise linear interpolation with a constant thickening factor applied. The paper considers only the 
Basic English numerals for recognition purpose. The dataset for the experiment was collected from 
different individuals of various professions in the states of Andhra Pradesh and Telangana.  
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The main objective of the proposed system is that when using the standard classification algorithms 
for classifying the digit images suitable features are extracts with low computational cost. Previous 
proposed approaches used the standard classification system for classifying the numerical images so 
much of time took for both extraction and also for classification system. In this proposed approach 
reduce the time consuming for classification system also reduces the feature extraction time. The main 
of the proposed method is that for developing a system for classification is only depends on the type of 
features extracted not on the classification system. If suitable features are extracted then less time 
should take classification algorithm for classifying digits into classes for large datasets. The proposed 
method overcome the disadvantages of the various techniques and find the effective feature extraction 
process for the recognition handwritten digits of different databases in effective manner.  

The paper is organized as follows: Section 2 contains database creation and the preprocessing. 
Section 3 describes feature extraction methods and the proposed algorithm is presented in Section 4. 
The experimental details and result analysis are presented in Section 6. Section 6 contains the 
conclusion part. 

 
2. Proposed Method 

 
The propose method is mainly consists of 5 steps. In the first step is collecting the numerals data 

from various data bases and also gather the images from various people in AP and Telangana state. 
After collecting the numeral data preprocess data i.e. elimination of noise and conversion of grey scale 
images into binary images and also do the normalization of the binary images by using the 
normalization techniques. In the third step, binary images are converted into single pixel width images 
i.e. thinning of the digit images. In this step various thinning operations are performed and find out the 
best thinning techniques suitable for the digit images. In the fourth step, extract the features of the 
thinned image by using distance measure. In the last step, derive an algorithm for recognition of 
handwritten numerals system. The block diagram of the proposed method is shown below figure 1. 

 

 
Figure 1. Block diagram of the Handwritten Digit Recognition system 

 
Step 1: Collection of numeral image database 

Several standard datasets of digits are found in English. Some of them are CENPARMI, CEDAR, 
and MNIST datasets. The CENPARMI (Centre for Pattern Recognition and Machine Intelligence) digit 
dataset [9] is available from CENPARMI, Concordia University. In this dataset 4000 images (400 
samples per class) are specified for training purpose and 2000 images are used for testing purpose. 
These digit data sets are collected from United States Postal Service (USPS).  The Center of Excellence 
for Document Analysis and Recognition (CEDAR) digit dataset is available from CEDAR, The State 
university of New York, Buffalo. The training and test sets contain 18468 and 2711 digits, respectively. 
The number of samples in both training and test sets differ for each class. The Modified National 
Institute of Standards and Technology (MNIST) dataset [10] was extracted from the NIST datasets 
SD3 and SD7. The training and test sets are composed from both SD3 and SD7. Samples are 
normalized into 20×20 grayscale images with aspect ratio reserved, and the normalized images are 
located in a 28×28 frame. The number of training and test samples is 60,000 and 10,000 respectively. 
The sample images of the MNIST dataset is shown in figure 2. 

Creating 
Digit images

Preprocessing Binarization Normalization 

Thinnin Feature extraction

NN Classifier

Recognition
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Figure 2. Sample digit images of MNIST database 

 
Plain paper was used for data collection. Each individual was instructed to write the digits (fully 

unconstrained) along vertical direction. The dataset contains approximately 100 isolated samples each 
of 10numerals written by 1000 native writers including university graduates, high school children, and 
adults. Around fifty percent data are from high school children. A flatbed scanner was used for 
digitization, with images in gray tone at 300 dpi. They were stored has Bit Map File (BMP) format 
using standard technique for converting them into monochrome images. Data was manually extracted 
from scanned images and normalized into 50×50 size using standard bicubic approach. After 
processing scanned images pertaining to digits and a total of 100000 (100×1000) images of numerals 
are obtained. Dataset developed planed to be made available publicly for research purpose. Some of the 
sample images after extracting from the scanned image are shown in figure 3. 

 

 
Figure 3. Sample Scanned document of digit images 

 
Step 2: Digit Image Preprocessing 

Data capture of documents by optical scanning or by digital video yields a file of picture elements, 
which is the raw input to document analysis process. The first step in document analysis is to perform a 
preprocessing on this image to prepare it for further analysis. Such processing includes thresholding to 
convert a gray scale (or color image) to a binary image, reduction of noise to reduce extraneous data, 
skew estimation of a document image if document suffers from tilt (skewed), thinning, enable 
subsequent detection of pertinent features of the object of interest and then segmentation of text line to 
individual digit character. It is assumed that characters are already isolated and preprocessing steps 
such as Binarization, noise removal, normalization and thinning are to be done. Initially, the document 
is captured using gray level mode. Character extraction from the scanned document is done manually. 
Then Otsu’s histogram-based global threshold approach is applied for digit image Binarization. Figure 
4 shows the gray level picture of the character and resultant of global thresholding approach.   
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Figure 4. Result of Binarization Technique 

 
The next step is to normalize the given character image into standard size. For that, standard nearest 

neighbor interpolation method is used. Figure 5 shows some the sample images after applying 
normalization technique.  

 

 
Figure 5. Samples of Digit Images after Normalization  

 
Step 3: Thinning of the digit image 

Skeletonization has been a part of image processing for a wide variety of applications.  Thinning is 
the process of reducing thickness of each line of pattern to just a single pixel width. Thinning is usually 
used as the first step in applications such as optical character recognition to improve the recognition 
rate. It has been applied to many fields [11], such as inspection of printed circuit boards, counting of 
asbestos fibers on air filters, analysis of chromosomes, classification of fingerprints, recognition of 
characters, application in intelligent copying and facsimile transmission systems, data reduction of map 
storage, etc. The major advantages of thinning in image processing and pattern recognition are: 
reduction of amount of data as input binary image and preservation of fundamental skeleton, which is 
topologically equivalent to the original object. Many thinning algorithms have been introduced for 
decades. These algorithms have both advantages and disadvantages. Some algorithms can obtain good 
quality skeletons, but they run slowly [12]. None of the methods address rotation invariant thinning. 
Many are specific to digits, characters, or letters, written in English, Chinese, Arabic, or any other 
scripts. However, to solve the aforementioned problems, the rotation invariant rule-based thinning 
algorithm for character recognition is proposed by [13]. This is a generalized algorithm, which is used 
to thin the symbols irrespective of the scripts. The advantage of this method is it is invariant to rotation. 
The algorithm fails on two-pixel wide lines. To overcome this drawback, an improved rotation-
invariant thinning algorithm was proposed by [14]. Recently, improved two-step thinning algorithm is 
described by Aradhya et al in the year 2005, which is an improved version of standard two-step 
thinning algorithm [15]. The proposed algorithm thins the symbols to their central lines and has the 
rotation invariant property. Compared to two step and rotation rule based methods, the improved two-
step method is better with respect to time, computations, and preserving topology. Hence in this work, 
improved two-step thinning algorithm is used for better representation of character images and to 
extract features from the character images. The resultant of thinning algorithms is shown in figure 6.  
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(a)                          (b) 

 
(c)                        (d) 

Figure 6. Result of different thinning algorithms 
 

3. A Novel Feature Extraction Technique based on Distance Measure for 
Handwritten Digits 

 
Digit image preprocessing has also been done for effective representation of characters. In 

this paper, a novel feature extraction technique based on distance measure will be presented. In 
this proposed method features are extracted based on distance measure technique. Feature 
extraction is one of the most important steps in any recognition system. The aim of feature 
extraction is to represent the image in terms of some quantifiable measurements that may be 
easily utilized in the classification stage. To a large extent, the accuracy of a recognition system 
depends on the discriminative capability of features and the generalization performance of a 
designed classifier. Document image representation methods are categorized in three major 
groups [16]: 

a) Global Transformation and Series Expansion: Geometrical and topological features can 
represent various global and local properties of numerals images with high tolerance to 
distortions and style variations. The methods on topological and geometrical 
representations can be grouped into four categories i.e. Coding, Graphs & Trees, 
Counting & Extracting Topological Structures and Measuring & Approximating the 
Geometrical Properties.  

b) Statistical Representation: Representation by the use of statistical distribution of points 
will take care of the style variations to some extent. There are three important statistical 
features used for character representation: Zoning, Crossing and Distances and 
Projections.  

c) Geometrical and Topological Representation: A continuous signal generally contains 
more information that needed to be represented for the purpose of classification. One 
way to represent a signal is by a linear combination of a series of simpler well-defined 
functions. The coefficients of the linear combination provide a compact encoding 
known as transformation or series expansion. Some common transform methods used in 
the character recognition field are Fourier transform, Gabor transform, Moments and 
Karhunen-Loeve transform. 

In this paper, novel feature extractions schemes are developed i.e. Feature Extraction Method1 
(FEM) based on distance measure are presented.  
FEM mainly consists of 3 major steps 
Step 1: Thinning is applied to the given input digit image. In this method two step & improved two 

step thinning algorithms are used for thinning purpose. The resultant thinned images for a 
given character are shown in Figure 7.  

Step 2: Digit thinned image is divided into non-overlapping zones. In this paper each digit image is 
dived into 7×7 blocks. The zoning of the digit ‘zero’ is shown in figure 8. 

Step 3: Calculate the “digit centroid” using the Equation given in algorithm 1. The distance is 
calculated between the character centroid point to the pixel present in each block of the 
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thinned image and it is graphically shown in figure 9. In this paper, city block distance is 
used for finding the distance. The sum of the distances of each pixel present in the block to 
the centroid pixel is calculated and this value is added to the feature vector. This procedure is 
repeated for all the blocks in the character image. Finally, 49 features are extracted from each 
given thinned image. These features are stored in a database for our further classification 
purpose. The pseudo code of the third step is shown algorithm 1. 

 

 
Figure 7. Thinning Results (a) Original Image (b) 2 Step result (c) Result Using Improved 2 Step 

 

 
Figure 8. Result of the digit image into 7×7 Zones 

 
 

 
Figure 9. Distance Calculations from Centroid to Pixel in each Block 

 
From the above feature extraction methods in this paper utilize the distance measure. The major 

goal of representation is to extract and select a set of features, which maximizes the recognition rate 
with the least amount of elements. Feature extraction and selection is defined as extracting the most 
representative information from the raw data, which minimizes the intra class pattern variability while 
enhancing the inter class pattern variability. 

 
4. Proposed Algorithm for Feature extraction process 

 
Algorithm 1: Feature Extraction based on Distance Measure  
Input: Thinned Image    
Output: Feature Vector  
Method Begins  
Step 3.1: Find the character centroid (C) of the thinned image. 
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Step 3.2: Sum (Sx) all X coordinate of image using the equation, 



n

i

XiSx
1

, where n is the number of 

black pixels.  

Step 3.3: Sum (Sy) all Y coordinates of image using the equation, 



n

i

YiSy
1

 

Step 3.4: X coordinate of C  = 
N

Sx
Cx  , where N is the total number of black pixels  

Step 1.4: Y coordinate of C = N
SyCy  . 

Step 3.5: Find out the distance between character centroid point to the black pixels in each zone using 
city block distance.  

Step 3.6: Sum all the distance of each block and represent as a feature value.  
Step 3.7: Repeat this procedure for all the blocks.  
Method ends 
 
5. Results and Discussions 

 
The proposed feature extraction methods are experimentally evaluated with the dataset containing 

various handwritten numerals collecting from MNIST data base, CENPARMI data base, CEDAR data 
base and most of the images from scanned images. Collectively, the data base contains 176000 digit 
images. No method has tested using such type of large database. In this paper, for testing the proposed 
method, Nearest Neighbor Classifier (NNC) is used for classification purpose. All experiments are 
carried out on a PC machine with i3 processor 2.7GHz CPU and 2 GB RAM memory under MatLab 
10.0 platform.  20 percentage of the each database is used for training and reaming 80 percentage 
images are used for testing purpose i.e. 35200 images are used for training purpose and 140800 images 
are used for testing purpose.  

The proposed method is evaluated when two different thinning algorithms are used for thinning a 
digit image i.e. two step and improved two step thinning algorithms. The percentage of recognition of 
the proposed method when two-step method is applied is listed out in tables 1, 2, 3 and 4. The 
percentage of recognition of the proposed method when improved two step method is applied is listed 
out in table 5, 6, 7 and 8. The overall percentage of the proposed recognition system when two thinning 
technique are applied is shown in table and the comparison graph of the two thinning algorithms is 
shown in figure 10. From the figure 10, it is clear that, using two steps thinning algorithm the overall 
recognition rate is 94.25 achieved whereas in case of improved thinning algorithm the performance of 
the system is 96.28%. From the above discussion strongly say that correct classification percentage not 
only depends on the type of feature extraction it also depends on type previous steps (Preprocessing i.e. 
Thinning) in the proposed method. So that the proposed method evaluate the results in two different 
preprocessing techniques for proving the above the statement. 

 
Table 1. MNIST data base recognition percentage when two step thinning applied 

Digit Total no of Digits 
correctly 

classified 
Not Correctly 

Classified 
% Recognition 

0 6573 6315 258 96.07 
1 6715 6451 264 96.07 
2 6580 6297 283 95.70 
3 6600 6294 306 95.36 
4 6442 6159 283 95.61 
5 6575 6354 221 96.64 
6 6705 6279 426 93.65 
7 6715 6452 263 96.08 
8 6605 6251 354 94.64 

9 6490 6296 194 97.01 
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Table 2. CEPARMI data base recognition percentage when two step thinning applied 

Digit Total no of Digits correctly classified Not Correctly Classified % Recognition 

0 320 305 15 95.31 
1 320 297 23 92.81 
2 320 298 22 93.13 
3 320 291 29 90.94 
4 320 301 19 94.06 
5 320 297 23 92.81 
6 320 299 21 93.44 
7 320 301 19 94.06 
8 320 296 24 92.50 
9 320 294 26 91.88 

 
Table 3. CEDAR database percentage of recognition when two step thinning applied 

Digit Total no of Digits correctly classified Not Correctly Classified % Recognition 

0 160 148 12 92.50 
1 160 147 13 91.88 
2 160 149 11 93.13 
3 160 148 12 92.50 
4 160 151 9 94.38 
5 160 147 13 91.88 
6 160 145 15 90.63 
7 160 150 10 93.75 
8 160 146 14 91.25 
9 160 145 15 90.63 

 
Table 4. SCANNED Images Database percentage of Recognition when two step thinning applied 

Digit Total no of Digits correctly classified Not Correctly Classified % Recognition 
0 7985 7785 200 97.50 
1 8025 7717 308 96.16 
2 8123 7783 340 95.81 
3 7816 7561 255 96.74 
4 7923 7722 201 97.46 
5 8050 7694 356 95.58 
6 8023 7693 330 95.89 
7 8075 7687 388 95.20 
8 8115 7714 401 95.06 
9 7865 7423 442 94.38 

 
Table 5. MNIST data base recognition percentage when improved two step thinning applied 

Digit Total no of Digits correctly classified Not Correctly Classified % Recognition 

0 6573 6495 78 98.81 
1 6715 6482 233 96.53 
2 6580 6501 79 98.80 
3 6600 6415 185 97.20 
4 6442 6291 151 97.66 
5 6575 6398 177 97.31 
6 6705 6505 200 97.02 
7 6715 6552 163 97.57 
8 6605 6483 122 98.15 
9 6490 6316 174 97.32 

 
 
 
 
 
 

New approaches for the Features Extraction on Handwritten Digit Image for Recognition 
Pullela S V V S R Kumar, Appana Naga Lakshmi, U ravi Babu

40



Table 6. CEPARMI data base recognition percentage when improved two step thinning applied 
Digit Total no of Digits correctly classified Not Correctly Classified % Recognition 

0 320 310 10 96.88 
1 320 305 15 95.31 
2 320 297 23 92.81 
3 320 298 22 93.13 
4 320 305 15 95.31 
5 320 303 17 94.69 
6 320 307 13 95.94 
7 320 309 11 96.56 
8 320 305 15 95.31 
9 320 304 16 95.00 

 
Table 7. CEDAR database percentage of recognition when improved two step thinning applied 

Digit Total no of Digits correctly classified Not Correctly Classified % Recognition 

0 160 154 6 96.25 
1 160 156 4 97.50 
2 160 153 7 95.63 
3 160 154 6 96.25 
4 160 154 6 96.25 
5 160 149 11 93.13 
6 160 151 9 94.38 
7 160 154 6 96.25 
8 160 152 8 95.00 
9 160 150 10 93.75 

 
Table 8. Scanned Images Database percentage of Recognition when improved 2-step thinning applied 
Digit Total no of Digits correctly classified Not Correctly Classified % Recognition 

0 7985 7815 170 97.87 
1 8025 7793 232 97.11 
2 8123 7819 304 96.26 
3 7816 7614 202 97.42 
4 7923 7785 138 98.26 
5 8050 7719 331 95.89 
6 8023 7802 221 97.25 
7 8075 7801 274 96.61 
8 8115 7792 323 96.02 
9 7865 7623 242 96.92 

 
Table 9. %ge of recognition of the proposed method when two thinning approaches are applied 

Database 
%ge of Recognition 

When Two-step thinning When improved two-step thinning 
CEPARMI 93.09 95.11 
CEDAR 92.25 95.43 
MNIST 95.68 97.63 
Scanned Images 95.98 96.95 
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Figure 10. Comparing Recognition Accuracy with two Different Thinning Algorithms 

From the figure 10 and table 9, it is clear that improved two step thinning algorithm has performed 
better performed compared to standard two step thinning algorithm. The proposed method seeks more 
structural features and the size of the feature vector is also small.  

 
Comparison of the proposed method with other existing methods: 
 

The efficiency of the proposed method is compared with other existing methods like twin minimax 
probability machine (TWMPM) proposed by Zhijie et.al [17], transformation based features proposed 
by Syed et.al [18], Back Propagation with Neural Network approach[19] and  selection, reproduction, 
mutation and crossover methods with Genetic Algorithm (GA) proposed by Devikanniga et.al[20]. The 
TWMPM method generates two hyper-planes of the digit images and it also avoids making 
distributional assumptions about the class-conditional densities of the digit. The performance of the 
TWNPM method is evaluated on two data sets only i.e UTC and MNSIT and the overall percentage of 
the proposed method 88.07%. The method proposed by the Syed utilizes the Discrete Cosine 
Transform (2D-DCT) for feature extraction and Hidden Markov models (HMMs) used for 
classification. The syed proposed method is applied on only MNIST database and got 95.95% if feature 
vector size is more. More feature vector causes more computational cost. Sakshica proposed to classify 
the handwritten digits by using the features and their spatial relationship in the pattern with Hopfield 
Neural Network. Small number of images are tested by using this method and got 90.23% only. 
Devikanniga proposed a method to classify the handwritten digit using GA and got the overall 
performance is only 87%. The performance evolution of the proposed method with other existing 
methods is listed out in table 10 and the classification graph is represented in figure 11. From table 10 
and figure 11, it is clearly evident that, the proposed method exhibits a high recognition rate than the 
existing methods. 

 
Table 10: Overall %ge of the Different Recognition systems 

Data Base  
TWMPM 

method [17] 

2d-DCT with 
HMM 

Approach 
[18] 

NN with Back 
propagation 

[19] 

different NN 
Approaches 

[20] 

proposed 
method 

CEPARMI 87.18 95.28 85 89.23 95.11 

CEDAR 91.23 96.45 89 90.24 95.43 

MNIST 88.73 95.92 91 91.27 97.63 

Scanned Images 85.15 96.18 84 90.87 96.95 
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Figure 11. Graphical representation of the % recognition of the proposed method and other existing 

methods 
 

6. Conclusions 
 

In this paper a very large database of unconstrained handwritten digit images for experiment 
purpose was introduced. No author tested with such a large data base. It is proposed to make 
this database available for research purpose. 100000 handwritten characters collected from 1000 
different individuals of different age groups and different areas. No author has attempted to 
such collection. The proposed method utilizes small algorithms for preprocessing such as 
Binarization, normalization and thinning algorithms. The proposed method takes very less 
amount processor time for recognition of digit image. The main object of the proposed method 
is an efficient feature extraction method is derived for handwritten digit recognition. For 
thinning digit image, a well-known technique is used i.e. improved two-step thinning method. 
The overall percentage of the proposed method achieves 96.36%. No such method is available 
up to now utilize the large set data base for testing. The proposed method proved that good 
classification not depend on the number of features. It’s depends on only suitable feature are 
extract from an image. This paper shows the percentage of correct classification is not only 
depend on the feature extraction but also on the preprocessing stage (before the feature 
extraction) also important 
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ABSTRACT: 

Efficient recognition of denial of service 

attacks is compulsory towards protecting 

online services. Quite a lot of efforts were 

made to attain novelty-tolerant recognition 

systems and build up an additional 

superior concept, specifically, anomaly 

based detection. The traffic attacks of 

denial of service acts in a different method 

from practical network traffic, and network 

traffic performance is revealed by its 

statistical assets. We put forward a system 

of denial of service attacks recognition 

scheme that utilizes multivariate 

correlation analysis for exact network 

traffic description by means of mining 

geometrical correlations among features of 

network traffic. Proposed approach 

provider obtains benefits in the direction of 

data analysis and does not require 

information of historic traffic in 

performing analysis. Proposed system of 

multivariate correlation analysis based 

denial of service attacks detection utilizes 

anomaly based recognition in attack 

recognition thus capable of identifying 

recognized and unidentified attacks 

efficiently by means of learning patterns of 

reasonable network traffic. Triangle-area-

based approach of multivariate correlation 

analysis was implemented to analyze 

reasonable network traffic, and generated 

triangle area maps are then used to provide 

quality features in support of common 

profile generation. 

Keywords: Denial of service attacks, 

Multivariate correlation analysis, 

Triangle-area, Network traffic, online 

services. 

 

1. INTRODUCTION: 

Denial of service attacks strictly degrades 

accessibility of a victim and imposes 

demanding computation tasks towards 
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victim by means of exploiting its system 

susceptibility. Hence, successful detection 

of denial of service attacks is necessary in 

the direction of protecting online services 

[1]. Efforts on denial of service attacks 

recognition generally spotlight on 

improvement of network-based 

recognition methods. Detection systems of 

network-based are classified into two most 

important categories, specifically, misuse-

based as well as anomaly based detection 

systems. Misuse-based recognition 

systems identify attacks by means of 

monitoring network performance and 

search for matches with existing attack 

signatures. Misuse-based recognition 

systems are simply evaded by any new 

attacks regardless of having high detection 

rates to recognized attacks. Several 

research community, searched to attain 

novelty-tolerant recognition systems and 

build up an additional superior concept, 

specifically, anomaly based detection. 

Modern studies have focused on analysis 

of feature correlation. Detection systems of 

network-based are loosely fixed with 

operating systems working on protecting 

host machines thus configurations of 

network basis recognition systems are less 

difficult than that of host-based 

recognition systems. Tan et al. projected 

complicated non-pay load-based denial of 

service attacks recognition system by 

means of multivariate correlation analysis 

(MCA) [2][3].  In our work we suggest 

denial of service attacks recognition 

system that utilizes multivariate correlation 

analysis for exact network traffic 

description by means of mining 

geometrical correlations among features of 

network traffic. Projected system of 

triangle-area-based multivariate correlation 

examination withstands difficulty and 

provides description for particular network 

traffic records to a certain extent than 

model system traffic behaviour of network 

traffic records. Our multivariate 

correlation analysis approach providers 

benefits in the direction of data analysis 

and do not require information of historic 

traffic in performing analysis. 

 

2. DETECTION SYSTEM 

ARCHITECTURE OF DOS ATTACK: 

A triangle area method is developed to 

improve and to accelerate the procedure of 

multivariate correlation analysis. Our 

multivariate correlation analysis based 

denial of service attacks detection system 

as shown in fig1 utilizes opinion of 

anomaly based recognition in attack 

recognition hence capable of identifying 

recognized and unidentified DoS attacks 

efficiently by means of learning patterns of 

reasonable network traffic. Projected 

detection system can make available 
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effectual protection to all of systems by 

means of considering their commonality.  

The general idea of projected denial of 

service attacks recognition system is given 

that consists of three most important steps.  

In the initial step, fundamental features are 

produced from ingress network traffic 

towards internal network where protected 

servers exist in and forms traffic records 

for a definite time period. Monitoring of 

destination network decreases 

transparency of detecting malevolent 

actions by concentrating on applicable 

inbound traffic. It enables our detector to 

make available protection which is best fit 

for targeted internal network. Second step 

is analysis of multivariate correlation, in 

which module of triangle area map 

generation is functional to mine the 

correlations among two distinct features 

within every traffic record coming from 

initial step. The entire extracted 

correlations, specifically, triangle areas 

stored within triangle area maps, are 

subsequently used to restore the original 

fundamental features to symbolize traffic 

records [4]. This differentiates among 

legitimate as well as illicit traffic records. 

In the third step, mechanism of anomaly 

based detection is assumed in decision 

making which facilitates detection of any 

denial of service attacks without 

necessitating any attack applicable 

information. Particularly, two phases such 

as training phase as well as test phase are 

concerned in decision making. The normal 

profile generation component is functional 

in training phase to produce profiles for a 

variety of types of legitimate traffic 

records, and produced regular profiles are 

stored within a database. The tested profile 

generation component is used in test phase 

to construct profiles meant for individual 

observed traffic records. Tested profiles 

are surrendered to attack detection module, 

which evaluates individual tested profiles 

by particular stored common profiles. 

 

Fig1: An overview of proposed system. 

 

3. AN OVERVIEW OF ANALYSIS OF 

MULTIVARIATE CORRELATION: 

 

Denial of service attack traffic behaves in 

a different way from reasonable network 

traffic performance is revealed by its 

statistical assets. To explain statistical 
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properties, we suggest a novel multivariate 

correlation analysis approach that utilizes 

triangle area designed for mining of 

correlative information among features 

within an observed data object. Technique 

of triangle area is developed to improve 

and to accelerate the procedure of 

multivariate correlation analysis. When 

triangle area maps are compared, they are 

imagined as two images symmetric all 

along their major diagonals [5]. Any 

differentiations, identified on upper 

triangles of images, are found on lower 

triangles hence, to carry out a speedy 

comparison of two triangle area maps, we 

prefer to examine moreover upper 

triangles or else lower triangles of the 

triangle area maps. We apply projected 

triangle-area-based multivariate correlation 

analysis approach to analyze justifiable 

network traffic, and generated triangle area 

maps are then used to provide quality 

features in support of common profile 

generation. Our multivariate correlation 

analysis approach providers benefits in the 

direction of data analysis. It does not 

necessitate information of historic traffic 

in performing analysis. Contrasting from 

approaches of covariance matrix which is 

susceptible to linear change of all features, 

projected triangle-area-based multivariate 

correlation analysis withstands difficulty. 

It provides description for particular 

network traffic records to a certain extent 

than model system traffic behaviour of 

network traffic records [6]. This 

consequence in lower latency in decision 

making and facilitate sample-by-sample 

detection. The correlations among separate 

pairs of features are exposed all the way 

through geometrical structure analysis. 

Changes of these structures might happen 

when anomaly behaviours come into view 

in network that provides a momentous 

signal to set off an alert. 

4. CONCLUSION: 

Attempts which are made on denial of 

service attacks recognition generally 

spotlight on improvement of network-

based recognition methods. Our work 

recommends denial of service attacks 

recognition system that utilizes 

multivariate correlation analysis for exact 

network traffic description by means of 

mining geometrical correlations between 

features of network traffic. The system m 

can make available effectual protection to 

all of systems by means of considering 

their commonality. The novel approach 

utilizes triangle area designed for mining 

of correlative information among features 

within an observed data object. 

Contrasting from the existing approaches 

projected triangle-area-based multivariate 

correlation analysis withstands difficulty 
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and makes available description for 

particular network traffic records to a 

certain extent than model system traffic 

behaviour of network traffic records. A 

triangle area system improves and 

accelerates the procedure of multivariate 

correlation analysis. Our multivariate 

correlation analysis approach providers 

benefits in the direction of data analysis 

and do not call for information of historic 

traffic in performing analysis. 
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Abstract— Thispaper proposes a novel approach for 

handwritten digit recognition system. The present paper extracts 

digit image features based on distance measure and derives an 

algorithm to classify the digit images. The distance measure can 

be performed on the thinned image. Thinning is the one of the 

preprocessing technique in image processing.The present paper 

mainly concentrated on an extraction of features from digit image 

for effective recognition of the numeral. The main objective of the 

paper is exact features are extracted for good classification 

results. To find the effectiveness of the proposed method, tested 

on MNIST database, CENPARMI, CEDAR, and newly collected 

data. The proposed method is implemented on more than one 

lakh digit images and got good comparative recognition 

results.The percentage of the recognition is achieved about 

97.32%. 

 

Index Term—  Handwritten digit recognition, Distance measure, 

MNIST Database, image features.  

I. INTRODUCTION 

INthe field of image processing and pattern recognition [1] 

handwriting recognition has one of the hottest and demanding 

directions in the recent years.Day to day new technologies and 

innovative methods have been proposed continuously. With 

the development of the smart phone operation system, the 

application in handwritten recognition has aroused more and 

more attention from researchers.In general, handwritten 

character recognition is classified into two types of offline and 

online recognition methods [2].An optical character 

recognition (OCR) system with a good recognition 

performance needs to maintain a very high recognition rate, 

and at the same time, to obtain a very high reliability, or a very 

low error rate [3, 4]. Recent developments on classifiers and 

feature extraction have significantly increased the recognition 

accuracy of handwritten digit recognition systems. 

Gorgevik et al. [5] proposed handwritten digits recognition 

system by using Support Vector Machines (SVM). They 

extracted four types of features from each digit image 1) 

projection histograms, 2) contour profiles, 3) ring-zones and 4) 

Kirsch features. They reported 97.27% recognition accuracy 

on National Institute of Standards and Technology (NIST) [6] 

handwritten digits database [7] when four types of features 

were used collectively. In [8] Chen et al. proposed maxmin 

posterior pseudo-probabilities framework for handwritten 

digits recognition. They extracted 256-D directional features 

from the input image. Finally, 256-D features were 

transformed into 128-D feature using Principal Component 

Analysis (PCA). They reported recognition accuracy of 

98.76% on NIST database [7]. 

A few works have also been reported in the literature on 

handwritten digit recognition of Indian scripts. Most of the 

available works on handwriting recognition of Indian scripts 

are based on small databases with a few basic characters and 

collected in laboratory environments. At present, a few large 

databases of handwritten digits of major Indic scripts are 

available from Computer Vision and Pattern Recognition Unit 

(CVPR), Indian Statistical Institute, Kolkata. Offline 

handwritten numerals database is available for Devanagari, 

Bangla, and Oriya scripts. Basic characters, vowel modifiers 

and compound characters aboutDevanagari, Bangla, and Oriya 

scripts are also available. Both online and offline forms of the 

dataset are available for research purpose. An offline version 

of the data is also available in the form of bi-level TIFF 

images, generated from the online data-using simple piecewise 

linear interpolation with a constant thickening factor applied. 

The paper considers only the Basic English numerals for 

recognition purpose. The dataset for the experiment was 

collected from different individuals of various professions in 

the states of Andhra Pradesh and Telangana. The proposed 

method overcome the disadvantages of various techniques and 

find the effective feature extraction process for the recognition 

handwritten digits of different databases in an  effective 

manner.  

The paper is organized as follows: Section 2 contains database 

creation and the preprocessing. Section 3 describes feature 

extraction methods and the proposed algorithm is presented in 

Section 4. The experimental details and result analysis is 

presented in Section 6. Section 6 contains the conclusion part. 

II. PROPOSED METHOD 

The proposed method is mainly consists of 5 steps. In the 

first step, collecting the numerals data from various data bases 

and gathering images from various people in AP and 

Telangana state. After collecting the numeral data preprocess 

data i.e. elimination of noise and conversion of gray scale 

images into binary images and also the normalization of the 

binary images by using the normalization techniques. In the 

third step, binary images are converted into single pixel-width 

images i.e. thinning of the digit images. In this step, various 

thinning operations are performed and found out the best 

thinning techniques suitable for the digit images. In the fourth 

step, extracted the features of the thinned image by using 

distance measure. In the last step, derive an algorithm for 

recognition of handwritten numerals system. The block 
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diagram of the proposed method is shown below figure 1.  

 
Fig. 1.Block diagram of the Handwritten Digit Recognition system 

Step 1: Collection of numeral image database 

Several standard datasets of digits are found in English. 

Some of them are CENPARMI, CEDAR, and MNIST 

datasets. The CENPARMI (Centre for Pattern Recognition and 

Machine Intelligence) digit dataset [9] is available from 

CENPARMI, Concordia University. In this dataset 4000 

images (400 samples per class) are specified for training 

purpose and 2000 images are used for testing purpose. These 

digit datasets were collected from United States Postal Service 

(USPS).  The Center of Excellence for Document Analysis and 

Recognition (CEDAR) digit dataset is available from CEDAR, 

The State University of New York, Buffalo. The training and 

test sets contain 18468 and 2711 digits, respectively. The 

number of samples in both training and test sets differ for each 

class. The Modified National Institute of Standards and 

Technology (MNIST) dataset [10] was extracted from the 

NIST datasets SD3 and SD7. The training and test sets are 

composed of both SD3 and SD7. Samples are normalized into 

20×20 grayscale images with aspect ratio reserved, and the 

normalized images are located in a 28×28 frame. The number 

of training and test samples is 60,000 and 10,000 respectively. 

The sample images of the MNIST dataset is shown in figure 2. 

 
Fig. 2. Sample digit images of MNIST database 

The plain paper was used for data collection. Each person 

was instructed to write the digits (fully unconstrained) along 

the vertical direction. The dataset contains about 100 isolated 

samples each of 10numerals written by 1000 native writers 

including university graduates, high school children, and 

adults. Around fifty percent data is from high school children. 

A flatbed scanner was used for digitization, with images in 

gray tone at 300 dpi. These were stored has Bit Map File 

(BMP) format using a standard technique for converting them 

into monochrome images. Data was manually extracted from 

scanned images and normalized into 50×50 size using a 

standard bicubic approach. After processing scanned images 

about digits and a total of 100000 (100×1000) images of 

numerals are obtained. Dataset developed planned to be made 

available publicly for research purpose. Some of the sample 

images after extracting from the scanned image are shown in 

figure 3. 

 
Fig. 3. Sample Scanned document of digit images 

Step 2: Digit Image Preprocessing 

Data capture of documents by optical scanning or by digital 

video yields a file of picture elements, which is the raw input 

to document analysis process. The first step in document 

analysis is to perform a preprocessing on this image to prepare 

it for further analysis. Such processing includes thresholding to 

convert a gray scale (or color image) to a binary image, 

reduction of noise to reduce extraneous data, skew estimation 

of a document image if document suffers from tilt (skewed), 

thinning, enable subsequent detection of pertinent features of 

the object of interest and then segmentation of text line to 

individual digit character. It is assumed that characters are 

already isolated and preprocessing steps such as Binarization, 

noise removal, normalization and thinning are to be done. 

Initially, the document is captured using gray level mode. 

Character extraction from the scanned document is done 

manually. Then Otsu’s histogram-based global threshold 

approach is applied for digit image Binarization. Figure 4 

shows the gray level picture of the character and resultant of 

global thresholding approach.   

 
Fig. 4. Result of Binarization Technique 

The next step is to normalize the given character image into a 

standard size. For that, a standard nearest neighbor 

interpolation method is used. Figure 5 shows some sample 

images after applying normalization technique.  

 
Fig. 5. Samples of Digit Images after Normalization  
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Step 3: Thinning of the digit image 

Skeletonization has been a part of image processing for a wide 

variety of applications.  Thinning is the process of reducing the 

thickness of each line of pattern to just a single pixel width. 

Thinning is usually used as the first step in applications such 

as optical character recognition to improve the recognition 

rate. It has been applied to many fields [11], such as inspection 

of printed circuit boards, counting of asbestos fibers on air 

filters, analysis of chromosomes, classification of fingerprints, 

recognition of characters, application in intelligent copying 

and facsimile transmission systems, data reduction of map 

storage, etc. The major advantages of thinning in image 

processing and pattern recognition are: reduction of an amount 

of data as input binary image and preservation of fundamental 

skeleton, which is topologically equivalent to the original 

object. Many thinning algorithms have been introduced for 

decades. These algorithms have both advantages and 

disadvantages. Some algorithms can obtain good quality 

skeletons, but they run slowly [12]. None of the methods 

address rotation invariant is thinning. Many are specific to 

digits, characters, or letters, written in English, Chinese, 

Arabic, or any other scripts. However, to solve the 

aforementioned problems, the rotation invariant is rule-based 

thinning algorithm for character recognition is proposed by 

[13]. This is a generalized algorithm, which is used to thin the 

symbols irrespective of the scripts. The advantage of this 

method is it is invariant is to rotation. The algorithm fails on 

two-pixel wide lines. To overcome this drawback, an improved 

rotation-invariant thinning algorithm was proposed by [14]. 

Recently, improved two-step thinning algorithm is described 

by Aradhya et.alin the year 2005, which is an improved 

version of standard two-step thinning algorithm [15]. The 

proposed algorithm thins the symbols to their central lines and 

has the rotation invariant property. Compared to two-step and 

rotation rule-based methods, the improved two-step method is 

better with respect to time, computations, and preserving 

topology. Hence in this work, improved two-step thinning 

algorithm is used for better representation of character images 

and to extract features from the character images. The resultant 

of thinning algorithms is shown in figure 6.  

 
(a)                          (b) 

 
(c)                        (d) 

Fig. 6.Result of different thinning algorithms 

III. A NOVEL FEATURE EXTRACTION TECHNIQUE BASED ON 

DISTANCE MEASURE FOR HANDWRITTEN DIGITS 

Digit image preprocessing has also been done for effective 

representation of characters. In this paper, a novel feature 

extraction technique based on distance measure is presented. 

In this proposed method features are extracted based on 

distance measure technique. Feature extraction is one of the 

most important steps in any recognition system. The aim of 

feature extraction is to represent the image in terms of some 

quantifiable measurements that may be easily utilized in the 

classification stage. To a large extent, the accuracy of a 

recognition system depends on the discriminative capability of 

features and the generalization performance of a designed 

classifier. Document image representation methods are 

categorized in three major groups [16].  

A. Global Transformation and Series Expansion:  

Geometrical and topological features can represent various 

global and local properties of numerals images with high 

tolerance to distortions and style variations. The methods on 

topological and geometrical representations can be grouped 

into four categories i.e. Coding, Graphs & Trees, Counting 

&Extracting Topological Structures and Measuring & 

Approximating the Geometrical Properties. 

B. Statistical Representation:  

Representation by the use of statistical distribution of points 

will take care of the style variations to some extent. There are 

three important statistical features used for character 

representation: Zoning, Crossing and Distances and 

Projections 

C. Geometrical and Topological Representation: 

A continuous signal generally contains more information that 

needed to be represented for the purpose of classification. One 

way to represent a signal is by a linear combination of a series 

of simpler well-defined functions. The coefficients of the 

linear combination provide a compact encoding known as 

transformation or series expansion. Some common transform 

methods used in the character recognition field are Fourier 

transform, Gabor transform, Moments and Karhunen-Loeve 

transform. 

In this paper, novel feature extractions schemes are 

developed i.e. Feature Extraction Method (FEM) based on 

distance measure are presented.  

FEM mainly consists of X major steps 

Step 1: Thinning is applied to the given input digit image. In 

this method two-step & improved two-step thinning 

algorithms are used for thinning purpose. The 

resultant thinned images for a given character are 

shown in Figure 7.  

Step 2:  The thinned digit image is scanned from top-left 

corner to top-right corner (row-wise). While 

scanning the image, the black pixel positions are 

identified in each row by using the following 

procedure. 

 (a) If any black pixel is encountered in this process, 

the algorithm computes the distance between the 
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points of the region where the black pixel is 

encountered. 

 (b) If the algorithm fails to encounter any black pixel 

in the row, the distance is considered as zero value. 

 This procedure of finding black pixel in the specified 

region is continued till the end of the row. Figure 8 

shows the working procedure of the proposed 

method. If the size of the image is 50× 50, then 50 

feature values along each row is encountered.   

Step 3: Similarly distances are calculated column wise i.e. 

from the topmost pixel to the bottommost pixel of 

every column. Figure 9 shows the working 

procedure of the proposed method. If the size of the 

image is 50× 50, then 50 feature values along each 

row is encountered. 

Totally 100 (i.e., 50 + 50) features are extracted from each 

input character. 

 
Fig. 7. Thinning Results (a) Original Image (b) 2 Step result (c) Result Using 

Improved 2 Step 

 
Fig. 8. Distance Computing along Row-wise 

 
Fig. 9.Distance Computing along Column-wise 

The major goal of representation is to extract and select a set 

of features, which maximizes the recognition rate with the 

least amount of elements. Feature extraction and selection is 

defined as extracting the most representative information from 

the raw data, which minimizes the intra class pattern 

variability while enhancing the inter-class pattern variability. 

IV. RESULTS AND DISCUSSIONS 

The proposed feature extraction methods are experimentally 

evaluated with the dataset containing various handwritten 

numerals collecting from MNIST data base, CENPARMI data 

base, CEDAR data base and most of the images from scanned 

images. Collectively, the data base contains 176000 digit 

images. No method has tested using such type of large 

database. In this paper, Nearest Neighbor Classifier (NNC) is 

used for classification purpose. All experiments are carried out 

on a PC machine with i3 processor 2.7GHz CPU and 2 GB 

RAM memory under MatLab 10.0 platform.  20 percentage of 

the each data base is used for training and remaining 80 

percentage images are used for testing purpose i.e. 35200 

images are used for training purpose and 140800 images are 

used for testing purpose.  

The proposed method is evaluated when two different 

thinning algorithms are used for thinning a digit image i.e. 

two-step and improved two step thinning algorithms. The 

percentage of recognition of the proposed method when two-

step method is applied is listed out in tables 1, 2, 3 and 4. The 

percentage of recognition of the proposed method when 

improved two-step method is applied is listed out in table 5, 6, 

7 and 8. The overall percentage of the proposed recognition 

system when two thinning technique are applied is shown in a 

table and the comparison graph of the two thinning algorithms 

is shown in figure 10. From the figure 10, it is clear that, using 

two-steps thinning algorithm the overall recognition rate is 

94.25 achieved whereas in case of improved thinning 

algorithm the performance of the system is 96.28%. 
TABLE I 

MNIST DATA BASE RECOGNITION PERCENTAGE WHEN TWO STEP THINNING 

APPLIED 

Digit 
Total no of 

Digits 

correctly 

classified 

Not 

Correctly 

Classified 

% 

Recognition 

0 6573 6323 250 96.20 

1 6715 6464 251 96.26 

2 6580 6308 272 95.87 

3 6600 6302 298 95.48 

4 6442 6172 270 95.81 

5 6575 6365 210 96.81 

6 6705 6287 418 93.77 

7 6715 6465 250 96.28 

8 6605 6262 343 94.81 

9 6490 6304 186 97.13 
 

TABLE II 

CEPARMI DATA BASE RECOGNITION PERCENTAGE WHEN TWO STEP THINNING 

APPLIED 

Digit 
Total no 

of Digits 

correctly 

classified 

Not 

Correctly 

Classified 

% 

Recognition 

0 320 308 12 96.25 

1 320 307 13 95.94 

2 320 308 12 96.25 

3 320 303 17 94.69 

4 320 306 14 95.63 

5 320 305 15 95.31 

6 320 309 11 96.56 

7 320 303 17 94.69 

8 320 307 13 95.94 

9 320 310 10 96.88 
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TABLE III 

CEDAR DATABASE PERCENTAGE OF RECOGNITION WHEN TWO STEP THINNING 

APPLIED 

Digit 
Total no of 

Digits 

correctly 

classified 

Not 

Correctly 

Classified 

% 

Recognition 

0 160 150 10 93.75 

1 160 149 11 93.13 

2 160 150 10 93.75 

3 160 151 9 94.38 

4 160 152 8 95.00 

5 160 155 5 96.88 

6 160 151 9 94.38 

7 160 153 7 95.63 

8 160 154 6 96.25 

9 160 156 4 97.50 
 

TABLE IV 
SCANNED IMAGES DATABASE PERCENTAGE OF RECOGNITION WHEN TWO 

STEP THINNING APPLIED 

Digit 
Total no 

of Digits 

correctly 

classified 

Not 

Correctly 

Classified 

% 

Recognition 

0 7985 7803 182 97.72 

1 8025 7733 292 96.36 

2 8123 7800 323 96.02 

3 7816 7579 237 96.97 

4 7923 7738 185 97.67 

5 8050 7711 339 95.79 

6 8023 7711 312 96.11 

7 8075 7703 372 95.39 

8 8115 7731 384 95.27 

9 7865 7441 424 94.61 
 

TABLE V 

 MNIST DATA BASE RECOGNITION PERCENTAGE WHEN IMPROVED TWO STEP 

THINNING APPLIED 

Digit 
Total no of 

Digits 

correctly 

classified 

Not 

Correctly 

Classified 

% 

Recognition 

0 6573 6503 70 98.94 

1 6715 6490 225 96.65 

2 6580 6509 71 98.92 

3 6600 6423 177 97.32 

4 6442 6299 143 97.78 

5 6575 6406 169 97.43 

6 6705 6513 192 97.14 

7 6715 6560 155 97.69 

8 6605 6491 114 98.27 

9 6490 6324 166 97.44 
 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

TABLE VI 

CEPARMI DATA BASE RECOGNITION PERCENTAGE WHEN IMPROVED TWO STEP 

THINNING APPLIED 

Digit 
Total no 

of Digits 

correctly 

classified 

Not 

Correctly 

Classified 

% 

Recognition 

0 320 312 8 97.50 

1 320 315 5 98.44 

2 320 305 15 95.31 

3 320 307 13 95.94 

4 320 312 8 97.50 

5 320 314 6 98.13 

6 320 312 8 97.50 

7 320 313 7 97.81 

8 320 316 4 98.75 

9 320 315 5 98.44 
 

TABLE VII 

 CEDAR DATABASE PERCENTAGE OF RECOGNITION WHEN IMPROVED TWO 

STEP THINNING APPLIED 

Digit 
Total no 

of Digits 

correctly 

classified 

Not 

Correctly 

Classified 

% 

Recognition 

0 160 156 4 97.50 

1 160 157 3 98.13 

2 160 155 5 96.88 

3 160 155 5 96.88 

4 160 156 4 97.50 

5 160 153 7 95.63 

6 160 152 8 95.00 

7 160 155 5 96.88 

8 160 153 7 95.63 

9 160 157 3 98.13 
 

TABLEVIII 

SCANNED IMAGES DATABASE PERCENTAGE OF RECOGNITION WHEN 

IMPROVED 2-STEP THINNING APPLIED 

Digit 
Total no 

of Digits 

correctly 

classified 

Not 

Correctly 

Classified 

% 

Recognition 

0 7985 7833 152 98.10 

1 8025 7811 214 97.33 

2 8123 7837 286 96.48 

3 7816 7632 184 97.65 

4 7923 7803 120 98.49 

5 8050 7737 313 96.11 

6 8023 7820 203 97.47 

7 8075 7819 256 96.83 

8 8115 7810 305 96.24 

9 7865 7641 224 97.15 
 

TABLE IX 

 %GE OF RECOGNITION OF THE PROPOSED METHOD WHEN TWO THINNING 

APPROACHES ARE APPLIED 

Database 

%ge of Recognition 

When Two-step 

thinning 

When improved 

two-step thinning 

CEPARMI 95.84 97.76 

CEDAR 95.81 97.53 

MNIST 95.06 96.81 

Scanned Images 96.19 97.18 
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Fig. 10. Comparing Recognition Accuracy with two Different Thinning 

Algorithms 

 

From the figure 10 and table 9, it is clear that improved two 

step thinning algorithm has performed better compared to 

standard two step thinning algorithm. The proposed method 

seeks more structural features and the size of the feature vector 

is also small. The overall recognition rate of the considered 

digit database is shown in table 10 and the overall recognition 

percentage is 97.44. 
TABLE X 

 CONSIDERED DATABASE PERCENTAGE OF RECOGNITION WHEN IMPROVED TWO 

STEP THINNING APPLIED 

Digit 
Total no 

of Digits 

correctly 

classified 

Not 

Correctly 

Classified 

% 

Recognition 

0 15038 14804 234 98.44 

1 15220 14773 447 97.06 

2 15183 14806 377 97.52 

3 14896 14517 379 97.46 

4 14845 14570 275 98.15 

5 15105 14610 495 96.72 

6 15208 14797 411 97.30 

7 15270 14847 423 97.23 

8 15200 14770 430 97.17 

9 14835 14437 398 97.32 

 

4.1Analysis of the proposed method: 

To analyze the proficiency of the proposed system, the 

outcomes of the proposed method are analyzed in gotten Ten 

Cycle Cross Validation (TCCV) approach. 

Ten Cycle Cross Validation (TCCV) approach: In TCCV 

approach results analysis strategy, the entire digit data base i.e. 

150800 aredivided into 10 sets.  Each set consists of 15080 

digit images mix up with the images of CEPRM, MNIST, 

CEDAR images, and Scanned Images. Every set must contain 

ten classes (0-9) of digit images. In TCCV approach results are 

analyzed in 10 Cycles. In cycle 1, first set is treated as a 

sample set and remaining 9 sets are taken as a test dataset. 

Compute the % of image grouping for test set. In cycle 2, 

second set is dealt with as a sample set and staying nine sets 

are taken as a test set. Compute the % of grouping for test set. 

The same methodology is applied remaining cycles also. This 

approach Strengthen the proposed method.  The % of digit 

grouping of the proposed strategy in ten cycles are listed in 

tables XI to XX individually. 

TABLE XI 

% OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-1 OF TCCV 

APPROACH 

Digit 

Cycle-1 

Total 
Properly 

classified  

Not 

correctly 

classified 

% of 

Classification 

0 13534 13389 145 98.93 

1 13698 13467 231 98.31 

2 13665 13486 179 98.69 

3 13406 13167 239 98.22 

4 13361 13205 156 98.83 

5 13595 13382 213 98.43 

6 13687 13413 274 98.00 

7 13743 13444 299 97.82 

8 13680 13386 294 97.85 

9 13352 13137 215 98.39 
 

 

TABLE XII 

% OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-2 OF TCCV 

APPROACH 

Digit 

Cycle-2 

Total 
Properly 

classified  

Not 

correctly 

classified 

% of 

Classification 

0 13534 13391 143 98.94 

1 13698 13485 213 98.45 

2 13665 13468 197 98.56 

3 13406 13187 219 98.37 

4 13361 13121 240 98.20 

5 13595 13419 176 98.71 

6 13687 13559 128 99.06 

7 13743 13544 199 98.55 

8 13680 13467 213 98.44 

9 13352 13177 175 98.69 
 

TABLE XIII 

% OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-3 OF TCCV 

APPROACH 

Digit 

Cycle-3 

Total 
Properly 

classified  

Not 

correctly 

classified 

% of 

Classification 

0 13534 13370 164 98.79 

1 13698 13501 197 98.56 

2 13665 13468 197 98.56 

3 13406 13237 169 98.74 

4 13361 13215 146 98.91 

5 13595 13412 183 98.65 

6 13687 13473 214 98.44 

7 13743 13584 159 98.84 

8 13680 13462 218 98.41 

9 13352 13176 176 98.68 
 

 
 

 

 
 

 

 
 

 

 
 



                 International Journal of  Video & Image Processing and Network Security IJVIPNS-IJENS Vol:15 No:06                 18 

                                                                    
155106-3838-IJVIPNS-IJENS © December 2015  IJENS                                                                                     

I J E N S 

TABLE XIV 

 % OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-4 OF TCCV 

APPROACH 

Digit 

Cycle-4 

Total 
Properly 

classified  

Not 

correctly 

classified 

% of 

Classification 

0 13534 13421 113 99.17 

1 13698 13520 178 98.70 

2 13665 13501 164 98.80 

3 13406 13191 215 98.40 

4 13361 13085 276 97.93 

5 13595 13449 146 98.93 

6 13687 13472 215 98.43 

7 13743 13567 176 98.72 

8 13680 13416 264 98.07 

9 13352 13206 146 98.91 
 

 

TABLE XV 

 % OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-5 OF TCCV 

APPROACH 

Digit 

Cycle-5 

Total 
Properly 

classified  

Not 

correctly 

classified 

% of 

Classification 

0 13534 13320 214 98.42 

1 13698 13504 194 98.58 

2 13665 13501 164 98.80 

3 13406 13209 197 98.53 

4 13361 13215 146 98.91 

5 13595 13456 139 98.98 

6 13687 13473 214 98.44 

7 13743 13490 253 98.16 

8 13680 13531 149 98.91 

9 13352 13215 137 98.97 
 

TABLE XVI 

% OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-6 OF TCCV 

APPROACH 

Digit 

Cycle-6 

Total 
Properly 

classified  

Not 

correctly 

classified 

% of 

Classification 

0 13534 13389 145 98.93 

1 13698 13485 213 98.45 

2 13665 13489 176 98.71 

3 13406 13272 134 99.00 

4 13361 13223 138 98.97 

5 13595 13436 159 98.83 

6 13687 13530 157 98.85 

7 13743 13484 259 98.12 

8 13680 13472 208 98.48 

9 13352 13186 166 98.76 
 

 
 

 

 
 

 

 
 

 

 
 

TABLE XVII 

% OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-7 OF TCCV 

APPROACH 

Digit 

Cycle-7 

Total 
Properly 

classified  

Not 

correctly 

classified 

% of 

Classification 

0 13534 13415 119 99.12 

1 13698 13497 201 98.53 

2 13665 13501 164 98.80 

3 13406 13283 123 99.08 

4 13361 13223 138 98.97 

5 13595 13399 196 98.56 

6 13687 13469 218 98.41 

7 13743 13550 193 98.60 

8 13680 13493 187 98.63 

9 13352 13218 134 99.00 
 

TABLE XVIII 

% OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-8 OF TCCV 

APPROACH 

Digit 

Cycle-8 

Total 
Properly 

classified  

Not 

correctly 

classified 

% of 

Classification 

0 13534 13420 114 99.16 

1 13698 13485 213 98.45 

2 13665 13497 168 98.77 

3 13406 13190 216 98.39 

4 13361 13224 137 98.97 

5 13595 13431 164 98.79 

6 13687 13552 135 99.01 

7 13743 13532 211 98.46 

8 13680 13537 143 98.95 

9 13352 13198 154 98.85 
 

TABLE XIX 

% OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-9 OF TCCV 

APPROACH 

Digit 

Cycle-9 

Total 
Properly 

classified  

Not 

correctly 

classified 

% of 

Classification 

0 13534 13321 213 98.43 

1 13698 13522 176 98.72 

2 13665 13473 192 98.59 

3 13406 13239 167 98.75 

4 13361 13222 139 98.96 

5 13595 13408 187 98.62 

6 13687 13538 149 98.91 

7 13743 13606 137 99.00 

8 13680 13541 139 98.98 

9 13352 13155 197 98.52 
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TABLE XX 

% OF RECOGNITION OF THE PROPOSED METHOD IN CYCLE-1 OF TCCV 

APPROACH 

Digit 

Cycle-10 

Total 
Properly 

classified  

Not 

correctly 

classified 

% of 

Classification 

0 13534 13343 191 98.59 

1 13698 13468 230 98.32 

2 13665 13489 176 98.71 

3 13406 13171 235 98.25 

4 13361 13212 149 98.88 

5 13595 13391 204 98.50 

6 13687 13471 216 98.42 

7 13743 13474 269 98.04 

8 13680 13431 249 98.18 

9 13352 13101 251 98.12 
 

Comparison of the proposed method with other existing 

methods: 

The efficiency of the proposed method is compared to other 

existing methods like twin minimax probability machine 

(TWMPM) proposed by Zhijie et.al [17], transformation based 

features proposed by Syed et.al [18], Back Propagation with 

Neural Network approach[19] and  selection, reproduction, 

mutation and crossover methods with Genetic Algorithm (GA) 

proposed by Devikanniga et.al[20]. The TWMPM method 

generates two hyper-planes of the digit images and it also 

avoids making distributional assumptions about the class-

conditional densities of the digit. The performance of the 

TWNPM method is evaluated on two data sets only i.e UTC 

and MNSIT and the overall percentage of the proposed method 

88.07%. The method proposed by the  Syed utilizes the 

Discrete Cosine Transform (2D-DCT) for feature extraction 

and Hidden Markov models (HMMs) used for classification. 

The syed proposed method is applied on only MNIST database 

and got 95.95% if feature vector size is more. More feature 

vector causes more computational cost. Sakshica proposed to 

classify the handwritten digits by using the features and their 

spatial relationship in the pattern with Hopfield Neural 

Network. A small number of images are tested by using this 

method and got 90.23% only. Devikanniga proposed a method 

to classify the handwritten digit using GA and got the overall 

performance is only 87%. The performance evolution of the 

proposed method with other existing methods is listed out in 

table 21 and the classification graph is represented in figure 

11. From table 10 and figure 11, it is clearly evident that, the 

proposed method exhibits a high recognition rate than the 

existing methods. 
TABLE XXI 

 OVERALL %GE OF THE DIFFERENT RECOGNITION SYSTEMS 

Data Base  

TWMP

M 
method 

[17] 

2d-DCT 
with 

HMM 

Approac
h [18] 

NN with 

Back 
propagati

on [19] 

different 

NN 
Approach

es [20] 

propose

d 

method 

CEPARMI 87.18 95.28 85 89.23 95.11 

CEDAR 91.23 96.45 89 90.24 95.43 

MNIST 88.73 95.92 91 91.27 97.63 

Scanned 

Images 
85.15 96.18 84 90.87 96.95 

 

 
Fig. 11. Graphical representation of the % recognition of the proposed method 

and other existing methods 

V. CONCLUSION 

In this paper a very large database of unconstrained 

handwritten digit images for experiment purpose was 

introduced. No author tested with such a large data base. It is 

proposed to make this database available for research purpose. 

100000 handwritten characters collected from 1000 different 

individuals of different age groups and different areas. No 

author has attempted to such collection. The proposed method 

utilizes a small algorithms for preprocessing such as 

Binarization, normalization and thinning algorithms. The 

proposed method takes very less amount processor time for 

recognition of digit image. The main object of the proposed 

method is an efficient feature extraction method is derived for 

handwritten digit recognition. For thinning digit image, a well-

known technique is used i.e. improved two-step thinning 

method. The overall percentage of the proposed method 

achieves 97.36%. The proposed method is evaluated by Ten 

Cycle Cross Validation (TCCV) approach to find the 

effectiveness of the proposed method No such method is 

available up to now utilizing the large set data base for testing. 
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Abstract
Web services are expected to play significant role in mes-

sage communications over internet applications. Most of
the future work is web security. Online shopping and web
services are increasing at rapid rate. In this paper, we have
presented the fundamental concepts related to web security
threats, web server architectures, and web server protocols.
QoS web service security is important concern in network
communications and firewalls security. we have discussed
various issues and challenges of web security including the
fundamental concepts of network security encryption, de-
cryption processes and network security hierarchies. In this
paper, we also address various issues related to secure com-
munications,and handshake protocol using lossless compres-
sion technique to improve the speed of web services. As a
case study, it is also about implementing message authentica-
tion code using using HTTP secured socket layer approach.

Categories and Subject Descriptors
C.2 [Computer-communication networks]: Security

and protection, Data communication, OSI reference model,
and firewalls.

General Terms
Web services, Security, Quality of web services, and

Acess control.

Keywords
Web Security, QoS web service, HTTP, Secure Socket

Layer, Network Security, Network operations.

1 Introduction
Web services are loosely coupled, language neutral, plat-

form independent, communication and coordination of mes-
sages passing between client and server processes. Web ser-
vices are the functionalities offered by service providers to
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end users. Web services are accessible using interfaces, ap-
plications over the web. Web services are self-contained,
modular business applications that have internet oriented
standard interfaces [1]. Web security is required for the or-
ganizations to communicate with the customers without any
risk of data or information over transactions/web operations.
The biggest on-line retailer is Amazon at USA with 44 mil-
lion users using applications,and web services [5]. Recently
attackers used man in the middle attack by changing DNS
settings and redirecting information to other servers that af-
fected 300,000 devices in countries like India, Italy and Thai-
land[4].

Cryptographic researchers proposed digital signatures
procedures to protect digital data. Ron Riverst, Adi Shamir
and L.Adleman created the first cryptographic algorithm
named RSA cryptographic algorithm. The first digital web
based certificate was introduced by International Telecom-
munication Unions Telecommunication standards in 1998,
later secure socket layer technology was developed in 1990,
and successor Transport layer security in 1999 [26].

It is essential and more significant to provide web security
for financial web sites. Web services most widely in Govern-
ment, Businesses and Individuals with use of internet, and
some of the key terms used in web security/network security
are: integrity, confidentiality, denial of service, and authenti-
cation integrity defined by the property that data has not been
modified by non permitted users. Confidentiality means in-
formation not available to unauthorized users. Denial of ser-
vice is a malicious attempt to make server or network not
available to the user. Attack occurs when multiple systems
flood the bandwidth or resources of under attack system, usu-
ally one or more web servers[14]. Authentication makes sure
that a message is coming from true source[3]. Three ma-
jor roles of web server architecture as Service provider that
makes service available over Internet, Service requester is
the end user requesting services over the Internet; Service
registry is the logical centralized directory of services. This
is used to provide/publish the services
1.1 Web service security by XML and SOAP

Web services security is provided by XML and SOAP
specification. Three specific issues with the web services are
Confidentiality, authentication and Network security
1.1.1 Confidentiality

Confidentiality is to make sure that private or confidential
information is not accessible to unauthorized individuals.



1.1.2 Authentication
Authentication is a process of assurance that the commu-

nication is between true source and intended destination
1.1.3 Network security

Network security is the process of using cryptographic
techniques in network protocols and network applications
during data communications over web services[3].
1.2 Web service security protocol stacks

Web service protocol stack used for web security it has
four major layers such as service transport, XML messag-
ing,Service description and service discovery.
1.2.1 Service transport

Transport layer security (TLS) can make offered point to
point security, but not end to end. It is required TLS ensures
message reliability and confidentiality. This layer includes
Hyper Text Transfer Protocol (HTTP), Simple Mail Transfer
Protocol (SMTP), File Transfer Protocol (FTP), and Blocks
Extensible Exchange Protocol.
1.2.2 XML Messaging

This layer responsible for encoding messages in a com-
mon XML format. Messages can be understood at either
end. For example XML RPC, and SOAP.
1.2.3 Service description

This layer is responsible for relating the public interface
to a specific web service. Service handled by Web service
Description Language (WSDL)
1.2.4 Service Discovery

This layer is responsible for centralizing the services into
a common registry and providing functionality. For example
UDDI [2]. The rest of this paper is organized as follows
Section 2: Related work, Section: 3 Issues and challenges,
Section 4: Web security and Network security, Section: 5
Discussions and Interpretations and Section 6. Conclusion.
2 RELATED WORK

Yang Kuihe etl, Proposed a VPN based SSL to provide
data security in tunnel when data transferred between client
and server. Intelligent IC card is used to authenticate iden-
tity, and cipher text is used to interpret the data. Introducing
SSL proxy server behind the enterprise firewall. Internet se-
curity using SSN VPN system is discussed. Introducing SSL
proxy server behind the enterprise firewall, provides Internet
security over communication using SSL VPN system archi-
tecture technique[25].

The SOAP messages ensure integrity and authentication
during the data transmission. Web services require partial
signing of SOAP request which is achieved using XML sig-
nature by WSDL documents and operations as suggested by
Padmanabhuni and Adarkar etl[9,12]. Web service secu-
rity is critical task for message invocations by web servers.
SOAP uses XML encryption, XML digital signature,and
SSL/TLS methods.

Web service standards SOAP level security authentication
and authorization management. Web security is defined as
attach signature and encryption header to SOAP messages. it
describes security tokens. Web security policy is defined as
set of specifications that describe rules, constraints and other
business policies on intermediaries and end points. (Exam-
ple. Encryption algorithms).Web security trust describes a

Figure 1. Firewall Architecture

frame work to design a model that enables web services to
securely inter-operate request, issues, and exchange security
operations.

Web security Privacy: A model web service and re-
questers state privacy preferences and organizational privacy
instructions[9]. Web service securities by standards are fire-
walls, XML networks, EAR application Server technologies.
Firewall is a network security system that monitors and con-
trols the incoming and outgoing network traffic based on
rule set/ policies. A firewall establishes a bridge between a
trusted, secured internal network to other network[11]. Fire-
wall architecture is shown in Figure.1.

2.1 XML Firewall
Web services environment, malicious attacks and DoS at-

tacks are new challenges. Firewall allows Service providers
residing in a network to be invoked from outside the network,
keeping a high security[9]. HTTP protocol is not suitable for
creating public key infrastructure. The prototype is used by
application behind a firewall[10].

2.2 XML networks
Web service management vendors develop network based

solution for web service applications that use peer to peer
networks. (Blue Titan Network, Flamenco Network) provide
better QoS web services by providing security to various net-
works endpoints service consumers and service providers.
Extension of EAI and application Server Technologies: En-
terprise application integration (EAI) product is enabling
web based security (like SSL) security infrastructure by
Vendors like Cisco, Dlink and others enterprise manage-
ment vendors are meant for providing Web service standard



solutions to protect enterprise, financial, banking applica-
tions[10].

Fang Qi .etl, proposed Automatic Detecting Security Indi-
cator (ADSI) for preventing Web spoofing on a confidential
computer which is a harmless environment. if web browser
is not trusted, attackers manipulate or steal user passwords,
attack on web contents. web content to web server is authen-
ticated with SSL protection. ADSI creates random indicator
which is used to identify authenticated web page and detect
bogus pages, with URL, screening data[23].

Fengying Wang, etl proposed web based information sys-
tem that provides user identity and authentication. Web
based system by digital certificate information service CA
(center agent).After the authentication file is checked and
considered correct, CA will send a user Digital certificate by
using the RA (register agent). This certificate contains users
personal information , public key information and Signature
from CA. User needs to encrypt the certificate using the se-
cret key and then send it to administrator,who uses users pub-
lic key to decrypt and checks the identity. Web browsers
and web services provide users authentication and encrypted
channelSSL . SSL encryption technology and data package
is supposed to achieve high secret communication[18].

Jin-Ha Kim.,etl proposed (Round Robin, ssl with ses-
sion and ssl with buffering (backend forward) to analyze the
performance of SSL enabled application servers. A back
end forwarding scheme for getting better server performance
through load balancing using ssl with buffer scheme in user
level communication, and minimizing intra-cluster commu-
nication overhead [19].

Jingli Zhou., etl proposed an Asymmetric SSL tunnel so-
lution which improves VPN throughput. SSL tunnel is the
overlay networking technique for creating a SSL VPN on top
of Internet ( or IP based network). Before passing SSL tun-
nel, IP packet is compressed and decrypted in advance using
SSL/TLS protocol[20].

Seyed Hasan M., etl proposed Fuzzy Secure Socket layer
(FSSL). This protocol is the combination of fuzzy controller
and SSL protocol. Functionality is allotted to transport layer
like TCP with FSSL protocol. This improves performance in
SSL blocks in Cipher Block Chaining mode(CBC) after the
MAC is generated. The data is fixed blocks of always eight
bytes length. This will lead to vulnerability of cipher text
length within easily discloses the length of plaintext. The
cipher text is converted to Fuzzy by Fuzzy controller and ci-
pher text length cannot disclose the length of fuzzy data[21].

Lin-Shung Huang., etc introduced a new method for de-
tecting SSL man -in- the middle attacks against website
users, feasibility detecting man-in-the middle attack mecha-
nisms over of SSL connections at the top web sites by check-
ing certificates as number of CA certificates. Trace of perva-
sive malware in the wild that intercepted SSL connections.
Multiple available defenses for better protection [22].

S. Bregni, etl. proposed the Secure Socket Layer (SSL)
protocol which provides applications by introducing SSL ac-
celerating cards in network nodes security, confidentiality,
message integrity and end to end SSL Security, performance
improved by minimizing the total cost, end to end delay for
completion of distribution[24]. Stefano Bregni.,etl proposed

a solution for SSL to minimize the cost by tabu search ap-
proach, which improves the confidentiality, method integra-
tion and Authentication [15].
3 ISSUES AND CHALLENGES

The following are the list of issues /challenges in Web se-
curity/network security. Digital certificates are designed to
establish credentials of the people doing business or com-
municating in the web described in Table.1.

Table 1. Issues related to web security
Safety check or Solution
vulnerable attacks
Created fake certificates Digital certificates
on trusted companies authenticated by online

checking

Installing Plug-in players Use firewall and
Free softwares Authorized or licensed
protected antivirus antivirus software

Various attacks due to Provide security by
entrusted system authentication

Cryptographic methods Use new Browsers use
not available in old SSL security protocols
browsers Monitor web site history

Web security developers provide secured connections
with server digital certificates, that are useful for on-line
transaction to identify the trusted systems.[26] Mal-ware,
Denial of service attacks to modem routers against other sys-
tems by unknown users by stealing personal information and
credentials to access certain web sites. Hackers used stolen
laptops/equipment to hack web data where there is vulnera-
bility like private wireless network or wireless network unse-
cured with no password is immediately accessible to hackers.
Hacker used wireless antenna and software, nearby build-
ings and capture/ steal information like passwords, email-
messages, and any data transmitted over the network when
a network is not secured.[5]. Brute-force attack is the pass-
word cracking method, trying all the solutions seeking one
that fits[11].Stealing the login password controlling the de-
vices by malicious scripts and malicious DNS servers, at-
tacked on DSL modems.

Manufactures of Modems/Routers are supposed (like D-
Link, Cisco etc) to give a better solution to protect the in-
formation for Small offices, homes that use broadband con-
nection devices. If the security devices are not configured
properly, the people who want to connect the network and
use it, lead to all sorts of issues such as attackers planting
malicious DNS server in the device configuration in LAN,
DHCP services.

Secure Session Layer: to request URL, XML format for-
matted router. This will extract the router hardware and
firmware, and connect to portno, using SSL to request URL.
Admin credentials are not checked by this script. Linsys



Table 2. Discussions and Interpretations of web security
Hacker send phishing mails to web users

Web services Solutions or
Problem in domain or Safety precautions
threats
Mail respond with Phishing and cyber
Cyber attacks by Do not respond
phishing mails mails with personal data

Credentials stolen Beware of web browsers
from email, accounts environment network

router is aware of vulnerability of CGI script running on
these routers [7].

In recent one used Wi-Fi network in traveling. Most virus
to computers come from internet resources, internet access
points, because wireless access point is least protected by
encryption password. If virus are trying to propagate and
looks access point, and strongly protected Wi-Fi point on lo-
cations as shops, airports. When router is effected malicious
virus. Router firmware easily decodes the root password
with target sites various domains targeted like face book,
Ask, Bing,Google, Linkedin,Slide Share. Solution is to dis-
able SNMP, ASAP [7].

Routers are poorly protected by default password (Ad-
min). If DNS is to be found malicious wires then that leads
to change the DNS settings and cyber hackers steal creden-
tials of personal data like credit card details. When web
server applications run with brute force attack HTTP re-
quest to malicious DNS server IP address, except navigation
temporary files, no files are created in virtual machines, no
persistent techniques can be found. Modified DNS settings
clone trusted websites. Network router is exposed to attack
through mobile phones. Hackers try to send junk mails to the
user to give feedback, when the user is trying to send the de-
tails of personal information/credentials. The hackers steal
the user credentials. Example. Online banking services. The
hackers send the junk mails asking the user to send personal
details like credit card account no, cvv, pin etc..

4 WEB SECURITY NETWORK SECURITY
Web Service Security: Three types of digital certificate

are domain validated certificate, organizational validation
certificate and Extended validation certification.

Domain validated Certificate: trusted domain name of
owner. Organizational Validation Certificate: validation of
organization by DNS names. Extended validation certifica-
tion: Certificate Agent must meet minimum validation cri-
teria. Organizations, application vendors, Browser makers
issue extended validation certificate[26]. Web services stan-
dards worked at w3C, OASIS, IETF and other bodies to en-
able faster inventions of web services and security. A web
service provides a flexible set of mechanism to design a
range of security protocols. It is essential to design a non-
vulnerable protocols for web services security. Web services
specifications goals are to provide multiple security token
formats, multiple trust domains, multiple signature formats,
multiple encryption methodologies, and end to end message

Table 3. Web service problems with Various attacks
Web services Solutions or
Problem or Safety precautions
threats
Denial of service attack Use firewall and secured
inserting body of the table network
Cyber attacks by Do not respond

domain vulnerability Provide security
and weak security by Firewall and
web sites Authentication

NTP server Beware of web browsers
Vulnerabilities environment network
if visited web site Use anti virus
is malicious web site software with firewall

Due to cloud client Use Authentication
leaks the sensitive by Encryption
information process

Attackers execute Provide firewall
arbitary weak secret and use strong
key due to vulnerability security policies

Request invocations provide more security
Content stealing with Secured session layer
by hackers OTP passwords

content security[12].

4.1 Network Security Encryption and De-
cryption process

Cryptography is a method of converting plain text into
cipher text. Encryption and decryption process shown in
Figure.2. Cryptography classified into three types: Secret
Key cryptography, Public Key Cryptography and Hash
functions
Secret Key cryptography (SKC): It uses a single key for
both encryption and decryption
Public Key Cryptography (PKC): It uses one key for
encryption and another key for decryption.
Hash Functions: It uses a mathematical transformation
function to encrypt the message
Plain text: Actual information is send to web server by files,
mail, images, web data processing(i.e. sequence of character
etc.).Example. Plain Text= X
EncryptionDecryption key: The number of bits used for
encryption or decryption process. Depending on the appli-
cation the Key is represented by Secret key, public key and
Hash functions. For example in Banking transactions user
authentication and by using this decryption key confirmed
application authorized cleint. Ex. Encryption Key= Decryp-
tion key= K
Cipher text: The decoded information by encryption key.
The information will be represented by encryption key.
(This code is not understood by users) and this information
will be transferred over the network to provide security l to



Figure 2. Encryption and decryption process in net-
worked communication

the other end of web server/application server. Example.
Cipher Text Y= E (K, X)

Sender:sender sends the information after encryption
process that corrects plain text into cipher text. This cipher
text Sender will send cipher text Y=E(K, X)
Receiver:Receiver receives the cipher text (i.e. encoded
information and decrypts key the information that converts
cipher text into plaintext. Example Plain Text X= D (K,Y)

4.2 ISO/OSI Reference model Fundamentals
ISO OSI (open system Interconnection) reference model.

The reference model proposes the following layers(or
abstractions[27,28].
Physical Layer (Layer1): Transmits raw bits the physical
link connecting to network nodes. Physical signal is trans-
mitted over hardware. It deals with electrical, mechanical,
frequency bandwidth etc. Example. Concerns with bit rate,
point to point, multipoint, Network topology. Example Blue
tooth.
Data link layer (Layer2): It recognizes the frame bound-
aries. It deals with framing, error control, and Flow control.
Ex. Point to Point protocol.
Network layer (Layer3): Controls the operation on the
subnet. Receives the frames from Data link layer and
converts into packets. Example. Internet protocol, IPSec.
Transport Layer (Layer4): This Layer determines the type
of service , transport connection, error free point to point
channel the delivers the stream of bytes. It deals with
reliability, flow controlling and multiplexing. Example
TCP,UDP.
Session Layer( Layer 5): Allows establishing sessions
between various services. Keeps track of token management
and synchronization. Communication sessions, Request and
response. Example. RPC.
Presentation layer(layer6): Concerned with syntax and

Figure 3. Network Level Security

Figure 4. Transport Level Security

semantics of transmitted information. This gives data
structures, delivery information to Application layer. ASCII
code, Serializable, XML format, Data conversation, com-
pression, Encryption and decryption are handled in this
layer. Example. Telnet.
Application layer (Layer7): This layer is concerned with
interface that is responsible for display information. Host
communicate network interface responsible for display
information.P2P,client server model. File transfer, Email,
News, HTTP, and DNS.

4.3 Security in TCP/IP Protocol stack
Security provided in each layer of Network protocol hi-

erarchies Network security provided in three levels as de-
picted in Figure.3.,Figure.4 and Figure.5 We can extend the
web security service by providing encryption that uses pre-
images in poly to one trapdoor function methodology in web
server. The disadvantage of earlier method is hard to invert
decryption function in web server and not injunctive way of
communication. The advantage proposed approach is easy
to invert to recover for pre-images unique by injunctive trap-
door function, helps to ensure authentication.[29]
The standards for security in web services to be extended
standard mechanism like encryption, digital signature, pub-
lic key to handle XML and web services.W3C defines a set
of services as software systems designed to support inter-
operatable system to system interactions over a network.
W3C web services API implemented in web service and ac-
cessed over networks using internetwork.

Figure 5. HTTP Secured Socket Layer Protocol



Figure 6. Transport Level Security

Figure 7. SSL Protocol stack

Web services are accessed by sending SOAP messages to
endpoints. This is handled by transport layer security pro-
tocol such as HTTP, SSL, and TLS others. This ensures se-
cured peer to peer messages. Web based security standards
mapping to XML message security. All protocols are used
to carry security data as part of XML document. The XML
document is critical part of security requirement of web ser-
vices.[9]
4.4 Secure Socket Layer and Transport Layer

security
HTTP Secured Socket Layer Protocol: HTTP over Se-

cured Socket Layer combination to secure communication
between browser and web server systems is shown in Fig-
ure.6. SSL Secured Socket Layer Protocol is transient, peer
to peer communication, SSL protocol stack described in Fig-
ure.7, link associated with SSL session Record Protocol op-
eration is shown in figure 8. These SSL sessions are associ-
ations between client & server by handshake protocol, with
defined set of cryptographic parameters that may be shared
by multiple SSL connections[3,12,13]. HTTP protocol stack

Figure 8. SSL Record Protocol Operation

Figure 9. Losssless compression using ENCODER

provides transfer information for web services interaction
which can operate on top of SSL. Three layers are defined
as part of SSL such as Hand shake protocol, The change of
cipher spec protocol and the Alert protocol. These protocols
are used in management of SSL exchange.

4.4.1 HTTP SSL record protocol architecture
Two important concepts are SSL session,and SSL con-

nection. Connection:SSL connection that provides protocol
suite is similar to ISO/OSI reference model. SSL connec-
tion is on peer to peer network, and sessions are created by
the Handshake protocol. Each session is identified by ses-
sion state, session id, compression method and cipher spec.
HTTP secured socket layer approach is described in algo-
rithm.2. Established connection between end to end com-
munication is described in Algorithm.3. Web security access
control algorithm is described in Algorithm.4.

The secret key that used in MAC operation on data sent
by client client write mac: The secret key is used in MAC
operation on data sent by server and decrypted by the client
client write key. As a case study example Message Au-
thentication Code is implemented in Java program and test-
ing results tomcat web server.The corresponding outputs are
shown in Figure.10, Figure.11 and Figure.12. The conven-
tional encryption key for data encryption is decrypted by the
client and server. initiation vector: Block cipher in CBC
model is used and initialization vector is the first initiated
by SSL hand shake protocol. seq number: each party main-
tains separated sequence number for transmitted of number
for transmitted and received message.

4.4.2 HTTP SSL Message
Message: Message is information as sequence of bytes.

Fragments: each message is fragmented into blocks of fixed
size. Compress: High level protocol is used for this segment.
Compression is done by various techniques SSL-V3, TLS.
Encryption algorithm: High security encryption algorithm is
used. Proposed compression algorithm is described in Algo-
rithm.1. Final step is SSL record protocol. Is a header con-
sists of the following fields. ContentyType: The higher layer
protocol 8 bits are used to process the enclosed fragmenta-
tion. Major Version: Indicates major version of SSL consist
of 8 bits in use for SSL-v. value 3 Minor version: Minor
version consists of 8 bits SSL-v3 value is 0. Compression
length: 16 bits length of plain text fragment or compressed
fragment if compression is used. This is maximum value.
The content type is defined by Change cipher spec protocol,
Alert protocol and Hand shake protocol.



Figure 10. Client user name and password

Figure 11. Server sends Random key to client

4.4.2.1 Change Cipherspec protocol
One of the SSL specification protocol that uses SSLrecord

protocol. Message state with cipher suite to be used on each
connection.
4.4.2.2 Alert protocol

This protocol is used for conveying SSL related alerts to
peer entity. Application uses SSL to alert message is com-
pressed and encrypted as specified with current state. Each
message has two types of warning(1) or fatel error(2) to con-
vey security. Alert SSL specification has unexpected mes-
sage in appropriate message received, bad record mac is in-
correct MAC received, hand shake failure is security param-
eters unable to accept, illegal parameters are handshake mes-
sage was out of range , notify, and certificate messages.
4.4.2.3 Handshake protocol

Most important part of SSL protocol is the hand shaking
protocol. This allows the server and client to authenticate
each other to negotiate an encryption and MAC algorithm.
The cryptographic keys are to be used to protect data in an
SSL record. The handshake protocol is invoked before any
application data is transferred.

Phase 1: Establishes security, protocol versions, ses-
sion id, cipher suite, compression methods, initial random
numbers. Phase 2: Server may send certificate key exchange
and request certificate server signal of given message. Phase
3: Client sends certificate if requested client sends key ex-
changed. Client may send certificate verification. Phase 4:
Change cipher suite and finish hand shake protocol [3].
4.4.3 Proposed Model

The problems with SSL in Handshake protocol Encryp-
tion and Decryption in Figure.2 are they have slow commu-
nication. And another issue is to Monitor every router with
any malware/suspicious attacks. To give solution for these
problems the proposed architecture as described in Figure. 9.
As a case study Message Authentication code in Handshake
protocol Phase 3.(key exchange) we implemented sample

Figure 12. Client open the application using random key
mailed to client

program in Java/J2EE language and executed tomcat web
server,and results shown in Figure.10, Client gives user name
and password,Sever receives the client request and sends
Random key to client mail id for validation authentication
described in Figure.11, and finally client process to access
web services by open secret key is shown is Figure.12

Algorithm 1 Compression algorithm
1: procedure ENCODING DECODING
2: begin
3: Read Initlialization variable Plaintext(binary)=X
4: i,n, k, Xreduct(n,k), Xoriginal(n,m)
5: Read plain text of binary data
6: X= where X is a matrix hold binary data
7: x = 

a11 a21 ....a1n
a21 a22 ....a2n

...........
ak1 ak2 ....akn

...........
an1 an2 ....anm


8: Divide binary data 8 fragments with each fragment
9: Apply reduction by Encoder 4 bits into 2bits

10: output Xreduction(n,m)
11: Apply Encryption algorithm
12: Convert the information into cipher text
13: This cipher text transmitted by using HTTP SSL
14: Receiver receives the cipher text
15: Use Decoder input 2 bits into 4 bits output
16: verify the Matrix X
17: with each block of binary 8 bits with check sum.
18: This decoded data same as Xoriginal data
19: end

5 DISCUSSIONS AND INTERPRETA-
TIONS

Secure Socket Layer provides security services between
TCP and applications that use TCP. Internet standards TLS,
SSL/TLS provide confidentiality using symmetric encryp-
tion and message integrity and Authentication code. This
protocol as a case study will be used to Secure Electronic
Transactions (SET) to protect credit card transactions on web
service applications.We have implemented message authen-
tication code by random message to client from Sever. The



Algorithm 2 HTTP Secure socket layer
1: procedure HTTP SSL
2: SSL required to make to use of TCP , reliable end to end

secure services
3: input :Web service URL request
4: Ouput : Secured HTTP Session layer
5: Read request of web service
6: begin
7: Invoke HandShake Protocol
8: Connect: logical link between peer to peer network
9: Session: Created by handshake protocol. Set of crypto-

graphic parameters
10: Session multiple secured connections are not used.
11: Session established with both read and write.
12: During handshaking protocol session is created success-

fully
13: pending the new state if already the state is running.
14: With both read and write Session identified with state.
15: Compress data prior encryption
16: Invoke Encryption algorithm
17: Flag is used indicate new connection.
18: end

Algorithm 3 To Establish connection
1: procedure CONNECTION
2: A connection state is defined by the following Parame-

ters:
3: Connection(clientid,clientMAC,ClientSecretKey,serverid)
4: begin
5: Client sends request to Web server Invoke HandShake

Protocol.
6: Each connection creates secure session layer and sets the

flag.
7: If already connection is established in read/write mode

do not open new connection else
8: Invoke Handshake protocol Sequence of each request is

encrypted
9: Decrypt messages at receiver

10: Change CipherSpecProtocol: signal for coordinating
client server.

11: Alert protocol: Application is allotting compression and
close notify alert for each message.

12: end

Algorithm 4 Web Security by access control to Encryption
1: procedure WS ACESSCONTROL
2: HTTP protocol is used for web transactions into appli-

cation passed to SSL.
3: HTTP: connection initiation
4: Input: web service request message
5: Output: Secure access control by encryption
6: begin
7: read HTTP request by SSL to Authorized web server by

invoking HandShake Protocol
8: Data is encrypted with user details
9: send the request to Web server

10: User data is verified with the data with existing data of
concerned web server.

11: If(HTTPrequest is successful) then connection is estab-
lished under service access policy else connection is
closed with notification

12: if connection is established enable decryption of data at
the web server

13: Message communication is accomplished by SSL en-
cryption method.

14: close the connection
15: Connection closure if connection is closed in HTTP

record
16: TLS level exchange close notify alert then close TCP

connection
17: handle TCP close before alert exchange send or com-

pleted
18: end

discussions and interpretations for web securities, precau-
tions and remedies are described in table.2. and table.3. The
table provides the information related to web security or net-
work security problems and proposed solutions/precautions
to meet network securities QoS parameters such as confiden-
tiality, integrity, data authentication, and availability of in-
formation to trusted users from web service systems by mer-
chants by digital certificates and required policy constraints.

6 CONCLUSION
Web services are expected to play increasingly important

role for message communications over internet applications.
Most of future work is web security. Online shopping and
web services are increasing in the world. In this paper we
described the fundamental concepts related to web security
threats, web server architectures,Encryption,decryption and
web server protocols. QoS web service security is important
concern in network communications. Firewalls security, var-
ious issues and challenges of web security. As a case study
we presented comprehensive study of HTTP Secured Socket
Layer Protocol. In this paper we address the issue of secure
communications in web services using HTTP secure socket
layer approach. The key issue of communications handshake
protocol is using lossless compression technique by encoder
to improve the speed of web services during SSL commu-
nications between client and server. As a case study using
HTTP secured socket layer approach implemented Message
Authentication code implemented in Java/J2EE and tomcat



web server results are shown from Figure.10,Figure.11 and
Figure 12. In future we propose to extend this paper to E-
Commerce, On-line financial transactions, and this security
concepts used for designing and developing firewalls which
will protect web services applications.
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Abstract
This paper, web services architectures gives a compati-

ble and scalable structure for web service interactions. The
rapid development of web services and applications in vari-
ous domains such as B2B, e-commerce, banking has led to
the best quest for design in a QoS of web service architec-
ture that can meet industry standards. Organizations to de-
sign and develop a best suitable QoS web service architec-
ture to meet the industry demands various QoS web service
parameters, reliable, quick services required for access the
web services. In this paper we proposed a modified 3-tier
architecture with a new component quality service manager
that can fall in the core layer(i.e middle ware technology).
This new component is concerned with the most important
QoS parameters such as availability, reliability, adaptabil-
ity, performance,response time, security and integrity. As
a case study we have taken multimedia application and in-
frastructural components in multimedia applications.The im-
proved quality parameters such as bandwidth, and access
time , throughput by using round robin algorithm in the web
server interface applications/services. We proposed this new
architecture that would help the organizations in best possi-
ble QoS service architecture solutions

Categories and Subject Descriptors
C.4 [PERFORMANCE OF SYSTEMS]: Design stud-

ies, Measurement techniques, Modeling techniques, Perfor-
mance attributes, Reliability, availability, service ability

General Terms
Architecture, Web services, Quality of web services

Keywords
QoS, Web services, SOAP, UDDI, Middleware, XML,

SOAP, Service Oriented Architecture
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1 INTRODUCTION
Web services for Service-Oriented Architecture(SOA)

give a compatible and scalable structure for web service in-
teractions[1]. Web services are built upon protocols and
components such as Simple Object Access Protocol(SOAP),
middleware platforms using Object oriented approaches, Ex-
tensible Markup Language(XML), Web Service Description
Language(WSDL). Universal Description Discovery and In-
tegration(UDDI) open standards over internet standards for
application services.

Web service applications that allows the users to access
the services from web servers using internet communica-
tion standard protocols. Web services provided by orga-
nizations as service (internal or external services) to end
users. These services can be implemented by (SOAP)[2,3].
Service-oriented architecture represents a method of build-
ing reliable, distributed systems that communicate function-
ality as services[4]. These services from various vendors
publish application using Web Service Business Process Ex-
ecution Language (WS BPEL)[5,6]. Hyper Text Markup
Language (HTML) is used to design the front- end server
applications like user screens. Extensible Markup Language
is used to capture, store and exchange of information be-
tween systems. Service Object Access Protocol (SOAP)
is used to provide registry of applications in the back end
database server. Web server components such as UDDI,
WSDL, IDL,CORBA, middleware applications. Organiza-
tions used to design and develop software components that
provide best functionalities and QoS standards (i.e. reliable
secured, performance, cost effective solutions). New web
service applications which can be adoptable to industry re-
quirements[19].

1.1 Web service
Web services is an interface, and a collection of opera-

tions or application programs that are used by clients over
internet. Web Services are APIs on internet that allow ex-
ternal applications to interact with system to invoke opera-
tions[18,19].

1.2 Service Oriented Architecture
Service Oriented Architecture is a set of design meth-

ods,that are useful to develop system components and in-
teractions, enables loosely coupled services that can be dy-
namically discovered for communication and coordination
over internet[18]. Web services built upon top of open stan-



Figure 1. major roles/components of Service Oriented
Architecture

dards architecture shown in Figure.1 that has three major
roles/components. Service provider that makes service avail-
able over internet. Service requesters are the end users re-
questing HTTP request using internet to utilize the services.
Service registry is the logically centralized directory of ser-
vices. This is useful to provide and publish the services[20].

Service Oriented Architecture Protocol (SOAP) is de-
signed and developed to enable client and server asyn-
chronous interactions request,reply. SOAP is based on
HTTP protocol. It uses protocols such as, SMTP, TCP, or
UDP. SOAP. Most of API has been implemented in Java,
Perl, Java Script, Python, .Net, C, C++, C# and Visual basic.
REST (REpresentational State Transfer) is a web service de-
velopment architecture used for better communication with
clients with Internet[18].

1.3 XML Extensible Markup Language
XML is a markup language, which has an easy, flex-

ible, format derived from Standard General Markup Lan-
guage(SGML). This was designed to meet challenges of
large scale organizations in electronic publishing. XML is
a tool for information management and exchange. XML
SOAP is used to encapsulate the message over HTTP[21].

1.4 WSDL
Web Service description language is the interface descrip-

tion (Uniform Resource Locator URL i.e. address of the
component) for system to access the resources on web server.
WSDL definitions are provided by GUI functions in web ap-
plications.Example http:www.jntuh.ac.in URL is used to ac-
cess the JNTUH website.

1.5 UDDI
Universal Description,Discovery and Integration (UDDI),

Web Services Description Language (WSDL) documents are
accessed via Uniform Resource Identifies(URI). Client and
servers processes communicate either directly or indirectly
to access UDDI service. UDDI is a directory service where
businesses can be recorded for searching web services.

Human readable businessEntity describes the organiza-
tion that provides these web services. It gives name, address,
activities. For example.www.jntu.ac.in businessServices: It

Figure 2. UDDI data structure

stores sequence of operational information as a set of in-
stances of a web service. Example.such as its name and a
description (for example Home, Administration, Academics,
Research and Development Cell, etc)

bindingTemplate: It has instance of operation or function
and service reference to service description,example bind-
ingTemplate menu academics has four service descriptions.
TModel: It gives service description usually by WSDL,
stored outside the database and accessed via URL, name
and its activities shown in Figure.3 Example.JNTUHyderbad
database accessed by URL.

1.6 Middleware applications
Middleware provides higher level programming represen-

tations for development of distributed system through lay-
ered architecture to provide heterogeneity in essential infras-
tructure to support inter-operability and portability. Inter-
faces developed in middleware platforms and programming
languages that have specify signatures of services. Middle-
ware providers access to different infrastructures, platforms
and softwares. In Table.1. shows the categories of middle-
ware technologies.

Table 1. Categories of Middleware
Major category Sub category Example
Distributed Platform JAVA RMI,
objects CORBA

Distributed Application SUN EJB,
Component Server CORBA

Public subscribe - CORBA ,
system Event Service

Message Queue - Web Sphere,
Message Queue,
JMS

Web Services Web Services Apache Axis,
system Grid services The Globus

Toolkit

Many applications involve remote invocations that are op-
erated in different environment. The Table.1. describes dif-
ferent categories of middle ware technologies.

It is significant to the enterprise development and the ser-
vice providers and software developers to maintain QoS ar-



Figure 3. WSDL URL service description

Table 2. Communicate paradigm
Inter process Remote Indirect
Communication Invocation Communication
Message Request Group
Passing Reply Communication

Socket RPC Public Subscribe
Message Passing

Multicase RMI Tuple space
system DSM

chitecture that meet the client requirements response time,
throughput, reliability, and other parameters. The quality
standards are essential for designing a new novel architec-
ture to maintain QoS web services. Discussed related work
in section 2, Issues and challenges in section 3, Proposed
model architecture discussed in section 4, Discussions and
interpretations in section 5, and conclusion of the paper spec-
ified in section 6.

2 RELATED WORK
The evolution of architecture of software started with the

monolith approach. A monolith is an architectural style or a
software development pattern. Styles and patterns usually fit
into different view type (a view type is a set, or category,
of views that can be easily reorganized with each other).
By evolutionary growth of development of architecture, soft-
ware developers used this model for their requirements. By
the rapid development of internet based applications soft-
ware developers used client server architecture, this method
is called 2-tier architecture. Client is a process (mobile de-
vice, or computer system) that communicates with server
process( in this application services offered by clients avail-
able).The disadvantage of 2-tier architecture is tightly cou-
pled business services and databases. If user want to mod-
ify anything in the business operations that will forcibly to
change the databases applications. To overcome these prob-
lems the software developers used 3-tier architecture which
is one of the most widely used architecture for web applica-
tions[20,28].

N-Tier Architecture: N-tier application architecture rep-
resents a model by which software designers can build flex-

ible and reusable applications, by segregating an application
into tiers. N-tier model middleware is involved with devel-
oping, tuning, maintaining and evolving developers acquire
the option of modifying or adding a specific layer or func-
tionality, instead of modification the entire application[29].

Distributed objects: Distributed object architecture look-
ing at the core architecture elements to design and de-
velop sophisticated distributed systems solutions by layers
style.(layers in Distributed systems are application and ser-
vices,middleware, operating system, computer and network
hardware)

Components can be related to objects in that they
suggest problem-based abstractions for developing dis-
tributed systems. Interfaces or components provide solu-
tions to the client problems. These interfaces also called
API(Application Program Interface)

Table 3. Communicating Entities
System oriented Problem oriented
Entities Entities
Nodes Objects
process Components

Web Services

Services: Web services is the most significant paradigm
for rapid growth of Software. Applications are integrated
into the World Wide Web(WWW). To design web applica-
tions that use communication paradigm and entities. The Ta-
ble.2 describes the communication paradigm and in table.3
describes communication entities.

To understand the building blocks in web service shown
Table 2,3. In designing web applications components used
in various layers such as .(i) Architecture design (ii) com-
munication protocols: Inter process, indirect, inter process
communication, (iii)Request reply,(iv) method invocation
(v),Group communications[18].

Gavin Shrivastava, et.al[22] proposes a method for a web
architecture for adaptive location-based services for spatial
domain web services. They proposed three tier architecture.

Client tier (allows interaction among the web page), mid-
dle tier (provides core services and functionalities) Person-
alization and visualization services allow the user sessions
to handle user profiles, logs all relevant actions performed
by clients. The personalization and visualization algorithms
are also implemented within this service,that access spatial
data sets and recorded interaction. Data sources also pro-
vides with spatial information, it has main component con-
sists of a spatial DBMS, which stores spatial datasets.

C Aurrecoechea, et.al[23] proposed generalized frame ap-
proach for development of QoS architecture in distributed
multimedia systems. They considered QoS assurance in dis-
tributed system platform. QoS assurance, complete data and
media from remote server across the network points of deliv-
ery. Generalized frame work QoS architecture for research is
to define a set of QoS configuration interfaces that formalize
QoS in the end to end system and network. End to end QoS
scenario continuous media flows in the applications area of
telecommunication, computer communication and standard



communities using packet scheduling and flow control to im-
prove data delivery and packet transmission.

D. Cotroneo M, et.al[23] proposed architecture that sup-
ports different classes of service by evaluating middle ware
infrastructure, each with different quality attributes(QoS)
concerning the network data delivery, availability, perfor-
mance of network communications including web,video
servers on demand services.

Marco Comuzzi, et.al[26] proposed negotiation broker to
which both the consumer and the service provider approach
by architecture notify the preferences on QoS attributes and
negation strategies by specify value parameters. SOA archi-
tecture by service with price, availability and data quality
as QoS attribute. Service invocation can be enriched by ne-
gotiation of the QoS attributes. SOA architecture by three
different phases

Service publication provider who publishes as the service
on architecture registry. Service selection consumer selects
service by searching the service registry. Service invocation
selected service has to be invoked by consumer by specified
constraint on the QoS attribute a negotiation process between
the consumer and the provider. They suggested architecture
for QoS Negotiation (Web service Level Agreement Frame-
work i.e WSLA). These approach selects QoS attributes dur-
ing web services invocation.

M.Adel Serhani et.al[27] proposed a QoS broker- based
architecture for web services architecture is to support the
client in selecting web services based on user required QoS.
The architecture is developed by four main participating
roles the web service broker, the web service provider, the
client and QoS- enabled UDDI registry services.

3 ISSUES AND CHALLENGES
The software developers design quality software which

meets the requirements to overcome the problems of end
users. Web services are to provide inter-operability across
global internet, B2B applications, commerce etc. These soft-
ware components must be reusable,efficient,cost effective,
and must follow QoS parameters. Web applications interact-
ing with server to access services using different methods,
architectures, protocols. Heart of the web service is comput-
ing registry(service provider). Service provider will publish
large number of function descriptions. All these provided by
accessing service using HTTP protocols. Al-Masri et.al[10]
suggested provided QoS of web services[8,9,12,13]
3.1 Response time

The time taken to send and receive response from web
server ( response time is measured in ms.)

RT = RCT −URT (1)

where RT:Response time, RCT:Response Completion Time,
URT:User Request Time
Software developers need to design a web service architec-
ture that will minimize the response time.
3.2 Availability

Number of successful invocations or total invocations are
measured in (%).

AV = I/T I (2)

where AV: Availability, I: Number of Invocations, TI: Total
number of invocations
Availably of web services depends on middle ware, infras-
tructure, network performance and Service oriented architec-
ture. We can improve the availability of service s by SOAP,
UDDI[11]
3.3 Throughput

Throughput is defined as average rate of successful
messages received by communication channel per second
(throughput is measured in invocationsseconds)

T P = T I/T (3)

where TP:Throughput,TI:Total number of invocations,
T:Period of time
Software kernel implementation is a high performance in-
struction set, which is required to improve throughput[30]
3.4 Successability

Number of response over the number of requests (is mea-
sured in (%))

SUCC = Nresp/Nreq (4)

where SUCC: Successability, Nresp: Number of response,
Nreq:Number of requests
Software components are designed to improve successability
3.5 Reliability

Reliability is measured as the number of failures over a
period of time. It is derived from the unsuccessful invoca-
tions for a given period of measurement. ( reliability is mea-
sured in (%))

RE = Merror/Mtotal (5)

where RE: Reliability, Merror: Error messages,Mtotal: To-
tal Messages. Reliability to be improved by providing high
availability of resources
3.6 Compliance

Extends the WSDL document specification.(is measured
in in (%)) Software developers provide insufficient informa-
tion by WSDL file. WSDL is considered by input, output
dependency, invocation sequence, hierarchical function de-
scription and concurrent specifications. WSDL are the stan-
dards,for the description of language written in XML and it
is useful to locate the resource of a web service [14,15].
3.7 Best Practices

The extension to which a Web service that follows,
functionality, API, WS-I Basic Profile(measured in in (%).
Best practices like Enterprise Application Integration (EAI),
Business to Business (B2B) Integration, SOAP etc.
3.8 Latency

Time consumed for the server to process a given request
is called latency (measured in ms)[6,10,16].

LAT = RT −Treq (6)

where LAT: Latency, RT: Response time,Treq: Requested
time. Latency performance depends on several implemen-
tations of software components like Middle ware technolo-
gies like Simple Object Access Protocol (SOAP), Java RMI,
CORBA, UDDI, and Network Protocols.



3.9 Documentation
Measure of documentation (i.e. description of tags) in

Web Service Description Language(WSDL) (measured in in
(%)).WSDL document is an XML document that defines a
web service consuming of methods to invoke/access other
web service applications. WSDL document is described
among tags, XML specifications, and elements. WSDL
gives the location of web services. This improves in the se-
lection of service description[10,17].

3.10 WsRF
Web Service Relevancy Function: a rank for Web Service

Quality (measured in in (%)).This is used to measure quality
of web services metrics (i to ix ) to rank the web services de-
scribed by Masri E[10] Service Classification 1. Platinum
(High quality) 2. Gold 3. Silver 4. Bronze (Low qual-
ity) The categorization is based on the on the whole quality
evaluation(rank) provided by Web Service Relevancy Func-
tion(WsRF). Using WsRF values attain for each Web ser-
vices to a particular service group. The classification can be
useful to distinguish between different services that offer the
same functionality[10].

4 PROPOSED MODEL ARCHITECTURE
Web services are used to provide personalization, API

customization, and support for multiple languages. They
logically separate the layout Model ,View, and Controller
in formats such as HTML, XML. Application centric ser-
vices enable organizations to integrate applications, busi-
ness process without constraints of proprietary infrastruc-
ture, platforms and operating system. These use open stan-
dards, including HTTP, XML, SOAP, WSD, UDDI. Appli-
cation framework and web services. XML based web ser-
vice architecture which allows programs written in different
languages on different platforms to communicate with each
other in a standard way as application frame[18,25].
Functional Requirements: In software development, func-
tional requirement defines a function (services or operations)
of the system and its components, described as set of inputs,
performance and outputs.
Non Functional Requirements: Non functional require-
ments are the resources that specify to assess the operation of
the system. For example network bandwidth. Adaptability:
modify/update in system configurations and resource avail-
ability has been recognized as a further important aspect of
service quality. Reliability and security issues are important
in the design of most of the computer systems.

Performance is measured by quality of service, it was
originally defined in terms of responsiveness and computa-
tional throughput, availability, but it has been redefined in
terms of ability to meet timeliness, guarantees. Availabil-
ity depends on communication resource that has guaranteed
computing and communication resource.

We proposed a new QoS web service architecture by ex-
tending 3-tier Architecture adding new component Quality
service manager depicted in Figure in 4.

4.1 Application Layer
End-users request applications by through this layer.

Clients may use devices, web users and application users.

Figure 4. QoS of Web Service Architecture

4.2 Middleware
This layer is the core of the QoS architecture. The main

concept of this layer to provide business functionality to the
user. It has two parts such as Quality service manager, and
Service manager.
4.2.1 Quality service manager

Is a software component to select the QoS web service
parameters that provide efficient, reliable, and secured ser-
vices/components
4.2.2 Service manager

Service Manger has various parameters, response time,
reliability, availability, security, best practices and perfor-
mance.
The performance of the services is measured by consider-
ing QoS parameters in functional and non functional re-
quirements. To design an efficient Architecture of QoS ser-
vices by extending three tier architecture[18].We proposed
new Algorithm.1 in Quality Service Manager which will im-
prove the QoS web service architecture with QoS web ser-
vice parameters. We represented in Figure 5 as infrastruc-
tural components of multimedia application as a case study,
using round robin algorithm in the Web Sever interface ap-
plications will be improved the performance.

Multimedia applications run in networks of personal com-
puters, they need resources from the work stations run-
ning applications(processor,buffer capacity,bus cycles) and
network (physical transmission,routers,switches gateways).
Workstations may support multimedia stream of data within
individual/organization applications.

For multimedia application (non functional requirements,
network communication, high bandwidth), and functional



Algorithm 1 Quality Service Manager
1: procedure RANKING OF WEB SERVICES
2: Input: QWS data parameters related attributes Di=
{A1,A2,A3,Ak Ai}

3: output: Component specify their QoS requirement from
Di to QoS manager to measure Rank of web service or
(web service relevancy metrics quality metrics) i.e Ser-
vice Classification Outcome = { A,B,C,D}

4: begin
5: Read the QoS manager parameter Di instances
6: Apply Classification Procedure to measure the Rank of

Web services
7: Rank ClassificationMethod(Di,O)
8: If ( tuples will be equal required the rank after step 9 to

step 11)
9: { Reserve these parameters as resource parameters;

10: Application will be proceeded with these parameters;
11: Software design notifies QoS manager will be used these

parameters }
12: else
13: { Do not allow the application to be proceed
14: Negotiate or application refinement of QoS Manager pa-

rameters that will
15: Meet the required rank or service classification;
16: Give solution to improve the QoS parameters of different

type of category;
17: To improve the efficiency by computer networks and op-

erating system related parameters or Web services and
software related parameters }

18: Repeat the steps step 7 to 11 until QWS data Di instance
(or tuples ) belonging to service classification.

19: end

Figure 5. Infrastructural components in multimedia ap-
plication

Figure 6. Characteristics of Multimedia data stream

Figure 7. QoS specifications for components of the appli-
cation shown in Figure.5.

requirements (business services, multitasking shared net-
works). The central process will perform tasks in the server
process, in round robin algorithm scheduling for best effort
to put among all the activities running in systems. Networks
from different sources network topology, Ethernet, message
protocols concepts manage the QoS web service parameters.

The key feature is the resource allocation scheme de-
manding availability of resources for more quickly complet-
ing the task. Round robin approach proposed is shown in
Figure.5, best effort method for sharing the processor cycles
and network bandwidth. This architecture given late deliv-
ery value is less. In order to achieve timely delivery, applica-
tion need guarantees that the resource will be allocated and
scheduled properly.

5 DISUSSIONS AND INTERPRETATIONS
From this study, QoS web services architectures, we as-

sume the data as for Figure.6. It gives the characteristics of
multimedia data stream the following observations are noted.
Telephone speech is less data rate (i.e.bandwidth requited or
data transfer rate 64 kbps), and time taken to process in-
formation frequency size is 8000 seconds. HDTV(MPEG-
2/MPEG-4 Compression) multimedia services requires the
highest data transfer rate 6-20 Mbps, and time taken to pro-
cess information frequency size is 24 to 60 seconds. The av-
erage case Standard TV video (uncompressed) requires data
rate is 120 Mbps, and time taken to process information in
frequency is 24 seconds. we proposed a Quality service man-



ager in the middleware of 3-tier architecture. This architec-
ture suggests Algorithm.1, that gives the QoS parameters,
such as response time, reliability and other parameters in the
development of web applications.
6 CONCLUSION

In this paper we proposed a QoS web service architec-
ture. This is a new model of QoS web service architec-
ture for the rapid development of web services and appli-
cations in various domains such as B2B,e-commerce etc.,
organizations to design and develop the best suitable QoS
Web service Architecture to meet the industry demands on
various QoS web service parameters, which are reliable,
quick services that required for access the web services. In
this paper we presented web services fundamental concepts,
HTTP,XML,UDDI,SOAP, issues in web services and dis-
cussed various architectures and implementation methods.
To measure the performance of the services, we proposed
a new QoS web service architecture that will meet the de-
mands of organizations and individuals to design and de-
velop QoS web service framework, ranking of web service
algorithm which will be applicable for any platform and mid-
dleware technologies.

As a case study we have taken multimedia application and
infrastructural components in multimedia application and
improved quality parameters bandwidth, and access time,
throughput by using round robin algorithm in the web server
interface applications/services in Figure.7 The new proposed
a architecture will help the organizations to design and de-
velop solutions using this new QoS service Architecture
management and allocation of resource to give guarantees
as quality of service management. In future the scope of
this paper will extend the work to measure the various QoS
web services [10]. Data set QWS from WSDL crawler and
other web services data set to measure the performance of
web services using various classification methods (i.e data
mining techniques).
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Abstract: Web services are expected to play significant role for message communications over internet 
applications. Most of the future work is web security. Online shopping and web  services are increasing at 
rapid rate. In this paper we presented the fundamental concepts related to Network security, web security 
threats. QoS web service  security  intrusion  detection is important  concern in  network communications 
and firewalls security; we discussed various issues and challenges related to web security. The 
fundamental concepts network security XML firewall, XML networks. We proposed a novel Dynamic 
Intruder Detection System (DIDA) is safe guard against SSL secured transactions over message 
communications in intermediate routers that enable services to sender and receiver use Secured Session 
Layer protocol messages. This can be into three stages 1) Sensor 2) Analyzer and 3)User Interface.. 
 
Keywords: Web Security, QoS web service, HTTP, Intruder detection, Secure Socket Layer, Network 
Security 
 
1.Introduction 
Intrusion detection system is a device or software 
application that monitors malicious attacks or 
network traffic if any policy violations [1]. Web 
services applications communicate and 
coordinate message passing between client and 
server. A web service provides functionality and 
services to the web users. The users to 
communicate in network channels, the hacker or 
Intruder tries to operate various attacks such as, 
DDOS attack, side channel attack, authentication 
attack, man in the middle attack, cloud computing 
attacks and steal sensitive information. Hacker 
execute arbitrary or malicious code in the system 
due to vulnerability, weak security  and no 
Intruder Detection and Monitoring system.[2]. In 
Intrusion detection system is a device or software 
application that monitors malicious attacks or 
network traffic if any policy violations [1]. A web 
service provides functionality and services to the 
web users. The users to communicate in network 
channels, the hacker or Intruder tries to operate 
various attacks such as, DDOS attack, side 
channel attack, authentication attack, man in the 
middle attack, cloud computing attacks and steal 
sensitive information. Hacker execute arbitrary or 
malicious code in the system due to vulnerability, 
weak security and no Intruder Detection and 

Monitoring system.[2]. In recently ISRO website 
homepage hacked by hackers, other examples 
related to Government and other web sites 
discussed[3,4]. It is essential to provide Intruder 
Detection and monitoring system for Government 
Institutions, Diplomatic offices, Energy, oil and 
gas companies, Research Institutions, private 
equity firms, and activist. Frequently to monitor 
and control the valid and authorized data 
operations over the network. 

Web security has three important 
concepts confidentiality, integrity and 
availability. Confidentiality means Information 
not available to unauthorized users. Integrity 
defined by the property that data has not been 
modified by unauthorized users, and availability 
means web services are accessible to authorized 
users with access restrictions.[5] Intrusion: 
attempting to attack into or misuse the system 
from outside network or legitimate users of the 
network, intrusion can be a physical, system or 
remote intrusion. Automatic Intrusion detection 
system sensor, Analyzer and user interface. 
Intrusion Detection systems can be classified as 
i)Anomaly detection ii) signature based misuse 
iii) host based iv) network based v) stack based 
The rest of this paper is organized as follows 
Section 2: Related work, Section: 3 Issues and 
challenges, Section 4: Web security and Network 
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security, Section: 5 Discussions and 
Interpretations and Section 6. Conclusion. 
 
2. Related Work  

Zhiwen Bai etl, Proposed DTAD, a dynamic 
taint analysis detector aiming to protect malicious 
attacks and vulnerabilities. Attacker process is 
detected and precision intrusion, signature of 
collection of virtual systems and comparing 
network data and log files used to identify the 
attacks.[6] 

Jiang Du etl, studied man in the middle 
attacker use ARP deception for both sides 
communication. Man in the middle will generate 
own public, private and self digital certificate, 
and this is interactive process validated by 
Service provider.[7] 

Taro Ishitaki,etl proposed intrusion detection 
system using Neural network, Fuzzy logic, 
Probabilistic reasoning, Genetic algorithms 
capable for finding pattern behavior to detect 
normal and attack conditions[8]. 

The SOAP messages to ensure integrity and 
authentication during the data transmission. Web 
services require partial signing of SOAP request 
which is achieved using XML signature by 
WSDL documents and operations as suggested 
by Padmanabhuni and Adarkar etl[9,10]. Web 
service security is critical task for message 
invocations by web servers. SOAP uses XML 
encryption, XML digital signature, SSL/TLS 
methods. XML message security is achieved by 
service oriented security functionality. 

Web service standards SOAP level security 
authentication, authorization management. Web 
security is defined as attach signature and 
encryption header to SOAP messages. It 
describes security tokens. Web security policy is 
defined as set of specifications that describe 
rules, constraints and other business policies on 
intermediaries and end points. (Example. 
Encryption algorithms).Web security trust 
describes a frame work to design a model that 
enables web services to securely inter-operate 
request, issues, and exchange security operations.  
2.1 XML Firewall 

Web services environment, malicious attacks 
and DoS attacks are new challenges. Firewall 
allows to the Service providers residing in a 
network to be invoked from outside the network, 
and keeping a high security[9]. HTTP protocol is 

not suitable for creating public key infrastructure. 
The prototype is used by application behind a 
firewall.[11] 
2.2 XML networks 

web service management vendors develop 
network based solution for web service 
applications  to provide better QoS web services 
with security to various networks endpoints 
service consumers and service providers.[11]. 

Fang Qi .etl, .proposed Automatic Detecting 
Security Indicator (ADSI) for preventing Web 
spoofing on a confidential computer which is a 
harmless environment. It creates a random 
indicator to identify and detect bogus pages with 
URL screening data.[13] 

Jaing Du,.etl analyzed as a case study secured 
socket layer man in the middle attack based on 
SSL certification interaction. Attacker place 
computer gives a vital role two communication 
processes. [14] 

Lin-Shung Huang., etc introduced a new 
method for detecting SSL man -in- the middle 
attacks against website users, over of SSL 
connections at the top web sites by checking 
certificates as number of CA certificates. Trace  
any malware in SSL connections for identify and 
provide better protection. [15] 
 
3 Issues and challenges 
The following are the list of issues /challenges in 
Web security/network security. Digital 
certificates are designed to establish credentials 
of the people use Router configurations with 
weak vulnerabilities and security policies 
described in Table.1. Web security developers 
provide secured  operations and safety  steps 
necessary to identify trusted systems. [16] 
Table.1. Router or firewall configurations with 
weak or vulnerabilities 
Web services Solutions or 
threats 

Problem in domain or 
Safety precautions 

Web service has arbitrary 
disclosure policy 

Provide strong policies to 
web services  

Passwords stored in 
browser  

Do not save passwords in 
browser history 

Institutions, organizations 
malicious code attacks, 
virus 

Web security , Frequently 
monitor network operations. 
Use SSL security 

Malware, Denial of service attacks to 
modems / routers against other systems by 
unknown users by stealing personal information 
and credentials to access certain web sites. 
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Hackers used stolen laptops/equipment to hack 
web data where there is vulnerability like private 
wireless network or wireless network is 
unsecured with no password is immediately 
accessible to hackers. Hacker used wireless 
antenna and software nearby buildings and 
capture/ steal information like passwords, email-
messages, and any data transmitted over the 
network when a network is not secured. 
[5].Hacker will use some tools described in 
table.2. Brute-force attack is the password 
cracking method, trying all the solutions seeking 
one fits[11].Stealing the login password 
controlling the devices by malicious scripts and 
malicious DNS servers attacked on DSL 
modems. 

 
3.1 Man-in-the-Middle (MIM) attacks 

This attack where the attacker secretly relays 
and possibly alters the communication between 
two parties who believe they are openly 
communicating with each other. Attacker 
intercept all relevant messages by passing 
between victims and adding extra information. 
Attackers trying to access the services using fake 
address, fake certifications. Examples of MIM 
attacks One provides free Wi-Fi  service with  
malicious software.  
3.1.1 ARP Cache Poisoning 

Sender and receiver over message 
communication, PC sends IP packets broad cast 
to all systems in subnet. ARP(address resolution 
protocol is not secured protocol). 
3.1.2 DNS Spoofing 

DNS cache poisoning is a computer hacking 
attack, where by data is communicated into a 
Domain Name System (DNS) resolver’s cache, 
causing the name server to return an incorrect IP 
address, diverting traffic to the attacker’s 
computer (or any other computer).Attackers 
creating a fake web site by redirecting data to 
shadow servers. 
3.1.3 Session Hijacking: Client to server when 
session established, the hacker capture cookies 
information and diverting the session 
communications to un-trusted systems 
3.1.4 Session hijacking attack 

Communication over TCP connections. 
Session normally consists of string of variables 
used in URL stealing and predicting valid session 
token to gain unauthorized access to the 

web server [17] 
Table.2.Tools and software’s used to steal the 
data 
Web services Solutions or 
threats  

Problem in domain or Safety 
precautions 

Suspicious downloads or 
plugins 

Use firewall in secure 
network 

Terminals with  chip card 
vulnerabilities 

Alert any where service by 
authentication and secret 
key. 

4.Web Security Network security 
Web Service Security: Three types of digital 

certificates are domain validated certificate, 
organizational validation certificate and Extended 
validation certification. Domain validated 
Certificate: trusted domain name of owner. 
Organizational Validation Certificate: validation 
of organization by DNS names. Extended 
validation certification: Certificate Agent must 
meet minimum validation criteria. Organizations, 
application vendors, Browser makers issue 
extended validation certificate.[4] Web services 
standards worked at w3C, OASIS, IETF and 
other bodies to enable faster inventions of web 
services and security. A web service provides a 
flexible set of mechanism to design a range of 
security protocols. It is essential to design non-
vulnerable protocols for web services security. 
Web services specifications goals to provide 
multiple security token formats, multiple trust 
domains, multiple signature formats, multiple 
encryption methodologies, and end to end 
message content security.[12] 
4.1 Intruder Identification and Detection 
System 
4.1.1 Various Attacks 
Unauthorized system used to attack on router or 
servers using various attacks (DDOS attack, side 
channel attack, Man in the middle attack , 
Authentication attack and cloud computing 
attacks) methods practiced due to various reasons 
like, not secured web site, malicious code, 
denying encrypt , weak secret keys, 
vulnerabilities in content security, and policy 
constraints. In Figure.1. shows the intruder 
attacks on router. 
 
 
 
 
 
 

Client Node Server

Attacker 

Figure.1. Intruder attacks on services 
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4.1.1.1 Denial of Service attacks 
DDOS attack were launched from distributed 
attacking hosts. This is launched two phases. First 
an attacker builds a network which is distributed 
and consists of thousand of compromised 
computers are called(Zombies, attacking hosts). 
The attacker hosts flood of tremendous volume of 
traffic towards victims either under command or 
automatically [32]. 
4.1.1.2 Attack to change DNS settings 
Attackers directly targeting DNS server two ways 
Cybersquatting  aim is to steal the Victims 
identity and or divert traffic from victims 
website. Name jacking or theft : by appropriate 
the domain name (updating the holders field or 
taking control) by technical means to divert the 
traffic such as modifying the name of hosting the 
site.[18] 
4.1.1.3 Authentication attack 
This type of attack targets and attempt to take 
advantage of following Brute force : allow 
attacker to guess persons username, other 
credentials by using Automated trail and error 
Insufficient Authentication: Allows an attached to 
access a web site sensible information without 
having to properly authenticate in web site. 
Sending phishing mail to user to steal sensitive 
information[19] 
 
4.2 Intruder Detection System 
Intruder Detection System has two type namely 
Network Intrusion Detection System and Host 
based Intrusion Detection System 
4.2.1 Network based Intrusion Detection System 
It deals with traffic accounting and network flow 
information. This system is implementing in 
Routers and switches Input and Output HTTP / 
TCP data, and testing various functions 
like port scanning , Reassembling, decoding, 
detecting virus, protocol violations. 
 
4.2.2 Host based Intrusion Detection System 
It deals with Analyzing logging facility for 
almost all failed or success services. The system 
is implementing in Routers or Firewall to access 
authorized client. It calculates the cryptographic 
checks of files, including owner ,group changes, 
and also checks system integrity.[20] 
Web services accessed by sending SOAP 
messages to endpoints. This is handed by 
transport layer security protocol such as HTTP, 

SSL, and TLS others. This ensures secured peer 
to peer messages. Web based security standards 
mapping to XML message security. All protocols 
use to carry security data as part of XML 
document. The XML document is critical part of 
security requirement of web services. [9] 

 
 
 
 
 

 
 
 
 
 
 
 
4.3 Secure Socket Layer and Transport Layer 
Security HTTP Secured Socket Layer Protocol: 
HTTP over Secured Socket Layer combination to 
secure communication between browser and web 
server systems. SSL Secured Socket Layer 
Protocol is transient, peer to peer communication, 
SSL protocol stack link associated with SSL 
session Record Protocol operation. These SSL 
sessions in association 
between client & server by handshake protocol, 
with defined set of cryptographic parameters that 
may be shared by multiple SSL connections. [3, 
12, 13]. HTTP protocol stack provides transfer 
information for web services interaction 
can operate on top of SSL. Three layers are 
defined as part of SSL such as Hand shake 
protocol, The change of cipher spec protocol and 
the Alert protocol. These protocols are used in 
management of SSL exchange. 
4.4 Proposed Model: Dynamic Intruder 
Detection  system 
The Automated Intruder Detection System shown 
in Figure. 2. It will detect the unauthorized or 
hacker requests by invoking a procedure 
Intrusion Detection System in four subpaths, that 
are user requests to subnet router point to point in 
Transport layer, browser in the Intrusion 
detection system detection system invokes a 
procedure to check, Certification,  digital 
signature of trusted client. If trusted request as a 
result then it inserts the process for further 
processing into Deque. The deque holds a batch 
of trusted services routed to next hop via point to 

Web 
User

PC 

  Router  
    in            
   subnet 

 Browser in web 
component 

DIDS 

Trusted 

 
 
 

Web 
Server

Figure.2.   Dynamic Intrusion Detection System 

Un-
trusted 
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point protocol.In subpath3 browser contents 
security not known to attacker by pedlock 
security. The forth sub-path content in the web 
server connecting a session request for web 
services. The algorithm:1,2 and 3 depicted table. 
Intrusion Detection System Message Format 
alert:(messageid; create time;nt pstamp;date;time; 
source;node;address;message; flag) 
4.4.1 Components of DIDS 
Dynamic Intrusion Detection System has three 
components are sensor, Analyzer and User 
interface. Overall network security maintains a 
security state. when threat occurs by executing an 
event, the system will check the context of 
the event and data by following 
4.4.1.1 Sensor 
Sensor are responsible for collecting data. 
Example network packet, log files, and system 
call traces, sensor collect and forward to the 
analyzer 
4.4.1.2 Analyzer 
Analyzer receiver input from one or more sensors 
from the system . Control the behavior of the 
system.  
4.4.1.3 User Interface 
The user interface to DIDS that enables a user  to 
view output from the system or control the 
behavior of the system. System component as 
manager or console component.[20] 
 
Algorithm: 1 Initialization of Request 
Procedure: DYNAMIC INTRUDER 
DETECTON  SYSTEM 
Input : Sensor/ node send a service request 
Output: Trusted service or Un-trusted service 
begin 
1. Establish connection between sender and receiver 
2. User system to web server consists of four sub 

paths 
3. subpath1: user request to router in subnet(trusted 

system) 
4. Subpath2:Web browser in router checks the 

procedure using Dynamic Intruder detection 
system.  

5. Identify the request process trusted request pushed 
onto Deque and un-trusted requests rejected and 
access restricted. 

6. Subpath3: Web browser content and security sign 
which are not known to the attacker. Ex icon with 
Padlock security sign unknown to the attacker. 

7.  Subpath4:Web content to Web server: 
Connecting via subnet routers with trusted 

systems the request connection established 
between sender to receiver 
      using SSL handshake protocol 
 end 

Algorithm.2: Connection Establishment. 
Procedure PROCESS DETECTING TRUSTED 
REQUEST 
Input :Web service request 
Output : Secured HTTP Session layer 
Begin 
1. Read  DIDS 
2. Client sends a request to Web server by invoking 

HandShake protocol using cryptographic 
parameters (clientid, clientMAC, 
ClientSecretKey, serverid) 

3. During handshaking protocol session is created 
successfully by resuming the  new state if 
already the state is running. With Session 
identified by its state, prior to encryption 
algorithms. 

4. Each connection creates a secure session layer 
and sets the flag. Here flag indicated the 
connection. 

5. The request process is checking by Certificate 
Agent, and Digital certificate. 

6.  Detecting trusted service or un-trusted service. if 
request is trusted service then insert the process 
in Deque for further processing communication 
to next  hop if connection request is un-trusted 
requests are denied/ rejected 
end 

Algorithm.3 Closing the Connection 
Procedure WS SECURED CONNCTION 
         Input: web service request message 
   Output: Secure access control by encryption 
Begin 
1. Read PROCESS DETECTING TRUSTED 

REQUEST 
2. User data is verified with the data with existing 

data of concerned  web server. 
3. If(HTTPrequest is successful) then Connection is 

established, under service access policy else 
Connection is closed with notification 

4. if connection is established enable decryption of 
data at the web server 

5. Message communication is accomplished by SSL 
encryption method. 

6.  close the connection 
7. Connection closure if connection is closed in 

HTTP record 
8. TLS level exchange close notify alert then close 

TCP connection 
9. handle TCP close before alert exchange send or 

completed 
End 
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5 Discussions and Interpretations 
Secure Socket Layer provides security services 
between TCP and applications that use TCP. 
Internet standards TLS, SSL/TLS provide 
confidentiality using symmetric encryption 
and message integrity and Authentication code. 
This DIDS (Dynamic Intruder Detection System) 
protecting the man-in the middle attacks and deny 
services. And allows trusted services forwarded 
to next hop to reach peer entity web server and  
Web service applications. The discussions and 
interpretations for web securities, precautions and 
remedies are described in table.2 provides the 
information related to web security/network 
security problems and proposed 
solutions/precautions to meet network securities 
QoS parameters such as confidentiality, integrity, 
data authentication, and availability of 
information to trusted users from web service 
systems to detect various attacks. The genuine 
merchants by Digital certificates and required 
policy constraints to validate authentication 
process in DIDS system architecture. 
 
6 Conclusions 
Web services are expected to play increasing 
important role for message communications over 
internet applications. Most of future work is web 
security. Online shopping and web services are 
increasing in the world. In this paper we  
described the fundamental concepts related to 
web security threats, web server architectures, 
web server protocols. QoS web service security is 
important concern in network communications. 
Firewalls security, various issues and challenges 
of web security. Discussed fundamental concepts, 
network security encryption and decryption 
process, and Network security hierarchies. 
We proposed a novel Dynamic Intruder Detection 
System(AIDA) is safe guard against SSL secured 
transactions over message communications to 
intermediate routers that enable services to sender 
and receiver use Secured Session Layer protocol 
messages. This can be into three stages 1) Weak 
security assumption 2) Intruder attacks on 
browser 3)Trusted system detect service and safe 
guard information. As a case study we proposed 
the architecture of system in Figure .2.In future 
we can extend this paper to E-Commerce, Online 
Financial transactions, and this security concepts 

used for designing and developing Firewalls 
which will protect web services applications. 
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ABSTRACT: According to the earlier researches there is no evidence that the information systems (IS) have 

any tangible benefits. But, it is very clear that IS can identify less costly sources of inputs for firms by making 

it cheaper and easier to evaluate prospective supplier offers. According to this, adopting IS should denote a 

value of information. We now develop a model which relates this potential value to various characteristics. 

The validity of our model is tested using a random sample of 310 medium and large size manufacturing 

organizations. The results are strongly supportive of the model, and hence provide support for the hypothesis 

that IS provides tangible benefits and also has a positive impact on performance of the organization. 

 

KEYWORDS: Information Systems, Decision support systems, ERP, Linear regression, organizational 

characteristics, value of information. 

 

I. INTRODUCTION 

 

Part of the lore of contemporary business is that information systems (IS) are utilized to achieve competitive advantage 

by lowering costs, speeding the processing of potential input suppliers’ offers, enhancing differentiation and changing 

competitive scope [24], IS applications increase the speed with which corporate functions are performed [13]. 

Information systems for the manufacturing industry can have a major impact on organizational performance. It has 

been argued that adopting IS in manufacturing companies can generate substantial reductions in inventory holding 

costs by minimizing the amount of inventory, reducing raw material costs by enabling the buyer to obtain the best 

possible conditions, reducing working hours, and lowering response time to market demands [12,18,28,33]. These 

manufacturing information systems are known as Enterprise Resource Planning (ERP). 

Most previous studies attempting to determine the relationship between investment in IS and the performance level of 

the organization failed to detect a positive relationship. One group of studies compares investment in IS against firm 

performance, as measured by stock returns [11,14,29]. A second set analyzes industry-level statistics and finds that the 

marginal dollar of IS investment tends to add less than $1 to the value of output [6]. A third group, using a relatively 

small sample of firm level information, fails to detect a significant positive relation between IS spending and 

productivity [15,17,31]. While these groups of results could indicate the absence of a significant relation between IS 

and firm performance, each group of results is subject to criticism. First, to the extent that financial investors employ 

rational expectations, anticipated changes in IS investment (or any other type of investment, for that matter) will have 

no impact on stock returns; only unexpected changes in IS investment should generate noticeable gains. Thus, the lack 

of a significant relation between IS investment and stock returns is not evidence that IS investment does not enhance 

firms’ productivity. Second, if firms within an industry invest in IS to varying degrees, it is plausible that big investors 

will do well partly at the expense of small investors. If this is so, one cannot draw any inferences about the impact of IS 

investment on firm performance from industry-level statistics. Third, even if one focuses on firm-level data, a 

significant positive relation can be masked if the performance variables are suspect or the sample is not sufficiently 

large. Brynjolfsson [25] has argued that aspects often attributed to IS ―are precisely the aspects of output measurement 
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that are poorly accounted for in productivity statistics...‖. Failing to correct for this mis-measurement can yield 

underestimates of the benefits from using IS. 

 

One obvious resolution to these difficulties is to use large samples with firm level data, where evidence of benefits is 

based on the expert assessment of someone in the firm.
2
 Further, such an approach should take organizational 

characteristics into account, since organizations with different characteristics may gain different benefits from using 

similar individual IS applications [14,19,26]. Porter et al. argues that ―competitive advantage cannot be understood by 

looking at a lirm as a whole. It stems from many discrete activities a firm performs in designing, producing, marketing, 

delivering, and supporting its products. Each of these activities can contribute to a firm’s relative cost position and 

create a basis for differentiation‖. Porter also indicates role of IS in supporting organization’s activities: ―Information 

systems technology is particularly pervasive in value chain, since every value activity creates and uses information.‖  

Porter’s theory suggests that the impact of the IS should be measured for each activity area by itself, and not for the 

entire organization as a whole. Barua et al. [20, p. 6] expanded this theory by suggesting that ―the primary economic 

impacts or contributions (to performance) of information technologies (if any) can be measured at lower operational 

levels in an enterprise, at or near the site where the technology is implemented‖. That is to say, the contribution of IS to 

organizational performance should be measured at the lower operational level and not at the aggregated (highest) level 

of the organization. Barua et al. suggest that ―[t]these effects may then be traced through a chain of relationships within 

the organizational hierarchy to reveal higher order impacts (if any) on enterprise performance‖. For example, a direct 

savings in inventory holding costs (the lower operational level) will contribute to total cost reduction (a higher level), 

and eventually to organizational performance. 

 

Following this approach, together with Porter’s theory, we will look for the benefit IS can provide to a manufacturing 

organization at the lower level of the organization - the benefit provided by an individual IS application to an individual 

activity centre. The data we utilize in this study was obtained from surveys of senior managers at 310 manufacturing 

organizations in Israel. These managers were intimately aware of the benefits gained by using IS for different 

functional areas in their organization. Each respondent was asked to rate the importance of IS, on a scale of 1 to 7. 

Respondents were also asked a series of questions about the organization’s characteristics, including number of 

suppliers, relative share of raw materials cost in the cost of the final product, number of customers, average lead time to 

customers, number of products, number of production lines, volume of sales, and number of employees in the firm. In 

order to better understand the benefit provided by IS to the lower level of the organization, we follow the approach 

suggested by Mukhopadhyay et al. [19]. They state (p.7) ―for example, in a manufacturing environment, investment in 

material requirement planning (MRP) systems may improve overall capacity utilization (first-order effect), which, in 

turn, may lead to a higher return on investment (second-order effect)‖. To accurately predict the first-order effect, 

however, more must be understood about the particular manufacturing environment. To this end, we seek to identify 

the relation between perceived IS benefits and various structural characteristics of the firm. 

 

Since we want to link the benefit from using IS applications to the performance of the organization, we use 

organizational characteristics that were found to have an impact on the organizational performance [3] as the 

independent variables for our analysis. We found that these characteristics have a significant impact on the benefit the 

organization gains from using an individual IS application. By considering both the impact of the certain organizational 

characteristics on the organizational performance, on the one hand, and the impact of the same variables on the benefit 

the organization derives from using an individual IS application, on the other hand, we can relate the impact of the 

individual IS application to the organizational performance. These findings support and expand the findings presented 

by Mukhopadhyay et al. [19] and Mukhopadhyay et al. [20], Following Porter’s approach. Barua et al. [20], and 

Mukhopadhyay et al. [19,20], we examined the impact of an individual IS application that supports an individual 

activity area on the performance of the organization as a function of the organizational characteristics. 

 

II. CONCEPTUAL FRAMEWORK 

 

The MRP application is an important and the most commonly used CIM/MMIS (manufacturing management 

information system) application [26]. This application can help to plan the ordering of raw materials as close to the 

time they are needed as possible. This will reduce inventory holding costs on the one hand, and will increase the overall 

capacity utilization by assuring the availability of raw materials when needed, on the other hand. Yet there are some 

cases where this will not work. A process plant that produces products such as chemicals, milk, and cans usually 
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produces these products over and over again. The manufacturer usually dedicates each production line to the 

manufacture of one product. This type of organization makes sure they have raw materials available by keeping 

minimum levels of raw material in inventory. Hence, for this type of manufacturer, the MRP system would be of little 

value. Indeed, a recent study Johansen et al. [29, p. 971] suggested that ―CIM is not a generic concept, and a common 

approach does not work in all cases. Understanding the product process, and plant characteristics associated with 

successful implementations will assist in evaluating and formulating more effective integration and standardization 

policies, a poor fit with the firm’s characteristics and/or its product markets could easily lead to failure‖. 

 

Mukhopadhyay et al. [19] found that the benefit information systems contribute to the organization is provided by 

individual applications. Mukhopadhyay et al. [20] found individual IS applications increase the volume and the quality 

of the output in the mail industry. Based on the Barua et al. [20] study and on Porter’s theory, and the two studies 

presented by Mukhopadhyay et al. [19, 20], it seems that the benefit a manufacturing organization may gain by using IS 

should be measured at the lower level of the organization (individual activity center) and should be provided by an 

individual IS application as opposed to the entire IS applications portfolio. In turn, these benefits are likely to depend 

on the manufacturing organizational characteristics of the activity area, such as the average number of purchase orders 

per month for the purchasing activity area, supply time to customers for the sales activity area, etc. [14], Indeed, 

Bartezzaghi and Francesco [18, p. 46] argue that performance so defined depends on a series of production system 

structural characteristics (that come from design and management choice of the system itself, besides, of course, from a 

series of technological and environmental constraints). There are some significant parameters that, taken together, 

describe the functioning characteristics of the production system. These parameters, which can be called the operating 

conditions, are, for example, time variables, such as lead time and throughput time; physical measurements, such as lot 

size; relative parameters such as capacity utilization, percentage of defects, manpower efficiency, etc. 

 

An important part of the MRP application is selecting the optimal supplier(s) of the raw materials the firm uses to 

produce each of its products. The attributes of a given supplier’s offer might include unit price, quality, delay until 

delivery (i.e., lead time), special conditions (e.g., volume discounts), and so on. Evaluating a given prospective 

supplier's offer can entail computing the implied cost of an order under a variety of scenarios. Comparing two different 

offers requires analyzing the offers under several contingencies. It follows that identifying the optimal offer out of a set 

of many offers will commonly require the application of ―sensitivity analysis‖, whereby the manager considers a 

variety of possibilities. Clearly, there is a tangible cost associated with considering further information, be it from the 

further evaluation of existing offers or from the consideration of an additional offer. 

 

Because the manager faces a substantial computational burden in identifying the implied unit cost associated with any 

supplier, this implied cost cannot be known ex ante. Thus, identifying the optimal offer is a problem of searching for 

the most attractive opportunity under uncertainty with respect to implied cost. In this context, adopting a decision 

support IS application has obvious potential value, since it facilitates the evaluation of any potential supplier’s package. 

That is, it allows the firm to evaluate an additional offer at substantially smaller cost. The value of information 

associated with the IS application can be traced to the expected cost savings due to the additional searches that can be 

conducted.' That is to say, by using a decision support system a manufacturing organization can identify a less 

expensive offer for the needed raw materials, and the  cost of the search will also be less expensive than looking for the 

opportunity without using an IS application. 

 

It is well known that marginal cost - the extra cost of producing an extra unit of output - is tied to the input prices faced 

by the firm.
4
 Based on its marginal cost and the demand curve the firm perceives that it faces, the firm determines a 

profit maximizing level of production. Because both costs and the profit maximizing level of output are ultimately tied 

to the various input prices, so is maximal profit. In particular, a reduction in the price of any raw materials will 

typically raise maximal profits. Because profits are a declining function of input prices, the firm has an obvious 

incentive to seek the best raw materials offer it can find. However, since evaluating an offer is costly, the firm has a 

disincentive to search. The trade-off between lowering the expected price of raw materials, and so raising expected 

profits from production on one hand, and bearing increased search costs on other hand, frames firm’s search problem.  

The opportunity cost of searching for alternative sources of raw materials will depend on the difficulty of processing 

the order; in turn; this is likely to be larger the greater is the potential complexity in suppliers’ offers. Such complexity 

could occur for a variety of reasons. Surely the number of suppliers or the number of orders per period of time is 

related to the potential complexity, since either of these attributes would raise the number of potential offers to be 
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evaluated, and so would increase the number of comparisons that must be made. But it is also true that the range of the 

required sensitivity analysis is linked to the potential differences in suppliers’ offers. While it is easy to see how such 

differences can exist if there are differences in potential supplier’s prices, they can also be linked to the possibility of 

volume discounts. Such possibilities complicate the problem of identifying the optimal input combination, and the 

associated profit maximizing output, particularly as different scenarios are contemplated. Differences can also occur if 

there are differences in lead times, since there may be a trade-off between the possibility of obtaining a shipment of 

inputs closer to the time they are needed against an earlier arriving shipment that contains a larger quantity of the inputs 

(which increases the inventory holding cost), but is obtained at a volume discount. Thus, we regard the search cost as a 

function of such features as the number of suppliers, the number of orders, and heterogeneities in suppliers’ offers 

(including prices, volume discounts, lead times, and so on). 

 

The likely benefit associated with a search for alternative sources of raw materials is linked to the significance of raw 

materials in the firms’ total costs. In turn, this can be measured by inspecting the relative share of raw materials in the 

cost of the final product. For example, consider an organization that has a very large number of suppliers of raw 

materials, where differences prevail among the suppliers (differences in prices, lead time, etc.). The purchasing 

manager has to examine a large quantity of data in order to compare the suppliers and make the best purchase with 

respect to price, lead time, etc. The manager can reduce purchasing cost by 10-15% by using a computerized decision 

support system to support such decisions [28]. Given this figure, it may be justifiable to implement a sophisticated 

purchase order IS application to reduce the cost of raw materials. However, if the share of raw material cost relative to 

the total production costs is low, then even if the firm makes the best decision concerning suppliers, it will have little 

impact on the organizational performance in terms of cost reduction. For instance, if the material cost is 5% of the total 

cost of the product, the savings will amount to 0.75% (15% x 5%) of the cost of the finished product. In this case, a 

decision support system that helps the purchasing manager to compare and evaluate more suppliers in order to get the 

best purchase order (the lowest cost) is not particularly valuable. 

 

The firm’s size can also affect the value it places on the ability to consider additional potential offers at lower cost. In 

general, one expects that the larger the firm the smaller are its unit costs. Correspondingly, firms with lower sales levels 

are more likely to have larger unit costs and hence a greater potential for cost savings. On the other hand, to the extent 

that firms can exploit network externalities or scale economies, larger firms stand to gain more from employing IS [8], 

Either way, the implication is that firm size may matter. 

 

Before proceeding to the empirical analysis, we briefly discuss two complications of the analysis. In the process we 

envision, the firm faces a list of potential suppliers. It may have some past experience with some of these suppliers, 

either because it has ordered from them or because it has considered offers from them. Nevertheless, market conditions 

are subject to sufficient flux so that this year’s offers cannot be assumed identical to last year’s, and so each potential 

supplier’s current offer must be analysed. In practice, these offers are likely to possess a great number of characteristics.  

They may differ in terms of the price charged, in terms of the possibility of volume discounts, in terms of delivery time, 

or in terms of quality. Their features may prove particularly advantageous in certain market conditions, but less so in 

others. Despite this apparent complexity, the firm’s optimal strategy is to assign a number to each potential offer, 

reflecting the anticipated gains from analysing that offer, and to analyse offers in decreasing order of these indices [32], 

This assignment will generally be based on the various contingencies. It is also tied to the values associated with other 

offers, so that the general solution involves a fairly complicated dynamic programming problem. Indeed, Weitzman [32] 

remarks ―[t]he actual computation is likely to be a combinatory task of unwieldy proportions unless the number (of 

offers) is very small‖. In this interpretation, there is a set-up cost associated with search, which depends on the number 

of offers being considered. It follows that there is an optimal number of offers to include in the list to be considered, 

with the usual property that the incremental expected net gain from the last offer placed in the list is non-negative, 

while including one more offer would generate a negative expected net gain. Plainly, a change that facilitates more 

rapid and more elaborate computation, such as the adoption of IS, would lower this set-up cost, thereby increasing the 

optimal number of offers to be considered. In turn, this would lower the reservation price for each offer and raise 

expected payoff from search [32]. 

 

The second complication is that potential suppliers’ offers are likely to be correlated if these offers are influenced by 

some common characteristics. For example, firms supplying paper products to an office will be likely to base their 

offers on the current and anticipated price of wood pulp; supply shocks in the timber industry would plausibly influence 
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these paper suppliers in similar ways. To the extent this is true, considering one potential supplier’s offer may convey 

information about the probable outcome of analyzing a second potential offer. This generates an extra benefit from 

analyzing an offer, but does not really change our fundamental result, that lowering search cost raises the optimal 

number of offers to process and reduces the expected cost of production [27]. 

 

                                                         III. DATA ANALYSIS 

 

The research is based on a sample of 310 manufacturing organizations in Israel. Organizations were randomly selected 

from each major industrial sector in the Annual Survey of Manufacturing Companies published by the Central Bureau 

of Statistics in Israel. The companies in the sample varied widely in their characteristics. Table 1 provides information 

on the minimum, maximum, median, and mean values in our sample for six key characteristics, as well the sample 

standard deviation. Structured questionnaires were filled out through interviews. 

The questionnaire was divided into two sections. The first section included questions about the organization’s 

characteristics (e.g., number of suppliers, relative share of raw materials cost in the cost of the final product, number of 

customers, average lead time to customers, number of products, number of production lines, volume of sales, number 

of employees). In the second section the respondent was asked to assess the benefit the organization derived by using 

several specific IS applications. All the organizations that participated in the study used ERP software packages for 

managing manufacturing organizations. Hence, all of them had the same idea regarding the possibilities and use of each 

application. Cases that were reported by the interviewer as different than the meaning of the study were pulled out of 

the sample. Most of the companies that participated had the same use of the purchasing application and only six 

organizations were pulled out of the sample. 
 

Table 1 

Distribution of the respondent organizations’ characteristics. 

 

 Min. Max. Median Mean St. Dev. 
Volume of 1990 sales (in million $ US) 1 400 33 41.78 39.52 
Number of employees 10 2400 100 200 321 
Number of suppliers 1 5000 45 177 526 
Relative share of raw materials in the cost of 

the final product 

2% 85% 44% 43.65% 15.31% 
Average number of orders per month 1 3.000 47.5 85.7 249 
Average lead time of raw materials (in days) 1 160 37.3 38 27.93 

 

A structured interview was conducted with a senior manager in each organization. The person selected was a user of IS, 

well aware of the benefits gained by using IS for different functional areas in the organization. The majority of the 

interviewees were the presidents of the organizations (57%). The other was senior managers of the organization (e.g., 

Production VP, Finance VP). The interviewers explained each question to the interviewees. Usually the interviewee 

knew the answer. When the interviewee did not, he/she called the person in charge of the topic and got the answer. An 

ANOVA analysis revealed no significant difference in the respondents’ estimates of the benefit derived by using the 

information systems as a function of their role in the organization. 

 

To avoid bias due to differences among interviewers, a principal researcher trained each interviewer. First, the 

candidate interviewer observed the researcher conduct two or three interviews. Next, the interviewer conducted two or 

three interviews in the presence of the researcher and only afterward began interviewing independently. 

 

During a pilot test in several organizations we found that we could not determine the real benefit the organization gains 

by using IS because this information was either unavailable or not released by the interviewee. An alternative is to 

focus on the perceived value of IS, which has been argued to be ―very instrumental in assessing the value of an IS that 

supports unstructured decisions where the outcomes are somewhat intangible or planned for long range‖ [1], for these 

reasons we decided to use the perceived value of the benefit. Each respondent was asked: ―How would you rank the 

benefit derived by your organization from each of the following applications on a scale of: 1 2 3 4 5 6 7, 1 indicating 

very low benefit, and 7 indicating very high benefit?‖ Ranking the benefit on semantic scales (usually, but not 

necessarily, ranging from 1 to 7) is a well-tested method for investigating the perceived benefit [1]. 

 

Using perceived benefits, as opposed to measured benefits, does have some problems. Because the measure is 

subjective, there is a concern that responses may not be comparable across firms. That is to say, a dollar impact that one 
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manager regards as significant may strike another manager as merely average. There is also the concern that 

respondents may not respond truthfully, since they have no disincentive to lie. In particular, the results may be biased if 

the respondent senses the relationship being examined, and subconsciously provides responses that overstate that 

relation. While these concerns need to be taken seriously, it is important to bear in mind that it is systematic relations 

between any biases in response and the explanatory variable in the analysis, and not simply the presence of any errors, 

that would contaminate the results. The fact that subjective, as opposed to objective, measures of benefits are being 

used really means that our analysis uses a proxy for the dependent variable of interest. The first of the concerns 

identified above simply points to the presence of measurement errors in the dependent variable, and does not imply any 

systematic link between those measurement errors and firm size, number of suppliers, or differences amongst suppliers’ 

features. The second concern speaks directly to the possibility that responses could be biased in a way that varies with 

the explanatory variable, but here again the concern is overstated. 

 

The fear that respondents could deduce the desired relation from the questions asked is unconvincing, since each 

questionnaire contained a large number of questions.
5
 The dependent variable in our analysis is the perceived value to 

the organization from using IS for the Suppliers and Purchase Order application. This application manages all the 

details regarding the organization’s suppliers and each raw material purchase order. Specifically this application 

governs the procurement of raw materials. The information provided by this application helps the organization in 

planning the purchase of raw materials according to the production plan and the anticipated needs for raw materials. 

This application also provides the purchasing managers with information regarding previous purchase orders. Such 

information enables the purchasing managers to conduct a more detailed sensitivity analysis, including a comparison of 

the benefit derived by quantity discount versus the added holding costs of the inventory for a longer time. It also allows 

the firm to better negotiate with its suppliers. By using this information the organization can obtain the best prices for 

raw materials and receive supplies close to the date they are needed. 

 

These potential benefits should be larger the greater the potential for IS to lower search costs or the greater the potential 

gain from lowering unit costs. The potential reductions in search costs are greater the larger the initial search cost, 

which should be correlated with the complexity of prospective suppliers’ offers. Ceteris paribus, we would expect a 

greater potential for firms to gain from adopting IS (1) the larger the number of potential suppliers they deal with; (2) 

the larger the number of orders they make in a typical month; (3) if there are differences between potential suppliers’ 

offers, either in terms of price, lead time, or quality; or (4) if some of the potential suppliers offer price discounts based 

on quantity. The potential gain from lowering unit costs will be greater the larger the initial share of raw materials in 

the firm’s overall costs. It will also be greater the larger the firm’s potential to expand production following a reduction 

in unit cost. Economic theory predicts that smaller firms (which tend to be higher cost firms) will generally realize a 

larger increase in equilibrium output and profits for a given reduction in unit costs. Thus, we would expect the potential 

gain from adopting IS to be positively correlated with the share of raw materials in the firm’s costs, and negatively 

correlated with the firm’s size. 
 

Based on the above description, we used the following variables in our empirical analysis: 

 

(1)  the relative share of cost of raw material in the overall cost of the final product; 

(2)  a variable reflecting differences among the suppliers’ lead times; 

(3)  a variable reflecting differences between suppliers’ prices; 

(4)  a variable reflecting differences between the quality of suppliers’ products; 

(5)  a variable reflecting possibility of obtaining raw material price discounts as a function of ordered quantity; 

(6)  the average lead time of all the raw materials the organization uses (in days); 

(7)  the number of suppliers the firm maintains contact with; 

(8)  the average number of purchase orders per month; 

(9)  a variable reflecting the firm's size (annual sales, in US $). 
 

Most of these variables are self-explanatory. The variables reflecting differences between potential suppliers and the 

firm’s size require further discussion. Suppliers can differ in terms of supply lead time, price, and quality. When there 

are differences among the suppliers regarding these attributes, more-combinations have to be checked, and a greater 

amount of information is needed to choose the best supplier for a specific purchase order. We capture these effects by 

using dummy variables. The respondents were asked questions like: ―Are there differences in lead time among the 

suppliers? YES/NO.‖ The dummy variable reflecting differences among the suppliers’ lead time takes the value 1 if the 

respondent indicated there were differences and 0 otherwise. The dummy variable reflecting differences among the 
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suppliers’ prices takes the value 1 if there are differences in the suppliers’ prices, and 0 otherwise. The dummy variable 

reflecting differences among the suppliers’ qualities takes the value I if there are differences in the quality of products 

from the firm’s suppliers, and 0 otherwise. Finally, the dummy variable reflecting the possibility of obtaining raw 

material price discounts as a function of ordered quantity takes the value 1 if some of the firm’s suppliers offer quantity 

discounts, and 0 otherwise. 

 

There are several potential variables that might reflect firm size, including the number of employees per establishment, 

the number of employees per firm, value added per establishment, sales per establishment, and the firm’s total sales 

[10]. At first blush, these variables would appear to provide a roughly equivalent picture of firm size. It has been 

observed, however, that IS lends to induce firms to substitute skilled labour for unskilled labour, with the net effect on 

employment being indeterminate [7]. Thus, we prefer not to use a measure that is tied to the number of employees. Our 

model suggests firm size will matter to the extent that smaller firms have a greater potential for cost savings; so that 

one expects smaller firms to perceive larger benefits. On the other hand, it has been argued that IS may enhance 

potential networking externalities, which would tend to favour larger firms. Under either scenario, firms with smaller 

sales differ in a predictable way from firms with larger sales. But having larger sales does not imply a larger value 

added, since a small firm with a large margin might easily have a greater value added than a big firm with a small 

margin. Thus, we prefer not to use a measure that is related to value added. For these reasons, we adopt the firm’s 

annual sales, in US dollars, as our measure of firm size. 

 

IV. RESULT ANALYSIS 

 

We now turn to the task of statistically identifying the relation between perceived benefits for firm I ( Y i )  and 

relevant organizational characteristics. In this analysis, we hypothesize that perceived benefits can be explained by 

the following variables: 

X 1 i  =  the relative share of raw materials in firm i’s overall cost, 

X2i  = 1 if and only if there are differences in lead time among firm i's suppliers,  

X 3 i  =  1 if and only if there are price differences among firm ;’s suppliers, 

X4i  =  1 if and only if there are quality differences among firm i’s suppliers, 

X 5 i   = 1 if and only if some of firm i’s suppliers offer price discounts as a function of  

  ordered quantity. 

X6i  =  the average lead time of raw materials for firm i, 

X7i  =  the number of suppliers firm i deals with, 

X8i  =  the average number of purchase orders firm i makes per month, 

X9i  =  firm i’s sales, in US $. 

Specifically, we consider the following regression equation: 

 

Yi = β0 + β1X1i + β2X2i + β3X3i + β4X4i + β5X5i + β6X6i + β7X7i + β8X8i + β9X9i + ηi, 

 

where ni, is a disturbance term. For now, we assume that the disturbance term satisfies the assumptions in the Gauss – 

Markov theorem, namely that it is identically and independently distributed across agents, and that this distribution is 

symmetric about a mean of zero. We discuss the implication of relaxing the assumed homoscedasticity below. We 

analyzed this regression using ordinary least squares (OLS).
6 

 

The formal hypotheses we wish to test, and the associated alternative hypotheses are: 

Ho: βk = 0 (regress or k does not matter); 

Ha: βk > 0 for k = 1, . . . , 8,   or  β9 < 0. 

The alternative hypotheses are based on the discussion from section 2. 

These hypotheses can be tested by comparing the J-statistic for f5k against the critical point on a Student’s ^distribution. 

Because each alternative hypothesis is one-sided, the null hypothesis of no impact in favour of the alternative 

hypothesis suggested by our model in each case. 
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Table 2 

OLS regression results. 

 

Independent variable Point estimate f-statistic 
Intercept 0.0377 0.09 
Relative share of cost of raw materials in 

the overall cost of the final product 

0.05129 10.70a 
Lead time differences among the suppliers 0.4615 2.80

3
 

Price differences among the suppliers 0.7163 3.21
a
 

Quality differences among the suppliers 0.2756 l.64
b
 

Price as a function of ordered quantity 0.7597 3.94
a
 

Average lead time of raw materials 0.01528 5.6 l
a
 

Number of suppliers 0.00028 2.06
b
 

Number of orders per month 0.00117 3.71
a
 

Sales -0.00440 —2.17
b
 

R – squared = 48.3%   
Adjusted R – squared = 46.5%   

 

The coefficient on sales deserves particular discussion. Since this coefficient has a negative sign, the implication is that 

smaller firms perceive larger benefits than larger firms from applying IS to the management of suppliers’ orders. This 

could occur because small firms have larger unit costs than big firms, and so have a larger potential to reduce their raw 

materials costs. An alternative explanation, suggested by Brynjolfsson [25], is that IS reduces the transactions costs 

firms must bear when they choose to increase their dealings with outside sources. Ceteris paribus, this will favour firms 

with smaller internal production, and be less favourable for firms that have large levels of internal production, i.e., 

firms that are heavily vertically integrated. To the extent that vertical integration has generated a competitive advantage 

in recent times, one might expect larger firms to have a larger degree of vertical integration. In such an event, smaller 

firms might perceive a larger potential benefit from using IS to manage the supplier order application. A hypothesis 

that our results are not supportive of, is that IS favors larger firms. 
 

While these results unequivocally indicate each variable has a statistically important effect on perceived benefits, ihis 

does not imply the effect is economically significant. To assess economic importance we must consider the elasticity of 

perceived benefits with respect to each independent variable. To construct each of these elasticities, we first calculate 

the average values for perceived benefits, Ka, and each of the independent 

 

variables, Xka, k = 1 , ….. 9. The elasticity of perceived benefits with respect to the kth independent variable is: 

                                      e* = βk Xka/Ya. 

  

Observe that e* may be interpreted as the percentage change in perceived benefits due to a one percent change in the 

kth independent variable.
9
Estimates of these elasticity's are given in table 3. 

 

Table 3 

Implied Elasticities for suppliers and purchase order application. 

 

Independent variable Point estimate Elasticity 
Relative share of cost of raw materials in 

the overall cost of the final product 

0.05129 0.4706 
Lead time differences among the suppliers 0.4615 0.0588 
Price differences among the suppliers 0.7163 0.1243 
Quality differences among the suppliers 0.2756 0.0792 
Price as a function of ordered quantity 0.7597 0.1282 
Average lead time of raw materials 0.01528 0.1290 
Number of suppliers 0.00028 0.0104 
Number of orders per month 0.00117 0.0302 
Sales -0.00440 -0.0386 

 

We note that the independent variable with the largest elasticity is the relative share of raw materials in the overall cost 

of the final product. This is comforting, since one expects that potential benefits from using an IS application to 

manage supplier orders would be positively and strongly related to the potential cost savings, which in turn is linked to 
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raw materials’ relative share in costs. It is interesting that the three variables with the next largest impact are ―average 

lead time‖, ―price as a function of ordered quantity‖, and ―price differences among suppliers‖. This is completely 

consistent with the trade off we described at the outset, where the firm may have to compare "just in time‖ delivery of a 

shipment of raw materials that just meets its current needs against a larger shipment that brings a quantity discount, but 

forces the firm to bear additional inventory holding costs. The comparison of such possibilities is precisely the sort of 

―what if‖ sensitivity analysis that we argue can be facilitated by applying IS. Such comparisons are all the more 

complex when the firm’s potential suppliers offer different prices as well. 

 

One potential criticism of the regression analysis presented above is that it does not allow for idiosyncratic differences 

across firms in different industries. In particular, it is conceivable that firms in industries that manufacture electronic 

components will assess different benefits to IS as compared to firms in food processing industries. This could occur 

because there are intrinsic differences in the benefits from IS in different industries. Alternatively, firms in a given 

industry may hold similar subjective views towards the potential for IS to lower their costs, and these attitudes could 

differ from firms in some other industry, whether there are any true differences or not. Idiosyncratic industry effects 

can show up as systematic differences in perceived benefits, i.e., they may cause the value of the intercept β0 in the 

regression equation above to differ across industries. Industry specific dummy variables would capture such 

idiosyncratic differences. Alternatively, the variance of the disturbance term i, could be tied to the industry in which 

firm i participates. While OLS still produces unbiased coefficient estimates in such a setting, the associated estimates of 

the covariance structure are biased. In this case, a weighted least squares approach that allows the variance of the 

disturbance term to differ across industries would be appropriate. 

 

As a robustness check of our results, we ran a second regression that allowed for both these types of industry specific 

effects. In this regression, we replaced the common intercept term with dummy variables for each industry. We also 

allowed for different variances in different industries, and used the information on these different variances to perform 

weighted least squares. Our survey asked the respondent to identify the industry the firm participated in from the 

following list: wood, metal, food, textile, rubber, chemistry, paper, electronic, or ―other‖. This allows us to define 

dummy variables for each of these ten categories. For example, the dummy variable for wood is coded as ―1‖ for every 

firm that indicated it was in wood and ―0‖ for all other firms. The results of this regression are reported in table 4. 

 

There are several features we wish to point out here. First, the industry specific effects do vary across industries, 

although the statistical significance of this variation is borderline.
10

 Second, the goodness of fit measures is roughly 

similar to the ones reported above. While there is an increase in R-squared, this is to be expected because of the 

inclusion of extra regress or s. Finally, most of the coefficients on the other variables are quite similar to their analogs 

in the original regression, as reported in table 2, although the estimated coefficient on quality differences is no longer 

significant. We conclude that the results we reported above remain significant when industry specific effects are 

allowed for. These findings are consistent with findings presented by Ragowsky and Adams. They compared the 

impact of organizational characteristics on the benefit the organization gains from using IS applications with the impact 

of the sector (wood, metal, etc.) the organization belongs to on this benefit. They found that specific organizational 

characteristics have strong impacts on the benefits that organizations gain from using IS applications and that sectorial 

classification was less important in that respect. 

 

On the whole, our empirical results are corroborative of our discussion in section 2. In addition, they demonstrate a link 

between organizational characteristics and the value of an IS application for manufacturing organizations. 

  

Table 4 

Weighted least squares regression results, industry dummies included. 

 

Independent variable Coeff. St. Dev. t – statistic 

Intercept 2.4681 0.5165 4.78
a
 

Relative share of raw materials in overall 

cost of the final product 
0.0538 0.0049 I0.95

a
 

Lead time differences among the 

suppliers 
0.4129 0.1701 2.43

a
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Price differences among the suppliers 0.6086 0.2243 2.71
a
 

Quality differences among the suppliers 0.1755 0.1720 1.02 

Price as a function of ordered quantity 0.6972 0.1945 3.49
a
 

Average lead time of raw materials 0.0121 0.0029 4.12
a
 

Number of suppliers 0.00026 0.00014 1.87
b
 

Number of orders per month 0.00116 0.00032 3.66
a
 

Sales -0.0038 0.0020 — 1.85
b
 

Wood 0.1405 0.6455 0.2178 

Metal -0.2061 0.5070 -0.407 

Food -0.8075 0.5271 -1.53 

Textile -0.4237 0.5372 -0.789 

Rubber 0.1261 0.5306 0.238 

Chemistry -0.4035 0.5374 -0.751 

Paper -0.3274 0.5656 -0.579 

Electronic 0.0310 0.5179 0.060 

Construction -0.5399 -0.6156 -0.877 

R – squared  = 50.1% 

Adjusted  R – squared  = 46.6% 
   

                                a Estimate significant at 1% level (one-sided test).  

                                b Estimate significant at 5% level (one-sided test). 

 

V. DISCUSSION AND CONCLUSION 

 

In this paper we have posed and tested a model describing the potential for IS to benefit manufacturing firms by 

allowing them to analyze a greater number of offers from raw materials suppliers. Interpreting this as a reduction in the 

cost of making an additional search for a lower cost supplier, we characterize the value of information induced by 

adopting IS. Our model predicts that the benefits from IS adoption should be positively correlated with the number of 

potential suppliers, the average number of orders in a typical month; the presence of differences between potential 

suppliers’ offers, either in terms of price, lead time, or quality; the presence of price discounts based on quantity and 

the share of raw materials in overall costs, and negatively correlated with the firm’s size. Using a sample of 310 

manufacturing firms, we were able to empirically confirm each of these predictions. 

 

The benefit a manufacturing organization may gain from an IS application is a crucial factor when considering any 

investment in IS. Most previous studies sought a relationship between the entire IS application portfolio of the 

organization and the performance of the entire organization. These studies generally fail to detect a positive relationship 

between the investment in IS and the performance of the organization. We expanded the findings presented by Barua et 

al. [20] and the two studies presented by Mukhopadhyay et al. [19] and Mukhopadhyay et al. [20]. While the last two 

studies focused on the impact of individual IS applications on the output and the quality of the process, we focused on 

the benefit an organization may gain by using an individual IS application, namely applying IS to lower the cost of 

searching for a cheaper source of raw materials, and the organizational characteristics that impact this benefit. The 

analyses performed in this study found a relationship behind the benefit a manufacturing organization may gain from 

using a specific application, as a function of organizational characteristics such as the presence of significant 

differences among the unit’s suppliers, the relative importance of raw materials, the number of suppliers the firm uses, 

the number of orders it makes, and firm size. 

 

We found that these characteristics have a significant impact on the benefit the organization gains from using an 

individual IS application. As mentioned in section 2, by using a decision support system, a manufacturing organization 

can identify a less expensive offer for the needed raw materials. This, of course, will reduce the overall costs of the 

organization and will contribute to the organizational performance. Yet, the contribution will be more or less significant 

based on the organizational characteristics (e.g., the value of raw materials out of the total costs of the product). Hence, 

the decision of what applications to implement should be based on the organizational characteristics. 

Obviously there are many more individual IS applications that can be used by manufacturing organizations to support 

the organization’s performance either by lowering costs or by increasing sales. The purpose of this study is to present 
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and examine a new approach to relate the benefit derived from using IS to the performance of the organization and not 

to analyze all the possible applications. Our findings indicate that the contribution of IS to the manufacturing 

organization’s performance depends on various organizational characteristics. By using the approach presented in this 

study, other studies can develop similar models in order to relate other individual IS application to the performance of 

manufacturing organizations. For example, as we described above, the MRP application can be useful for inventory 

levels reduction, but not every organization may need it. Some organizations (e.g., process manufacturing plant) will 

not gain much benefit from using it, and other organizations (e.g., automotive suppliers) may have to pay a penalty if 

relying on the MRP recommendations. The customers’ management application may be more beneficial the more 

complicated the product is and the more it is adjusted to the customer’s specification. 

 

By using the approach presented in this paper, IS managers can better identify the best way to invest in organizational 

information systems. The business value of IS should be identified for each activity area by itself, and determined for 

each application rather than an entire portfolio of applications. In addition, the business value of a particular application 

depends upon how the functionality of the application relates to the organizational characteristics that are related to the 

particular activity area that is supported by the individual application. These findings suggest that decisions on IS 

investment should be made at the application level. 
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Abstract: Recent innovations to improve employment rates among persons 
with psychiatric disabilities include “hybrid case management/employment 
services.” Project WINS was a research/ demonstration project which 
integrated specialized vocational services into case management teams. In 
this report, client outcomes of WINS involvement are evaluated, using a 
quasiexperimental, longitudinal design. On almost all the work-related 
variables, participants in the immediate and delayed treatment conditions 
displayed better outcomes than those in the control condition, as did 
individuals receiving moderate or substantial service versus no/ minimal 
services. To address possible selection bias due to the quasi experimental 
nature of the design, further analyses used baseline differences across 
conditions and participation levels as covariates. Results of multivariate 
analyses showed some anomalous findings regarding significant positive 
effects for the delayed, but not the immediate treatment condition versus 
the no-treatment control group. However, in similar analyses involving 
participation level as the independent variable, a moderate or substantial 
amount of service increased the odds of working by almost five times and 
also positively affected three other work-related variables. While limitations 
of this quasi experimental design are noted, the results appear promising 
enough to support replications of WINS. 

  
 

1. INTRODUCTION  

he significance of work in the lives of 
individuals with a psychiatric 
disability and its therapeutic 
potential has been widely recognized 

by professionals and advocates alike. Over 
the past 30-40 years, a variety of new 
interventions have focused on vocational 
training and/or employment opportunities for 
individuals with severe and persistent mental 
illness. While demonstrating some positive 
effects on clients‟ vocational outcomes, this 
first wave of rehabilitation programs has been 
typified by freestanding, isolated models (e.g., 
clubhouse, Fairweather Lodge, etc.) not 

frequently available in most geographic 
locations or to most persons with severe 
mental illness. Also, as noted in several past 
reviews, the extent to which such vocational 
programming significantly affects 
independent, competitive employment rates is 
problematic (Bond, 1987, 1992; Lehman, 
1995). 

According to Cook, Jonikas, and 
Solomon (1991), we now confront the 
challenge of a “second wave” of vocational 
issues—developing and expanding vocational 
programming broadly for all clients. How 
such widespread availability can occur, 
however, has not been established. As is the 
case with other systems (e.g., substance 
abuse), access to services provided through 
vocational rehabilitation (VR) agencies is 
difficult for most persons with psychiatric 
disabilities. Additionally, individuals with 
psychiatric disabilities have less placement 
success in VR than persons with other 
disabilities (Rimmer- man, Botuckl & Levy, 
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1995), and VR services do not seem to 
demonstrate much sustained impact on 
competitive employment for them (Bond, 
Drake, Mueser & Becker, 1997). 

We now recognize that it is not 
appropriate or feasible to expect mental 
health consumers to negotiate unassisted 
through separate service systems—be they 
health, housing, or employment supports. 
Case management services are supposed to 
do this. However, most case managers have 
large caseloads and too little time to deal with 
services other than avoiding hospitalization 
and meeting clients‟ basic needs. Many case 
managers also lack knowledge about 
rehabilitation interventions or methods to 
support disabled workers in their jobs 
(Anthony & Blanch, 1987). 

If we are to move beyond the very low 
employment rates (15% according to Anthony 
and Blanch, 1987) experienced by psychiatric 
consumers, we need models of how to 
integrate vocational services within existing 
mental health service systems. Several recent 
reviews indicate that coordinating vocational 
approaches with clinical care can significantly 
increase vocational outcomes, especially 
competitive employment rates (Bond et al., 
1997; Lehman, 1995). Russert and Frey 
(1991) describe how the Program of Assertive 
Community Treatment (ACT) has addressed 
this need. Research funded by the National 
Institute on Disability and Rehabilitation 
Research has identified other models of 
“hybrid case management/employ- ment 
services.” Through a variety of structures and 
settings, these programs utilize innovative 
ways to integrate vocational services with 
case management. The programs include an 
assortment of case management models 
besides ACT and are therefore applicable to a 
wider array of service sites than that 
described by Russert and Frey (1991). The 
program similarities involve taking an 
assertive approach to motivating clients 
toward vocational pursuits, using individually 
tailored vocational interventions, and 
providing indefinite follow-along services. 
Mowbray, Leff, Warren, McCrohan, and Bybee 
(1997) described six of these programs 
identified as exemplars. Results have recently 
been reported from a true experimental 
design evaluating one of these programs, 

Individual Placement and Support (IPS) in 
New Hampshire. This research found that in 
comparison to those in a brokered model 
(offering preemployment training and 
individual placements with support), clients 
in the hybrid/integrated program were more 
likely to be employed and, when employed, 
earned more wages and worked more hours 
over an 18-month period (Drake, McHugo, 
Becker, Anthony, & Clark, 1996). 

 
Project WINS in Grand Rapids, 

Michigan, was another of the six models of 
hybrid integrated case management 
/vocational services. Its purpose was to add 
resources to expand the vocational focus of 
existing case management teams in a large, 
suburban community mental health service 
system. Project WINS accomplished 
vocational integration in two ways: (1) 
vocational specialists were assigned to and 
worked closely with case management teams, 
and (2) consumers were employed as peer 
support specialists to function as case 
manager extenders, job coaches, role models, 
and lay counselors. Project WINS was funded 
as a 3-year demonstration project through 
the Substance Abuse/Mental Health Services 
Administration‟s Center for Mental Health 
Services. The present report presents the 
results from a quasiexperimental research 
design which evaluated client outcomes from 
the Project WINS demonstration program over 
an 18-month period. We also contrast our 
results to a recent review of research on 
supported employment by Bond et al. (1997) 
and address issues and criticisms which that 
review raises. 
BACKGROUND 

Project WINS was sited in Kent County, 
Michigan, which operates a full management 
community mental health (CMH) board and 
provides a comprehensive array of services for 
persons with severe and persistent mental 
illness (PSMI). WINS services were housed in 
two large case management agencies that 
provide team-based case management 
services to all PSMI clients of the CMH board, 
serving a total of more than 1,000 persons, 
through either Assertive Community 
Treatment (ACT) or less intensive 
Comprehensive Community Treatment (CCT) 
team models. 
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WINS SERVICE MODEL 
  The principles guiding Project WINS 
operations were based on the Choose-Get-
Keep model of vocational rehabilitation, 
originally developed at Boston University 
Center for Psychiatric Rehabilitation (Anthony, 
1980; Anthony, Cohen, & Danley, 1988). In 
this model, staff focus on assisting 
individuals to choose a job or career of 
interest, to get a job congruent with their 
choices, and to keep that job so long as the 
participant finds it desirable. WINS also 
emphasized self-determination and minimal 
exclusion— with eligibility based primarily on 
clients‟ self selection rather than staff 
determination of work potential. The major 
component of Project WINS‟ operations was 
the services provided by individual vocational 
specialists (VS). Seven of eight case 
management teams (ACT or CCT model) had 
assigned VS, who provided direct services to a 
rotating caseload of about 20 of the team‟s 
clients. Direct services of VS to their clients 
included vocational planning, assessment, job 
preparation and choice, job acquisition, and 
job maintenance. Vocational specialists‟ 
activities also included job development and 
placement efforts on behalf of these clients. 
Additionally, VS provided indirect services to 
their assigned teams, by attending team 
meetings and by providing case consultation 
to case managers on the teams, and sharing 
information with them about vocational 
training and opportunities, employment 
rights of persons with disabilities, etc. The VS 
were recruited from positions in either 
rehabilitation or community mental health 
agencies; all were required to have significant 
prior experience in working with the other 
service system. In addition to working with a 
VS, clients were offered the opportunity to 
work with a peer support specialist (PSS), 
another consumer also served by the case 
management teams; PSS worked as case 
manager extenders and as role models for 
assigned clients (see Mowbray, Leff, et al., 
1996, and Mowbray, Moxley, et al., 1996, 
1998, for an extensive description of the role 
of the PSS in WINS). 
Eligibility and Entry into WINS 

Clients who were unemployed or 
already working were eligible for WINS 
services. Exclusion criteria for WINS were (1) 
clients who were uninterested or unable to 

work (including those choosing to be full-time 
parents or homemakers or those who 
considered themselves retired), (2) clients in 
long-term psychiatric care settings, and (3) 
those whose involvement in the labor force 
was precluded by severe medical or substance 
abuse disability or by acute psychiatric 
symptomatology. Prior to the initiation of 
WINS services, case managers from the 
participating teams were asked to identify all 
clients who could potentially be served 
through WINS, utilizing the eligibility criteria. 
From a total of 690 clients served by the 
teams, case managers identified 147 clients 
who fit the exclusion criteria (or 21.3%). 
Clients classified as ineligible for WINS could 
be reconsidered at any time. 

Clients became direct recipients of 
WINS services either through self-referral or 
referral to the assigned VS by case managers 
on the team. There were always more referrals 
than WINS staff could accommodate, and an 
ongoing waiting list was maintained. Each VS 
was responsible for prioritizing referrals 
received by discussing each individual‟s 
needs and work motivation with the 
treatment team. 

Initial contact with prioritized clients 
occurred either through the case manager or 
through direct initiation by the VS. Clients 
who then confirmed that they wished to 
receive direct services from a WINS vocational 
specialist were scheduled to meet with the VS 
and to begin assessments of their work 
history, skills, training and support needs, 
interests, and vocational preferences. The 
client and the VS then developed an 
intervention plan that specified vocational 
goals, anticipated problems, kinds of help 
needed, and planned intervention activities 
(both those to be initiated by the VS and 
those to be followed up by the client). 

All WINS services were individualized 
to address the specific needs and goals of 
each client. The main intent was to procure 
jobs of the client‟s choice in the community, 
in independent settings; however, more 
traditional VR placements could be arranged, 
as appropriate and/or requested by the client. 
Access to other vocational and related 
services was also available through WINS: 
vocational training programs, through VR, 
community education, or educational 
programs (GED, community college or 
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university, or volunteer activity). Community 
jobs could be transitional or permanent, 
dependent on the client‟s needs and 
preferences. A priority was placed on 
presenting vocational options in a way that 
fostered client self-determination, 
encouraging clients to make decisions about 
their own vocational endeavors and to 
exercise choice about the support and 
assistance they required to attain their goals. 
The specialized direct services that WINS 
provided to individual clients were intended to 
be time-limited, following the process outlined 
in each client‟s service plan. Follow- along 
vocational services were to be provided by the 
client‟s case management team, with 
consultation from the WINS staff available at 
any time. (Additional information on program 
operations can be found in Mowbray et al., 
1994; Mowbray, McCrohan, & Bybee, 1995; 
and Bybee, Mowbray, & McCrohan, 1995). 
METHOD: Research Design 

A quasi experimental research design 
was utilized to determine the effectiveness of 
the WINS vocational service enhancement. 
Since case management services were 
provided on a team basis at both agencies 
and since WINS provided direct services to 
assigned clients as well as indirect services to 
the team, individual clients could not be 
randomly assigned to WINS versus the usual 
treatment without the likelihood of 
confounding. Thus, assignment to treatment 
condition was done by teams rather than by 
individuals; teams were assigned to one of 
three conditions: immediate treatment, 
delayed treatment, and control. This design 
was selected to maximize the likelihood of 
detecting change by including three time 
points and three sets of contrasts to examine. 
Of the eight available case management 
teams at the two agencies, one CCT was 
selected to be the control group. The other 
seven teams received direct and indirect 
WINS services according to the following 
schedule: after a baseline data collection, 
WINS services were immediately available to 
three ACT teams at the first case 
management agency and to one ACT and one 
CCT team at the other agency. Approximately 
9 months later, after a second data collection, 
WINS services were expanded to two more 
teams (one each, ACT and CCT) at the second 

agency. Referrals to WINS from these five ACT 
and two CCT teams then continued 
throughout the duration of the research 
demonstration period, for about another 9 
months. The control condition (the CCT team 
at the second agency) never received any 
specialized vocational services. Team 
assignments to the treatment conditions 
could not be random, for logistical reasons: 
The first agency had already begun 
implementing some less intensive vocational 
services on some of its teams; therefore its 
teams could not realistically be assigned to 
the control or the delayed-treat- ment 
conditions. Also, one team strongly asserted a 
preference not to implement vocational 
services during the intervention period 
because of management and staffing issues, 
so of necessity it became the control team. 
Finally, the CMH agency was not willing to 
have more than one of the teams constitute a 
control condition due to the desirability of 
initiating vocational services agency-wide. 
RESEARCH SAMPLE 

Because of the previously described 
factors, plus the fact that not all eligible 
clients could be interviewed due to funding 
constraints, selection and establishment of 
the research sample for WINS was somewhat 
complicated. The research sample consists of 
samples of clients who were interviewed from 
the teams which received immediate or 
delayed treatment, plus a sample of clients 
from the control condition. Clients from the 
control condition were not interviewed; 
however, for them and for the interview 
sample, data from records and case managers 
were collected. 

Using a power analysis to determine 
desirable sample-size and incorporating 
expectations about attrition, a sample of 437 
was randomly selected from the pool of 
eligible on the treatment teams into the 
interview study, and contacts were attempted; 
304 (69.6%) agreed to participate. The 
remainder either refused (N = 73) or were in 
crisis, unreachable, or ambivalent and could 
never be scheduled (N = 85). There were some 
significant differences between those who did 
versus did not consent to interview 
participation: consenters were less likely to be 
minority, had higher education levels, were 
more likely to live independently and had 
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higher functioning levels, on average 
(Mowbray et al., 1995). Overall, these 
differences suggest that consenters (those 
participating in the interview) were more 
employable. Of the 304 consenters 
interviewed, 279 interviews were rated as 
generally reliable; this established the group 
of 279 as the interview sample. 

Individuals in the interview sample 
were interviewed at baseline, then at 9 and 18 
months; they were also subject to case 
manager ratings and record reviews. Although 
all case management team clients were 
potentially eligible for referral to WINS (except 
for the control team), interviewing and other 
data collection was done only for these 279 
clients. It should also be remembered that the 
interview sample of 279 consisted of 
individuals potentially eligible for WINS 
services. Clients did not have to be in the 
interview sample in order to receive WINS 
service; WINS staff also served clients not in 
the interview sample, e.g., those not randomly 
selected from the eligible pool of 543, those 
who did not consent to the interview, and new 
clients entering the agency.5 The outcome 
evaluation results presented in this report, 
however, are based on data from only the 279 
clients from the interview sample (from the 
immediate and delayed-treatment conditions) 
plus 124 selected for the research sample 
from the no-treatment control group, for a 
total of 403. 
INTERVIEW SAMPLE CHARACTERISTICS  

About 60% of the interview sample 
were male, and 80% were White. Minority 
representation included African Americans 
(16.8%), American Indians (1.1%), Hispanics 
(1.1%), Asians (0.7%). and mixed heritage 
(.4%). The average age was 37 years. The 
majority were single and had never been 
married. Most (74%) of the participants were 
high school graduates (M = 12.1 years). Living 
arrangements varied: 38% lived alone, 26% in 
supervised settings, 23% with family, and 
14% with friends or roommates. The most 
common diagnosis was schizophrenia (68%), 
followed by major affective disorder (21%), 
with 11% in other categories. Only one third 
had been hospitalized for mental illness in the 
previous 2 years. Mean age at onset of mental 
illness was 19.5 years (SD = 12.7). The 
average Global Assessment of Functioning 
Scale (GAF Scale, Axis 5 of the DSM-I1I) was 

53 on a continuum of mental health-illness 
ranging from 1 to 90, which falls into a range 
indicating moderate symptoms or moderate 
difficulty with social, occupational, or school 
functioning (American Psychiatric Association, 
1987). Nearly all were taking prescribed 
psychotropic medications (93.8%). Nearly all 
the individuals also had a work history, 
mostly in the previous 2 years. Forty percent 
were employed at the time of the baseline 
interview. However, the types of jobs recently 
held were typically in the unskilled- 
semiskilled category and provided very low 
wages. Nearly 90% reported that they wanted 
to work, and 71% expected to be working in a 
year. (See McCrohan, Mowbray, Bybee, & 
Harris, 1994, for a more extensive description 
of the employment histories, expectations, 
and desires of the interview sample.) 
MEASUREMENTS 

Data were gathered from several 
sources: (1) one-hour-long, in-person 
interviews, conducted at baseline by trained 
undergraduate students in human services 
fields, (2) reviews of mental health case 
records, conducted by trained data collectors 
using structured protocols, (3) checklists 
indicating clients‟ vocational and related 
activities, completed by case managers at the 
second and third data collection points, and 
(4) daily logs of WINS services maintained by 
the vocational specialists. 
INTERVIEW 

Interviews gathered information about 
individuals' living situations (type and tenure), 
marital status, and employment history 
(baseline employment status; regency, 
duration, and pay level of employment; 
number of jobs held since age 15). Individuals 
were asked if they wanted to work and if they 
expected to be working in 1 and 5 years. 

Other self-report measures were 
utilized at baseline and at the 9- and 18-
month follow-up interviews: the Work 
Behavior and Attitudes Scale was developed 
for the interview as an adaptation of an 
observational measure of work behavior 
developed by Griffith (1973). Symptoms were 
assessed through the Symptom Checklist-10 
(SCL-10), 10 items from the Brief Symptom 
Inventory (Derogates & Melisaratos, 1983). 
Community functioning was reported with the 
Areas of Difficulty Checklist (Bond, … , & …, 
1990, adapted for this study). Self-perception 
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measures included Pearlin Self-Mastery 
(Pearlin & Schooler, 1978), Purpose in Life 
Scale (Reker & Cousins, 1979), and subscales 
and items from Lehman‟s Quality of Life Scale 
(Lehman, 1988, 1991). All scales utilized in 
the analyses had Cronbach alpha reliabilities 
of .66 and above (Mowbray et al., 1994). 
CASE RECORD REVIEWS 

Case records provided basic 
demographic information (age, race, sex), age 
at onset of mental illness, most recent 
psychiatric diagnosis, hospitalizations during 
the previous 2 years, and two ratings of 
individuals‟ functioning: Global Assessment of 
Functioning (GAF) ratings and Community 
Living Adaptation Scale (CLAS) ratings (used 
at this CMH by case managers quarterly to 
assess community living ability, including 
residential status, daily structure, financial 
management, etc.). 
CASE MANAGER  REPORTS 

At the 9- and 18-month follow-up time 
points, case managers were asked to complete 
a checklist summarizing clients‟ vocational 
and related activities in the last 6 months 
(CVAs). 
SERVICES 

Service activity logs (SALs) were 
completed daily by vocational specialists and 
peer support specialists on the clients served 
directly by WINS. Information from the SALs 
included direct contacts and any other service 
activity on behalf of clients on their caseloads, 
and amounts of staff and client time for each 
client service activity. “Substantial” WINS 
service was defined as total VS service 
totaling 6 hr or more. “Moderate” service 
consisted of total contact time from 1 hr to 6 
hr. The “minimal” service category involved 
clients who were referred to WINS, but 
received fewer than 60 min of staff contact. 
Those receiving no service were clients in the 
control condition, as well as those on the 
treatment teams who were never referred to 
WINS; usually this was because the clients on 
the team were institutionalized or otherwise 
not available for referral or not interested 
(either because they were already satisfied 
with their vocational activity, or they were not 
motivated toward vocational pursuits at the 
time). 

Additional data on the types of jobs 
which WINS clients obtained while receiving 

project services were compiled through job 
data sheets completed by VS at the end of the 
project on WINS clients served. 

The job data gathered included the 
type of activity (whether it was a paid job, 
training, volunteer work, school, or day 
treatment activity); the setting of paid jobs 
(competitive, sheltered, affiliated with a 
rehabilitation agency); a description of the job 
title, duties, and place of employment; the 
dates of employment; and reasons for 
termination of the jobs. The job data sheets 
only describe jobs held by the clients during 
the WINS demonstration period and jobs of 
which the VS were aware. The data on job 
duties and place of employment were used to 
code jobs into activity categories according to 
the Department of Labor‟s Dictionary of 
Occupational Titles (1991), as well as prestige 
categories according to Hollingshead‟s 
prestige scale (Hollingshead & Redlich, 1958). 
FOLLOW UP 

Research assistants were given 
training in effective longitudinal tracking and 
interviewing methods (Ribisl et al., 1996). 
They utilized extensive contact information 
which had been collected from participants at 
the baseline interview. At the second and 
third interview time points, 225 (80.6%) and 
233 (83.5%), respectively, were reinterviewed. 
Data were available on all participants from 
case manager ratings (CVAs) and service 
activity logs (SALs). 
DATA ANALYSIS PLAN 

Logistic regression analysis was used 
to examine the effects of condition and service 
amount on Time 3 outcomes. The outcomes 
examined included several dichotomous 
behavioral outcomes related to work or 
schooling: any paid work (competitive or 
sheltered workshop or enclave), work for more 
than 10 hours per week, competitive work, 
seeking work, volunteering, educational 
activities, prevocational classes, day 
treatment, and any productive activity (paid 
work, volunteering, or educational activity). 
Time 3 outcomes were selected as the target 
of analysis because the greater amount of 
time and consequently greater potential 
treatment exposure was expected to increase 
the likelihood of observing effects. 

To examine the effects of condition and 
service amount on Time 3 outcomes, a two-
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step analysis strategy was employed. The first 
step involved comparison of all research 
participants in the three conditions on work-
related outcomes. Because the design was 
quasiexperimental, with teams assigned to 
condition on a nonrandom basis, efforts were 
made to adjust for preexisting condition 
differences. Control variables included those 
showing Time 1 differences among conditions 
and Time 1 variables significantly predictive 
of Time 3 work outcomes. The second 
analysis step involved only individuals who 
could have received WINS services—those in 
the immediate and delayed conditions—and 
focused on the relationship between Time 3 
outcomes and amount of WINS service 
received. Because individuals self-se- lected 
into WINS services to some extent, we could 
not assume that amount of services an 
individual received was independent of their 
preexisting likelihood of vocational success. It 
was possible that, without WINS, the 
individuals who sought vocational services 
and received them in substantial amounts 
would have been more successful than those 
who did not pursue vocational help. To adjust 
for the effects of such preexisting differences, 
characteristics found to predict 
postintervention work success, along with 
Time 1 variables that covaried with amount of 
WINS service received, were used as control 
variables in this analysis. 

Other analyses were conducted with 
the interview sample data to examine changes 
in self-perceptions and the effects of condition 
and service amount on self-perceptions. 
Doubly multivariate repeated measures 
analysis of variance was used to examine 
these changes from baseline to Time 2 and 
Time 3. All the analyses results described 
below are significant at p < .05 at least 
(unless otherwise noted as marginal, where p 
< .10). 
RESULTS : Descriptive Results 

Table 1 provides data describing the 
amount of WINS service received by each of 
the two treatment groups. The immediate 
group received more services overall than the 
delayed group, as would be expected since 
these clients had a longer period of time in 
which they were eligible to receive WINS 
service. However, the two treatment groups 
were about equal in the percentages receiving 

a substantial amount of service. Individuals 
in the control group received no services. 

Table 2 provides descriptive 
information on several outcome variables at 
Time 3, examined by condition and service 
amount. In terms of condition, on virtually all 
outcomes, greater percentages in immediate 
and delayed-treatment conditions 
demonstrated successful outcomes. For 
example, 69% of those in the delayed-
treatment group engaged in some productive 
activity (i.e., work, education, or volunteer 
work) at Time 3, compared to 59% of those in 
the immediate-treatment group and 44% of 
those in the no-treatment group. Regarding 
service level, greater percentages of those who 
received moderate or substantial service 
levels demonstrated successful outcomes 
compared to those who received no service or 
minimal service. For example, 97% of those 
receiving substantial service were engaged in 
productive activity at Time 3, compared to 
88% of those who received moderate service, 
56% of those who received minimal service, 
and 54% of those who received no service. 
MULTI VARIATE ANALYSIS  

Two sets of logistic regression analyses 
were conducted, one each to examine the 
effects of condition and of service amount. 
Because WINS utilized a qua- siexperimental 
design, and consequently there was no 
random assignment to either condition or 
service amount, preliminary analyses were 
conducted to identify covariates 
demonstrating significant associations with 
condition and service amount, so that their 
effects might be controlled in determining the 
effect of condition and service amount on 
outcomes. Preliminary analysis was also 
conducted to identify baseline predictors of 
work at Time 3. This was necessary to control 
for any preexisting differences that might 
exist between conditions and service amounts 
that would confound the relationships 
between condition and Time 3 outcomes, and 
service amount and Time 3 outcomes. While 
several Time 3 outcomes were examined, all 
were related to work and work-related 
activities, hence the control of covariates 
related to work at Time 3 was determined to 
be sufficient for all analyses. 
CONDITION EFFECTS ON WORK 
OUTCOMES  
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Baseline variables were tested to 
determine if they were associated with 
working at Time 3. Four variables 
demonstrated significant associations with 
working: race, entitlement status, baseline 
functioning, and working competitively at 
baseline. Whites were more likely to be 
working (53%) than members of minority 
groups (35%), X2(1, N = 386) = 8.46, p < .01. 
Those receiving entitlements were less likely 
to be working (47%) than those not receiving 
entitlements (63%), N = 373) = 4.60, p < .05. 
Those working at Time 3 were higher 
functioning at baseline on the Community 
Living Adaptation Scale (f = 4.78, p < .001). 
Finally, those involved in competitive work at 
baseline were more likely to be working at 
Time 3 (84%) than those not involved in 
competitive work (42%), ^(1, N = 372) = 34.06, 
p < .0001. 

Table 1: WINS Service Amount by 
Condition (N = 403) 

 
WINS service 

amount 
Condition: exposure to WINS 

 Immediate 
(18 

months 
exposure) 

Delayed 
(9 

months 
exposure) 

Control 
(no 

exposure) 

None  
(no 
documented 
contact with 
staff) 

82 
58.2% 

97 
70.3% 

124 
100.0% 

Minimal 
(less than 60 
min total staff 
contact) 

16 
11.3% 

10 
7.2% 

0 

Moderate 
(total staff 
contact 60-

359 min) 

26 
18.4% 

14 
10.1% 

0 

Substantial 
(360 min or 
more total 
staff contact) 

17 
12.1% 

17 
12.3% 

0 

Total 141 138 124 

 
Baseline covariates of condition were 

also explored as potential control variables in 
the analysis. Of the variables collected on all 
three conditions, five variables were found to 
be significantly associated with condition, 
including the four already found to be 
predictive of working at Time 3 (race, 

entitlement, baseline functioning [CLAS], and 
competitive work). The delayed and control 
conditions had significantly lower proportions 
of minority clients (14% and 19%, respectively) 
than the immediate service condition 
(26%); ;r(2, N = 396) = 6.30, p < .05. A higher 
proportion of individuals in the delayed and 
control groups were receiving entitlements 
(91% and 92%, respectively) than in the 
immediate service group (74%); )c{2, N = 382) 
= 19.81,p < .0001. The proportion in the 
control condition who were engaged in 
competitive work (7%) was much lower than 
in the immediate (19%) and delayed (20%) 
conditions, ^(2, N = 381) = 9.08, p < .01. On 
community functioning, the immediate group 
was significantly higher (M = 3.60) than the 
control group (M = 3.32) in CLAS scores, with 
the delayed group indistinguishable from the 
other two (M = 3.42); F(2, 375) = 6.09, p < .01. 
Nearly twice as many in the control group 
(24%) were in day treatment compared with 
the immediate service group (12%); the 
delayed group (18%) was not different from 
the other two, ^(2, N = 380) = 6.08, p < .05. 
However, in multivariate analysis used to 
determine which set of variables made 
independent contributions to account for 
variance between pairs of conditions, day 
treatment was not found to make an 
independent contribution, and was not 
retained in the logistic regression model 
examining the influence of condition. 

Table 2. Time 3 Outcome Variables by 
Condition and Amount of WINS Service 

Received 

Time 3 
outcome 
variable 

By condition  

By amount of 
WINS service 

(immediate and 
delayed conditions 

only) 

 

Imme
diate 

Del
aye
d 

Con
trol 

n 
No
ne 

Mini
mal 

Mod
erate 

Subst
antial 

n 

Any 
paid 
work 

50% 
61
% 

37
% 

3
9
0 

45
% 

40% 85% 85% 
2
6
2 

Work 
& 10 
hr/w
eek 

37% 
38
% 

14
% 

2
2
9 

31
% 

23% 55% 67% 
2
2
9 

Com
petiti

21% 
27
% 

12
% 

3
9

19
% 

8% 33% 50% 
2
6
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ve 
work 

3 9 

Seeki
ng 
work 

11% 3% 2% 
3
5
3 

3
% 

5% 15% 19% 
2
3
4 

Volu
nteer
ing 

5% 5% 3% 
3
7
8 

2
% 

9% 8% 12% 
2
5
8 

Educ
ation
al 
activi
ties 

15% 
17
% 

7% 
3
8
6 

13
% 

21% 15% 27% 
2
6
2 

Prevo
catio
nal 
class
es 

17% 
15
% 

18
% 

3
7
8 

19
% 

9% 15% 6% 
2
5
8 

Day 
treat
ment 

12% 
23
% 

30
% 

2
4
8 

28
% 

6% 3% 7% 
1
7
4 

Any 
prod
uctiv
e 
activi
ty* 

59% 
69
% 

44
% 

3
9
0 

54
% 

56% 88% 97% 
2
6
6 

 
The results of the logistic regression 

analysis examining condition effect on the 
outcome of productive activity are given in 
Table 3. After controlling for race, entitlement 
status, functioning (CLAS), and competitive 
work at baseline, the delayed condition 
demonstrated a significant effect, more than 
doubling the odds that an individual was 
engaged in productive activity at Time 3 
compared with the control condition. However, 
the immediate versus the control condition 
effect was not significant. 

For the remaining outcome variables 
examined, odds ratios and model chi-square 
improvement are reported in Table 4. Six 
variables, in addition to productive activity, 
demonstrated significant condition effects. In 
two cases (working and competitive work), the 
delayed condition showed an effect, while the 
immediate condition did not. In two 
additional cases (day treatment and seeking 
work), the immediate condition showed an 
effect, while the delayed condition did not. In 
the case of educational activities, both 
immediate and delayed conditions showed an 
effect, with the delayed condition 

demonstrating the stronger effect. In the case 
of working more than 10 hours per week, 
both immediate and delayed conditions 
showed effects, with the delayed condition 
demonstrating a slightly stronger effect. 

 
Table 3: Condition Effects on Productive 

Activity at Time 3 (N = 365) 
 

Covariates 

Model 1: 
Baseline 

covariates of 
work at T3 

 

 
Model 2: 
Condition 

added 

B SE df 
Odds 
ratio 

B SE  df 
Odds 
ratio 

Race 

-
0.1
8 

.2
8 

1 0.84 
-

0.1
5 

.2
8 

1 0.86 

Receiving 
entitlements 

0.1
9 

.3
4 

1 1.20 
0.2
2 

.3
5 

1 1.25 

Functioningle
vel (CLAS) 

0.5
2 

.1
8 

1 
1.69

** 
0.5
2 

.1
9 

1 
1.69

** 
Competitive 
work 

1.7
6 

.4
6 

1 
5 

34***
* 

1.6
7 

.4
6 

1 
5 

33*** 

Condition       2  

Immediate vs. 
control 

    
0.3
3 

.2
8 

1 1.40 

Delayed vs. 
control 

    
0.8
4 

.2
8 

1 
2.31

** 
Constant -

1.7
0 

.8
0 

1  
-

1.7
6 

.8
3 

1  

Model x2 
 

40 
31***

* 
   

9.34
** 

 

—2 log 
likelihood 

 
458.5

4 
  449.21  

p < .05; **p < .01; ***p < .001; ****p < .0001. 
 

Table 4. Condition Effects on Other Time 3 
Outcomes 

 

Time 3 
outcome 
variables" 

Odds ratio 
Immediat

e vs. 
control 

Delaye
d vs. 

control 

Model 
chi-

square 

Any paid 
work (n = 
365) 

1.22 2 20** 8.72** 

Paid work 
&10 

2.45* 3.31** 
10.99*

* 
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hr/week (n 
= 306) 

Competitive 
work (n = 
352) 

0.88 2.45* 7.94* 

Seeking 
work (n = 
329) 

7.37** 2.08 
10.02*

* 

Volunteering 
(n = 355) 

1.19 1.51 NS 

Educational 
activities (n 
= 361) 

2.46* 3.23** 8.26* 

Prevocationa
l classes (n = 
355) 

1.34 0.91 NS 

Day 
treatment (n 
= 231) 

0.37* 0.87 5.lOt 

Any 
productive 
activity: paid 
work, 
volunteering, 
education (n 
= 365) 

1.40 2 3i** 934** 

 
It had been expected that if there were 

differences between the two treatment 
conditions (immediate and delayed), the 
results would favor the immediate condition, 
since that group had the opportunity to 
receive WINS services for a longer period of 
time. Since the results showed a different 
pattern (more significant results with the 
delayed treatment condition), post hoc 
exploratory analyses were undertaken to 
explain these results, through a logistic 
regression comparing clients in the immediate 
condition at T2 (9 months) and clients in the 
delayed condition (who at that time had 
received no WINS services) with those in the 
control condition, utilizing covariates, as in 
the previous logistic regressions on T3 
outcomes. It was expected that if there were 
any effects, they would be limited to the 
immediate treatment condition (since the 
delayed condition had not yet been assigned 
specialized WINS services). Results of this set 
of logistic regressions are shown in Table 5. 
Only four regressions were undertaken, since 
only four variables were significantly related 
to condition in simple bivariate analyses. 

Condition is a significant predictor of the 
vocational outcome variable for two of these 
four variables: productive activity and any 
paid work. In these two analyses, both the 
immediate and delayed conditions showed an 
effect, with the delayed condition 
demonstrating a somewhat stronger effect. 
 
SERVICE AMOUNT EFFECT ON WORK 
OUTCOMES 

Preliminary analyses again sought to 
determine two types of covariates, to be 
controlled in order to determine the effect of 
service amount on later outcomes: those 
associated with working at Time 3 and those 
associated with WINS service involvement. 
Although baseline predictors of work at Time 
3 had already been examined for the analysis 
of condition effects, these needed to be 
reexamined in this analysis because the 
analysis of service amount effects was limited 
only to the immediate and delayed conditions. 
Nonetheless, the same set of baseline 
variables was found to be associated with 
working at Time 3 in this reduced sample: 
race, ;^(1, N = 264) = 7.78, p < .01; 
entitlement status, ^(1, N = 251) = 5.16, p 
< .05; competitive work at baseline, ^(1, N = 
250) = 20.05, p < .001; and baseline 
functioning CLAS score t = 3.97, p < .001. 
One additional variable, age. was found to be 
significantly associated with working at Time 
3, and was controlled in the analysis of 
service amount effects. Those employed at 
Time 3 were younger than those not employed 
(36.01 vs. 38.96; t = 2.71, p < .01). 

The examination of variables 
associated with service amount identified 
three significant variables: length of time in 
current residence (1 year or less vs. more 
than 1 year), number of previous jobs (five or 
less vs. more than five), and expectations 
about working in the future. Those who were 
in their current fesidence 1 year or less were 
more likely to receive a moderate or 
substantial amount of service (33%) versus 
those who were in their current residence 
more than 1 year (22%), ^(1, N = 278) = 4.84, 
p < .05. Those with five or fewer jobs were 
less likely to receive a moderate or substantial 
amount of service (14%) than those who had 
worked more jobs (32%), ^(1, N = 274) = 9.61, 
p < .01. Individuals who, at baseline, expected 
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to be working in 1 year were more likely to 
receive substantial WINS service (32%) than 
those who did not (14%), x*(l, N = 278) = 9.95, 
p < .01. 

For the multivariate analysis, service 
amount was dichotomized into none/minimal 
versus moderate/substantial categories to 
address otherwise small cell sizes. The results 
of the logistic regression analysis examining 
the effect of service amount on productive 
activity are given in Table 6. After controlling 
for predictors of work (race, entitlements, 
baseline functioning [CLAS], working 
competitively at baseline, and age) and 
predictors of service amount (residential 
stability, limited work history, and 1-year 
work expectations), there was a significant 
effect of service amount on productive activity. 

Table 5. Condition Effects on Time 2 
Outcome 

 Odds ratio 

Time 2 
outcome 
variables 

Immediate 
vs. control 

Delayed 
vs. 

control 

Model 
chi-

square 

Productive 
activity (n = 
364) 

1.71* 1.86* 5.97* 

Any paid 
work (n = 
370) 

1.98* 2.23** 9.68** 

Paid work 
£10 
hr/week (n 
= 370) 

1.96+ NS NS 

Competitive 
work (n = 
358) 

NS NS NS 

Service participation effects on other 
outcomes can be found in Table 7. In addition 
to productive activity, service amount was a 
significant predictor of four other outcome 
variables. A moderate or substantial amount 
of service increased the odds of working by 
almost five times, more than doubled the 
likelihood working more than 10 hours per 
week, and increased the odds of work-related 
activity such as seeking work (by more than 
four times). A moderate or substantial 
amount of service also reduced the odds by 
80% that an individual would be in a day 
treatment program at Time 3. 
Cases Omitted from Outcome Analysis due 
to Missing Covariate Data 

Missing covariate data required the 
removal of 43 individuals from the analysis of 
condition or service effects on productive 
activity. The proportion of omitted cases was 
higher in the immediate (14%) and delayed 
(11%) conditions compared with the control 
group (3%); ^(2, N = 403) = 8.63, p < .01. 
Within the immediate and delayed conditions, 
a higher proportion of individuals who 
received no or minimal WINS service were 
omitted due to missing data (17%) than were 
those who received substantial service (7%); 
*2(2, N = 279) = 4.37, p < .05. No differences 
between the omitted and included cases were 
found on sex, race, age, baseline work, 
entitlement status, baseline functioning level 
(CLAS). or diagnosis. 
Table 6. Effect of Receiving Substantial 
WINS Service on Productive Activity at 
Time 3 (N = 240) 

Covaria
tes 

Model 1: 
Baseline 
covariates of 
work at T3 

Model 2: 
Baseline 
covariates 
of service 
receipt 
added 

Model 3: 
Amount of 
WINS service 
added 

B SE df 

Od
ds 
rati
o B 

SE df 
Odds 
ratio B SE df 

Odds 
ratio 

Race 

-
0.
51 .35 1 

0.6
0 

-
0.
46 

.35 
1 

0.6
3 

-
0.
50 .37 1 0.61 

Receivi
ng 
entitle
ments 

0.
57 

.44 1 1.7
7 

0.
51 

.45 
1 

1.6
7 

0.
53 

.47 1 1.69 

Functio
ning 
level 
(CLAS) 

0.
44 

.23 1 1,5
5t 

1.
03 

.24 
1 

1.5
5t 

0.
28 

.25 1 1.33 

Compet
itive 
work 

1.
26 

.48 I 3.5
3** 

0.
44 

.50 
1 

2.8
0* 

0.
85 

.52 1 2.33
+ 

Age -
0.
04 .02 1 

0.9
6* 

-
0.
04 

.02 
1 

0.9
7* 

-
0.
03 .02 1 

0.97 

Residen
tial 
stability 
(in 
curreni 

   

-
0.
15 

.31 
1 

0.8
6 

0.
13 .33 1 1.14 

home >
1 year) 
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Limited 
work 
history 
(^5 
jobs) 

   

0.
20 .32 I 

1.2
2 

-
0.
07 .33 I 0.94 

One-
year 
work 
expecta
tion 

   0.
76 

.32 
1 

2.1
4* 

0.
59 

.33 1 1.81 
+ 

Substa
ntial 
WINS 
service 

      

1.
95 .48 I 

7.01
**** 

received          

Consta
nt 

0.
27 

1.18 
1 

 -
0.
39 

1.22 
1 

 -
0.
41 

1.25 
1 

-
0.41 

Model 
x2 

 30.09
**** 

  6.71
1 

  21.53
**** 

 

—2 log 
likeliho
od 

 284.2
4 

  277.
53 

  256.0
0 

 

 
Table 7. Effect of Substantial WINS Service 
on Other Time 3 Outcomes 
Note. Analysis of WINS service amounts was 
limited to intervention conditions only 
(immediate and delayed), tp < .10; *p < .05; 
**p < .01; ***p < .001; ****/? < .0001. 

Time 3 outcome 
variables" 

Odds 
ratio* 

Model chi-
square 

Any paid work (n = 
240) 

4 92*** 17.57**** 

Paid work £10 
hr/week (n = 240) 

2.15* 5.09* 

Competitive work (n = 
227) 

1.80 NS 

Seeking work (n = 
209) 

4.06* 5.39* 

Volunteering (n = 
233) 

3.18+ 2.69+ 

Educational activities 
(n = 236) 

1.54 NS 

Prevocational classes 
(n = 233) 

0.74 NS 

Day treatment (n = 
158) 

0.20* 4.92* 

Any productive 
activity: paid work. 
volunteering, 
education (n = 240) 

1 oi**** 21 53**** 

Note. For each logistic regression listed here, 
the control variables detailed in Table 6 were 
entered prior to the final variable indicating 
receipt of substantial WINS service. Odds 
ratios and model chi squares reflect the final 
step in each logistic regression. 
“Values of n differ due to different amounts of 
missing data on each Time 3 outcome. „Odds 
ratios are in comparison with the no-
treatment control condition, tp < .10; *p < .05; 
**p < .01; ***p < .001; ****p < .0001. 
Self-Reported Interview Scales 

Doubly multivariate repeated-
measures analysis of variance was conducted 
on the set of six self-report measures from the 
interview (Pearlin Self-Mastery Scale, Purpose 
in Life Scale, Lehman‟s Global Quality of Life, 
Work Behaviors and Attitudes, Symptom 
Checklist-10, Areas of Difficulty Checklist) to 
examine condition and service amount effects 
on these outcomes. A significant time effect 
was found, Wilks' lambda = .54; F( 12,172) = 
12.03, p < .001; however, there were no 
signilicant interactions of condition or service 
amount with time. 
 
DISCUSSION: Interpreting the Outcome 
Results 

Since this was a quasiexperimental 
design, the preexisting differences in the 
characteristics of participants by condition 
and by service model needed to be addressed 
in outcome analyses. Therefore, the 
significant preexisting differences between 
groups by condition and by service level on 
relevant baseline variables were included as 
covariates in multivariate analyses predicting 
work outcomes. In these analyses, a condition 
effect was significant in terms of productive 
activity and on live of eight other work-related 
outcomes. Service amount effects were also 
found to be significant for productive activity 
and four of the other variables. 

We had expected that the immediate-
treatment group would have more positive 
outcomes than the delayed condition 
(because of the longer time frame available to 
effect change) and that both conditions would 
be superior to the control condition. While the 
latter result was demonstrated, the former 
was not. That is, on most variables, the 
delayed condition actually had somewhat 
better outcomes. Post hoc analyses 
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undertaken to examine T2 differences 
revealed fewer condition effects, but outcomes 
for the delayed and immediate treatment 
groups were both significantly belter than for 
the control group. The explanation for these 
findings is not immediately clear. We 
attempted to control statistically for baseline 
differences across the three conditions; 
however, statistical controls cannot be used 
to fully equate non-comparable groups 
(Grossman & Tierney, 1993; Porter & 
Raudenbush, 1987). At baseline, the clients 
on the teams in the immediate condition 
appeared to be somewhat better functioning 
(less likely to be receiving entitlements, with 
higher CLAS scores, and less likely to be in 
day treatment). Perhaps this meant that there 
was less likelihood of their showing 
significant improvements in work- related 
outcomes. Another possibility is a 
“compensatory rivalry” explanation—that is, 
teams in the delayed condition knew that 
they would have vocational specialists added 
to their teams at the end of 9 months. In 
anticipation, perhaps they prepared their 
clients for work, and/or wanted to 
demonstrate that they could get clients jobs 
on their own, for example, by pursuing more 
referrals to sheltered workshops, or other 
services available through the vocational 
rehabilitation agency. This could explain 
equivalent outcomes for the immediate and 
delayed groups at T2. 

To explain the differences favoring the 
delayed group at T3, we might speculate that 
the jobs obtained by Project WINS‟ clients in 
the immediate condition were short-term 
and/or unstable jobs, with little career 
potential. A similar conclusion was drawn by 
Bond et al. (1997). Thus, while individuals 
may have obtained jobs by T2, by T3 these 
jobs were lost. Furthermore, perhaps the 
vocational specialists were better at finding 
more stable jobs when they started working 
with the delayed-condition clients 9 months 
later. The logistic regressions partially 
confirm this explanation, finding that the 
immediate group was more likely to be 
“seeking jobs” at T3 than either the delayed or 
control conditions. Previous published results 
on this project also offer some confirmation 
tor the suggested explanation: McCrohan et al. 
(1994) reported that many Project WINS 
clients obtained low-skill, high-turnover jobs. 

On the self-report (interview) variables, 
although there were significant time effects, 
there were no significant interactions for lime 
by condition or for time by service amount on 
outcomes like quality of life, symptoms, self-
esteem, community functioning, etc. This is 
congruent with results reported by Drake et 
al. (1996) on a similar integrated 
vocational/clinical intervention and to the 
conclusions in the Bond et al. (1997) review 
that results “lend little support for the 
hypothesis that supported employment 
programs have a generalized effect on other 
outcomes” (p. 343). Arns and Linney (1993) 
posit that this somewhat counterintuitive 
result can be explained with the hypothesis 
that changes in self-perceptions occur as a 
result of getting and keeping a job. The short 
amount of time available for follow-up in 
Project WINS may not have been long enough 
to allow for such sequential changes to occur. 
On the other hand, the self-perception and 
quality-of-life measures may be insensitive to 
change. 
Comparison to Other Research Results 

In comparison to results from research 
studies summarized in Bond et al.'s (1997) 
recent review, the outcomes from Project 
WINS are somewhat difficult to judge. The 
competitive employment rates for WINS 
clients were somewhat low (21-27%). However, 
if percentage with a schizophrenic diagnosis 
can be used as an indicator of severity (as 
suggested by Lehman, 1995), then WINS, 
with 68% of clients having a schizophrenic 
diagnosis, appears to have served clients that 
are more disabled than any of the other 
studies, and competitive employment rates 
might be expected to be correspondingly lower. 

WINS also differed from other 
supported employment programs reviewed by 
Bond et al. (1997) in that some WINS clients 
preferred to start employment initiatives 
within the security and predictability of a 
sheltered workshop setting. Since WINS 
operated as much as possible on a “choice” 
principle, it respected desires of participants 
to start with sheltered work, but recontacted 
them periodically to ascertain their desires to 
move on to more independent employment. 
Thus, it does seem appropriate to include as 
positive outcomes any client- chosen, work-
related outcome, including noncompetitive 
work. When “any work” is considered, WINS 
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active conditions achieved 50% and 61% 
employment rates, which compare quite 
favorably with other studies. 

The Project WINS results can be 
assessed against some other topics raised by 
Bond et al. (1997). One is participation rate. 
In the present analysis, we report on service 
amounts by condition (Table 1). Those 
statistics indicate that only 26 of 103 
participants in the immediate and delayed 
conditions (or 25%) received minimal services. 
(Note that the category “None” refers to those 
individuals never referred to WINS; this was 
appropriate, as WINS staff were not supposed 
to service all eligible clients.) Clients receiving 
minimal services were typically contacted by 
WINS program staff after a referral, but then 
did not show up for appointments or follow-
up on agreed-upon vocational activities. Thus 
they should be equivalent to Bond et al.'s 
characterization of program dropouts. In their 
review, Bond et al. cite dropout rates of more 
than 40% as being common (p. 343). Our 
retention is better than this comparison 
figure. 

Another limitation of many studies 
cited by Bond et al. is possible screening 
processes, which limit the generalizability of 
positive outcomes. In Project WINS, the 
exclusion criteria were intended to pose 
minimal limitations. This appears to be the 
case in that only 21.1% of all clients served 
by case management teams were screened 
out. Thus, our rate of inclusion seems 
appropriately high. Previous published 
reports on WINS indicated that the 
productivity of staff was also high (i.e., staff 
served about 80% of the maximum number 
expected, not taking into account startup, 
staff vacancies and leaves of absence, etc.; 
Bybee et al., 1995). 

WINS was conceptualized as a 
minimal-exclusion, client-determined model. 
That meant that other than for disability or 
client preference reasons, client 
characteristics should not differentiate those 
individuals from the public mental health 
system in this county who were 
referred/served versus not served by WINS. 
Previous analyses, however, indicated that 
this was not totally the case. That is, 
traditional labor market variables did 
successfully predict WINS participation 

(participants were more likely to be those with 
a greater work history, younger ages, and 
more education). However, these variables 
accounted for only a modest percentage above 
a chance prediction (17.1%; Bybee et al., 
1995). 

A final point of comparison concerns 
the types of jobs acquired by supported 
employment participants. The Bond et al. 
review indicated that most jobs obtained were 
unskilled and entry-level. This was, 
unfortunately, the case for many WINS 
participants. On the Hollingshead rating, two 
thirds of jobs obtained were unskilled, versus 
30% that were clerical, sales, or minor 
professionals. According to Dictionary of 
Occupational Title coding, about 32% of WINS 
jobs were in benchwork, and 35% were in 
service industries. The jobs that could be 
obtained for participants were limited by a 
number of factors: the checkered work 
histories of participants and their resultant 
skill deficits in technology and computer 
equipment, as well as the difficulties in 
finding suitable jobs utilizing an 
individualized rehabilitation model. That is, 
Project WINS staff had to find or develop jobs 
for clients one by one, based on a client‟s 
preference, skills, etc. If the client left the job, 
the job slot was usually lost. 

These results suggest two things: first, 
that there should be more emphasis on 
vocational training and/ or higher 
educational opportunities, like supported 
education, being available for all individuals 
with psychiatric disabilities who are 
interested in jobs. Second, that integrated VR 
models need to have a tie- in to a larger job 
development resource. Then, rather than 
spending time finding or developing job slots 
that easily get lost, vocational specialists 
could tap into a diverse array of job 
possibilities and spend their time working 
with clients on selecting, getting, and keeping 
their jobs. 
Methodological Limitations 

The research design limitations 
associated with Project WINS need to be 
acknowledged. In terms of outcome measures, 
it should be noted that status (dichotomous) 
variables were used, rather than continuous 
variables like number of weeks worked, wages 
earned, etc. Unfortunately, data reported by 
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case managers and project staff were not 
sufficiently detailed to allow construction of 
continuous variables. 

The major shortcoming of the WINS 
research was its complicated design in which 
teams, not clients, were assigned to 
conditions and not all eligible clients could be 
interviewed. Statistical controls are likely to 
be the only method to address this issue. It 
was therefore encouraging to see positive 
results from our logistic regressions on work 
outcomes, examining effects of model 
assignment and of service amounts when 
appropriate covariates were utilized. However, 
the fact that effects for the delayed rather 
than the immediate condition are more robust 
is of significant concern. 

The results need to be interpreted with 
caution. On several variables strongly 
predictive of vocational success, the control 
group looked worse at baseline. Although we 
employed powerful statistical methods to 
adjust for these differences, it is rarely 
possible to remove their effects entirely. 
Additionally, we could not adjust for 
differences implied by the staff choice that led 
to the control team being designated as such. 
It seems possible that a portion of the 
condition difference in work-related outcomes 
could be attributed to the negative impact of 
staff who requested that their team not 
implement vocational services. Finally, higher 
attrition from outcome analysis in the WINS 
service conditions may have artifactually 
strengthened the condition differences. Due 
to missing covariate data, a higher proportion 
of individuals in the immediate and delayed 
conditions (particularly those who received no 
or minimal WINS service) were omitted from 
the outcome comparison. In the control 
condition, very few cases were omitted due to 
missing data. In other words, through 
differential missing data, the WINS service 
conditions may have been “creamed” to a 
greater extent than the control condition, 
creating a bias that also may have worked in 
favor of finding positive WINS effects. Of 
course, the opposite selection bias might have 
occurred, wherein those cases lost to follow-
up were unavailable because they had left the 
treatment system because of better 
functioning. Finally, we must note the fact 
that overall only about 28% of clients on the 
treatment teams received moderate or 

substantial levels of WINS services, also 
limiting the generalizability of findings. 
Collectively, these caveats indicate that the 
results of this single study arc not sufficient 
for unqualified conclusions about the 
effectiveness of integrating vocational services 
into case management teams. But the results 
are promising and suggest that this approach 
may be an effective way to deliver vocational 
services. Replication, with random 
assignment of a larger number of teams to 
conditions and with sufficient resources for 
repeated assessment of all clients eligible for 
WINS services, would allow stronger 
inferences and more definitive conclusions 
about the model‟s effects. 
CONCLUSION 

Results from Project WINS offer 
additional evidence of the effectiveness of an 
integrated model for case management and 
vocational services. In addition to their 
effectiveness, such models have the potential 
for being more easily accommodated within 
existing community mental health programs 
and also more acceptable to managed 
behavioral health care providers (versus 
separate vocational services). WINS results 
also offer some challenges for improvement as 
well. While paid employment and overall 
productive activity was high, this was not 
true for competitive employment. 
Furthermore, the kinds of jobs obtained by 
WINS clients were mainly in lower status 
occupations, usually corresponding to 
employment situations which offer much 
boredom and sometimes noisome 
occupational conditions, but little in the way 
of stability, career advancement, or necessary 
fringe benefits. While at times starting with 
workshop employment or entry-level jobs may 
be the desire of the client, agencies need to 
ensure that better opportunities are also 
available beyond these beginnings, such as 
through education, training, or increased or 
more creative job development activities. 

Project WINS experiences also 
indicated the need for improvements in 
research designs and methods. More 
standardized record-keeping systems and 
more valid management information systems 
might curtail resource limitations and allow 
expansion of data collection on larger cohorts 
and/or multiple sites to enhance 
generalizability and knowledge. 
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Abstract: In the present world order unbridled forces of free market 
capitalism are frequently cited for much of the social injustice, inequity, 
and disparity of wealth between the rich and the poor. Although history’s 
verdict in favor of the free markets could hardly be harsher or clearer, it 
is clear that after the initial wave of triumph, the free market paradigm 
has developed some cracks in its facade. What marks the trail of such 
sustained and pronounced move toward free markets in terms of ethics, 
morality, social welfare and social justice? How does one keep a social 
score in this seemingly relendess and irreversible move all over the world 
toward free market capitalism?. In this paper we shall attempt to 
address these and related questions. Drawing on concepts from 
organization theory and social philosophy and using publicly available 
financial information, we shall illustrate how, amidst the myriad and 
mixed noises, some sense of order and signal can be discerned in 
addressing issues of equity and social justice. Toward this end, first, we 
provide a broad contrast between two models of financial markets: the 
command model and the free market model and proceed to examine 
publicly available financial information and analyze the trends and 
patterns with graphical representations using publicly available data 
from Handbook of International Economic Statistics. Next, we explore the 
implications of financial performance measures for social welfare and 
social justice and discuss the social perils of free markets using the 
Mexican and Asian Financial crises as the focal points. Finally, we 
present a set of recommendations for smoother structural transition.. . 

 

1. INTRODUCTION  

nbridled forces of free market 
capitalism are frequently cited for 
much of the social injustice, inequity, 
and disparity of wealth between the 

rich and the poor. The polarization is so 
pronounced that only two worlds seem to 
matter in today‟s world economy: the first 

world and the third world. Some have even 
argued that the issue of whether there is such 
a thing as the second world has almost 
become an existentialist question. 

History‟s verdict in favor of the free 
markets could hardly be harsher or clearer. 
Former strongholds of socialist economies 
including Poland, Czechoslovakia, and 
Hungary have not only embraced free market 
capitalism. However, it is clear that after the 
initial wave of triumph, the free market 
paradigm has developed some cracks in its 
facade. What marks the trail of such 
sustained and pronounced move toward free 
markets in terms of ethics, morality, social 
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welfare and social justice? How does one keep 
a social score in this seemingly relentless and 
irreversible move all over the world toward 
free market capitalism? 

In this paper we shall attempt to 
address these and related questions. Drawing 
on concepts from organization theory and 
social philosophy and using publicly available 
financial information, we shall illustrate how, 
amidst the myriad and mixed noises, some 
sense of order and signal can be discerned in 
addressing issues of equity and social justice. 
This paper is organized into five sections. 
First, we provide a broad contrast between 
two models of financial markets: the 
command model and the free market model 
and proceed to examine publicly available 
financial information and analyze the trends 
and patterns! For this purpose, we present 
graphical representations in Figures 1-9 
using data from the Handbook of International 
Economic Statistics: Central Intelligence 
Agency, Directorate of Intelligence. Next, we 
explore the implications of financial 
performance measures for social welfare and 
social justice using data from countries which 
have implemented market reforms. Third, we 
discuss the social perils of free markets using 
the Mexican and Asian Financial crises as the 
focal points. In Sections “Going it gradually: 
the incrementalism imperative” and 
“Mechanisms first, market integration later: 
the infrastructure imperative” we present a 
set of recommendations for smoother 
structural transition. The paper concludes 
with an end note based on the distinction 
between doing things right versus doing the 
right thing. 
TWO MODELS,TWO MOTIVE POWERS: A 
CONSTRAST 

At one extreme, it is argued that self-
interest provides the noblest and self-
correcting motive power for social 
development by offering rewards 
commensurate with one‟s effort. In a world 
increasingly characterized by individualistic 
ethic, such an argument seems to be gaining 
ground steadily. However, voices of dissent 
can be heard loud and clear. 

Kenneth Lux (1990) provides a 
provocative analysis of how the sees of social 
strife and ecological damage can be traced to 
self-interest as advocated by Adam Smith 

more than 200 years ago. In support of his 
argument, Lux quotes the following passage 
from Adam Smith‟s book, The Wealth of 
Nations: 

As Lux has rightly pointed out, Adam 
Smith‟s mistake lies in the implication that in 
any economy based on exchange, self-interest 
is more effective than benevolence in 
promoting social good. On the contrary, the 
free market capitalist system can only be 
expected to promote the interests of the rich 
at the expense of the disadvantaged. Roth 
(2002) similarly describes capitalism as an 
economic system that is uncaring and cut-
throat and argues for its replacement by what 
he calls “democratic socialism.” Henry 
Demarest Lloyd argued in a similar vein: “The 
wealth created by a thousand men under the 
motive power of the self-interest of the 
capitalist is not, and cannot be, equal to the 
wealth that will be created by the same men 
under the motive power of cooperation or 
democracy”. 

The two motive powers ultimately find 
expression in market forms. As Bathala and 
Korukonda (2003) have argued, state-
controlled and market- oriented economies 
are the two prominent and opposing 
economic structures. They differ greatly in 
political ideology, private property rights, and 
the structure and the openness of financial 
markets. The state-controlled economic 
system suppresses competitive spirit of 
individuals which would have a detrimental 
effect on entrepreneurship, innovation, and 
productive efficiency. Although state-
controlled systems ostensibly seek equality 
and equity in the distribution of incomes and 
wealth among their citizens, the recent 
historical developments suggest that the 
countries which have pursued this path were 
not very successful in accomplishing the 
objective. Inequalities arose between ordinary' 
citizens (peasants) and those in control 
(bureaucrats and polit- bureau members). 
The greed for control and power replaced the 
greed for accumulating private wealth. The 
governments took control over the production 
and distribution of goods and services and 
removed the public choice from the system. 
The public enterprises became tools for 
promoting the agenda and welfare of 
politicians. In spite of some limitations, in 
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market-oriented economies individual 
property rights are well defined, and 
individuals as well as private firms would 
have incentives to maximize their wealth. 
These features are conducive to promote 
competition, innovation, and economic 
growth. Private enterprises are separate from 
their governments and this separation 
enables the governments to exercise 
monitoring and regulating functions which is 
deficient in state-controlled economies. 
Additionally, capital market monitoring plays 
a major role in the efficient allocation of 
resources among competing needs and this 
also is a limitation in state-controlled 
economies. 
IMPLICATIONS OF THE FREE MARKET 
CAPITALIZATION FOR SOCIAL ISSUES 

The data from World Economic Outlook, 
October 1998, International Monetary Fund, 
presented in Table I substantiate some of the 
above contentions. Table I contains annual 
growth rates in several macro economic 
variables for Advanced Economies (AE) and 
the Newly Industrialized Asian Economies 
(NIAE). The growth rates are for the two 
subperiods, 1980—1989 and 1990—1999. As 
can be seen, NIAE recorded higher growth 
rates of all variables, except consumer prices 
and unit labor costs, during both the sub-
periods. The inflation rates and the growth in 
unit labor costs in NIAE, although higher 
than in AE, are commensurate with 
productivity and consumption gains in those 
countries. 

Several studies (e.g., Bennett and 
Johnson, 1979; Boardman and Vining, 1989; 
Boycko et al. 1993; Galal et al., 1994) have 
found evidence that (i) state- owned 
businesses are less profitable and less 
efficient than private businesses, and (ii) 
privatization improves efficiency. More 
recently, Gupta (2001) finds evidence that 
even partial privatizations in India have 
produced positive results in productivity and 
performance. The author attributes the 
improvements to “the role of stock market in 
monitoring managerial performance rather 
than to a change in owners‟ objectives.” 

Countering this evidence, some 
studies have found no evidence of deficiencies 
in efficiency in public enterprises. For 
example, Caves and Christensen (1980) find 
that the government-run railroads in Canada 

performed as well as its private counterpart. 
They argue that it is the lack of effective 
competition and not the public ownership per 
se that produces inefficiencies in public 
enterprises. Aharoni (1986) argues that the 
dismal financial performance of state-owned 
enterprises (SOEs) could be due to the social 
and political demands on them even though 
they are as efficient as private businesses in 
producing the same products. These mixed 
findings from empirical studies make it 
imperative to explore the ideological and 
ethical issues pertaining to market reforms. 
Broad and abstract arguments sound 
plausible whether they arise from the right or 
left wing ideological camps, yet the bottom 
line is how real- life experience stacks up 
against theoretical and conceptual arguments. 
In contrast to the ethical egoism propagated 
by free market advocates, the theory of 
utilitarianism proposed by Jeremy Ben- tham 
argued for consequentialism as the criterion 
for deciding moral choices. Under this theory, 
morally correct rules are those which produce 
the greatest good for the greatest number of 
people. How does the free market system 
under this rule? 

This is a task we turn to in this section 
of the paper. Using data from countries which 
have implemented market reforms, we will 
endeavor to flesh out implications of market 
reforms and free market capitalization in 
terms of their impact on social issues. We will 
then extend the argument using concepts 
from organization theory and elaborate on the 
policy implications. 
STOCK MARKET LIBERLIZATION 

To examine this question, we look at 
financial and social data for various factors 
before and after stock market liberalization 
for select countries. The comparative data, 
presented in Figures 1—3, shows the change 
of (a) industrial production (b) gross domestic 
product (GDP), and (c) net foreign assets 
before and after stock market liberalization 
for select countries. 

A review of Figure 1 reveals that 
industrial production has registered a 
significant increase only in the case of one 
country out of the four examined. 

 
TABLE I: Comparative macro-economic data: 
advanced economies versus newly 
industrialized Asian economies 
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Advan
ced 

econo

mies 

Newly 

industri
alized 

asian 

economi

es 

Advan
ced 

econo

mies 

Newly 

industri
alized 

asian 

economi

es 

Annual 

growth 

rates 

1980-

1989 

1980-

1989 

1990-

1999 

1990-

1999 

Real 
GDP 

growth 

rate 

2.9 7.8 2.3 5.2 

Real 

GDP 

growth 
rate (Per 

Capita) 

2.2 6.4 1.6 4.1 

Gross 

fixed 

capital 

formatio
n 

3.1 7.7 2.8 5.9 

Pnvate 

consum

ption 

expendit

ure 

3.0 7.4 2.4 4.9 

Public 

consum
ption 

2.5 6.1 1.3 4.2 

Unemplo

yment 

rate (%) - 

average 

6.9 3.2 7.1 2.9 

Growth 

in 
employm

ent 

1.2 25 0.8 1.91 

Consum

er prices 
6.3 6.7 2.9 5.1 

Hourly 

wages 
6.4 11.7 4.3 10.7 

Producti

vity 
2.3 5.8 3.0 6.8 

Unit 
labor 

costs 

4.1 4.6 1.2 2.7 

Export 

volume 
5.3 10.8 5.8 10.0 

Import 

volume 
5.2 9.8 5.5 9.1 

 
Source: World Economic Outlook, October 
1998, International Monetary Fund. 

Industrial Production before and after 
Stock Market Liberalization 

Figure 1. Industrial production before and 
after stock market liberalization. 

 
Gross Domestic Product and after Stock 

Market Librealization 

 
Figure 2. GDP before and after stock market 

liberalization. 
Net Foreign Assets before and after Stock 

Market Liberalization 

 
Figure 3. Net Foreign assets before and after 

stock market liberalization. 
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GDP, by contrast, has registered a 
dramatic increase in the case of all the 
countries examined. These mixed findings are 
quite perplexing and it appears that some of 
the turmoils faced by developing nations 
could be the result of GDP growth without the 
accompanying growth in industrial 
production. Net foreign assets have shown a 
dramatic increase in the case of India and 
Indonesia, while in the case of Malaysia they 
have registered an equally dramatic decline. 
An increase in net foreign assets is expected 
to occur virtually by definition; however, the 
fact that such an increase is selective reveals 
context- specificity of foreign investment. 
 
ILLUSARY BENEFITS FOR FREE MARKETS 
 

Benefits from free markets have been 
ostensibly reported to accrue to the countries 
implementing privatizations and economic 
liberalizations. Superficially, this appears to 
be the case as can be seen from Figure 4. 

Every newly industrialized economy 
identified in the figure has shown tremendous 
growth in exports during the period 1983—
1996, with the steepest growth taking place 
between 1983 and 1994 in most cases. While 
this is laudable, what is perplexing is the 
ratio of exports-to-imports to Big 7 countries 
depicted in Figure 5. Initially, during the 
period of 1980—1990, every country 
identified in the figure with the exception of 
Taiwan and Mexico, has shown impressive 
improvements in the exports-to- imports ratio 
meaning exports have increased relative to 
imports. After that, starting 1990, every 
developing country with the exception of 
Mexico has lost ground to the Big 7 countries 
as their imports have outgrown the exports. 
This trend is quite disturbing as Big 7 
countries could be encouraging market 
orientation in less developed countries as a 
means to push their exports to developing 
nations while at the same time carefully 
managing the level of imports from those 
countries. It will be a case in point to conduct 
additional in-depth research to examine these 
issues further and verify if our conjecture is 
true. 
  Another interesting aspect of moving 
toward market orientation is the potential for 
currency depreciations that are associated 
with market reforms and other expansionary 

measures in developing economies (Mishkin, 
1998). Their cost of imports would grow 
disproportionately relative to the revenue 
from exports as international transactions are 
typically denominated in US dollars or 
pounds sterling. This upsets the ratio of 
exports-to-imports, unless -Big 7 countries 
take in more imports from developing nations 
to offset the negative effects of currency 
depreciations in those countries. Figure 5 
shows that was not the case. 
MATHHUE EFFECT IN ACTION 

Matthew effect as proposed by Robert 
Merton (1968) is based on the following 
gospel: 

Exports from Newly Industrialized 
Economies 

 
Figure 4. Exports from newly industrialized 

economies. 
  

Ratios of Exports/Imports to Big 7 

 
Figure 5. Ratios of exports/imports to Big 7 

countries. 
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For unto everyone that hath shall be 
given, that he may have abundance; but from 
him that hath not, even that which he hath 
shall be taken away; and cast ye the useless 
servant into the outer darkness (Matthew, 25; 
25, 28-30; Luke, 19; 24-26). 

 
The picture with respect to 

employment provided in Figure 6 offers an 
interesting contrast to GDP described above. 
Employment index shows a drastic decline 
after stock market liberalization giving 
credence to the popular commonwealth 
argument about market liberalization leading 
to escalation of greed, self- interest and 
increase in wealth for the select few haves. 
This seems to be an overt manifestation of the 
Matthew effect. 

 
Employment before and after Stock Market 

Liberalization 
 

 
 

Figure 6. Employment before and after stock 
market liberalization. 

  
 
DISPARITY AND DOUBLE STANDARDS  
 

It is often pointed out that the U.S. is 
the world‟s largest debtor nation with 
consumption exceeding production and 
expenditure exceeding savings. This could be 
due to its heavy dependence on foreign oil, 
constant increases in import of other goods 
relative to exports, and lax domestic fiscal 
policies. We illustrate this taking the example 

of oil production and consumption as 
depicted in Figure 7 (production trends) and 
Figure 8 (consumption trends). Together, 
these trends dramatically illustrate the 
validity of this argument when we examine 
the wide disparities in production and 
consumption of primary energy among the 
different countries examined the figures. 

 
As can be seen, U.S.A. is among the 

lowest producers of energy with nearly flat 
production levels (measured in thousands of 
barrels of oil per day) during the period 
1970—1996. However, during the same time 
frame, its dependence on foreign oil has 
shown a multifold increase. In spite of this 
increased thirst for oil from outside sources, 
oil prices in the U.S. have not shown 
significant increases commensurate with the 
level of consumption by the U.S. China, on 
the other hand, seems to be playing a fair 
game as it has nearly matched its need for 
increased energy with increases in domestic 
production. All other countries (Argentina, 
Brazil, Mexico, India, and U.K.) have shown 
relatively stable trends in both production 
and consumption of oil. Japan, of course, has 
increased its appetite for oil during the period 
examined; however, its increased dependence 
on oil is nowhere near the levels seen for U.S. 

Further evidence of such disparities 
can be seen from the IMF policies toward 
developing countries. IMF has imposed on the 
debtor nations a number of structural 
reforms such as reduction of budget deficits, 
public sector expenditure. However, the issue 
of double standards in IMF conditionalities 
stares one in the face: it has not been able to 
impose them with equal force on the first-
world countries. The most glaring example of 
this contradiction can be found in the case of 
the U.S. In spite of being the largest debtor 
nation of the world, the U.S. continues to 
consume more than what it is producing and 
to spend more than what it is saving. Further, 
critiques have been arguing that the U.S., as 
the most dominant country in the world, 
engages in arm-twisting tactics aimed at 
largely benefiting at the cost of those with 
litde or no bargaining power. In other words, 
the implications of Figures 7 and 8 would 
seem to extend far beyond the production and 
consumption of oil. 
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Primary Energy Production in Thousands 
of Barrels of Oil Per Day 

 

 
 

Figure 7. Primary energy production in 
thousands of barrels of oil per day by country. 
 
A QUESTION OF DEBT AND HUMAN 
DIGNITY  
Without doubt, free market capitalist 
philosophies have brought in their wake an 
enormous burden of foreign debt to 
developing countries. Figure 9 illustrates this 
phenomenon. 
 

Primary Energy Consumption in 
Thousands of Barrels of Oil per Day 

 

 
Figure 8. Primary energy consumption in 

thousands of barrels of oil per day by country 
and year. 

 
 

Foreign Debt of Developing Economies (%) 

 
 
Fig 9. Foreign debt of developing economies. 

Foreign debt by itself does not 
constitute a human or ethical problem; in fact, 
the United States, as the world‟s largest 
debtor country, relies on capital inflows and 
huge imports from other countries. However, 
what makes the foreign debt in developing 
countries an ethical and moral issue is that 
debt service in those countries maps directly 
on to human issues of poverty, quality of life, 
and dignity of people. 

The problems of debt servicing began 
to attract international attention from 1982 
onwards when, starting with Mexico, Brazil, 
Argentina, and the Philippines found 
themselves in default. The magnitude of the 
problem and the speed with which it 
accelerated can be appreciated when we 
recognize that the total external debt of the 
three largest debtors of Latin America rose 
from $220 billion in 1982 to $285 billion in 
1989. 

From Figure 9 it is clearly noticeable 
that during the 1970—1996 time period, 
Argentina and Mexico experienced extremely 
high growth rates in foreign debt, compared 
to India and China which pursued a prudent 
approach to the use of foreign debt. The other 
countries (Brazil, Chile, Thailand, Indonesia, 
and Malaysia included in Figure 9 had also 
shown significant increases in their foreign 
debt levels during the study period. In the 
case of Argentina, the discussion by 
Fernandez and Schumacher (1998) point to 
the problems of hyperinflation over extended 
time periods and debt servicing which have 
escalated into a banking crisis and thus 
leading to the collapse of capital markets. 
According to Mishkin (1998), Mexico‟s 
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problems were due to increases in interest 
rates, increases in uncertainty, deterioration 
of balance sheets of non-financial firms and 
banks, and eventually the stock market crash. 
Again, Matthew effect seems to manifest itself 
in its stark reality in the policies toward third 
world debt. It is argued that first world 
policies have effectively decreased commodity 
prices, increased trade barriers, and 
adversely affected the ability of developing 
countries to pay. It is maintained by critics 
that the World Bank and major creditor 
nations have precipitated economic and social 
havoc in the debtor nations while stabilizing 
the banking institutions of the first world. 
A 1988 study by the World Bank, for example, 
effectively concluded that third world debt 
retirement involves, in its simplest form, 
taking from the poor and giving to the rich. 
The result of these policies for structural 
adjustment imposed on the third world had 
been a net flow of resources from the 
impoverished countries of the South to the 
industrialized countries of the North. 

An argument is also made that in a 
number of countries such as Bolivia, the 
Philippines, Chile, Brazil, Zaire, and 
Argentina, the debts were contracted by 
governments which were non-represen- tative. 
This leads one to the moral question of 
whether ordinary people should sacrifice their 
subsistence level livelihood in order to service 
debts which were incurred by non-
representative governments and from which 
they never benefited in the first place. 

It could be argued that debt 
forgiveness is the international equivalent of 
domestic policies such as the financial bail-
out of corporate giants like Chrysler and the 
savings and loans. Some European 
governments and Canada are already 
implementing policies aimed at partial 
forgiveness of third world debt, and the 1988 
Toronto economic summit echoed a similar 
sentiment. Some even question whether 
anything stands in the way of a general 
forgiveness of third world debt “except the 
greed and rigidity of bankers and their 
political allies.” 

There is no question that a significant 
part of the third world debt crisis is 
attributable to bureaucratic overhead, 
government sponsorship of inefficient public 

sector, and zealous pursuit of irrelevant 
policies; but any policy which gives a higher 
priority to debt service than to the 
accessibility of capital for development and 
economic growth will be the present day 
equivalent of feudalism aimed at perpetuating 
bondage and will pave the way for the Marxist 
prophecy to come true at the economic level. 
Given the current direction of the world 
economy, it seems clear that in the absence of 
appropriate policy interventions, the concept 
of individual responsibility for collective good 
is in danger of being eroded with unbridled 
market forces dictated purely by the motive of 
self- interest. 

At its most fundamental level, the 
problem of third world debt is essentially a 
human problem. As Henriot (1989) pointed 
out"[structural adjustment programs 
intended to reform the third world economies] 
seem to be mandated almost without 
consideration of their social effects. The 
impact on the poor is seen as an inevitable 
short-run consequence, and it is argued that 
the poor will in fact, benefit „in the long run‟. 
But as Lord Keynes famously reminded us 
many years ago: „In the long run, we will all 
be dead!‟ For the poor, this is especially and 
tragically true.” 
SOCIAL PERILS OF FREE MARKETS  

In the recent past, the Heritage 
Foundation and Dow Jones & Co. have come 
up with an Index of Economic Freedom (IEF) 
for every country in the world. Each country 
receives a score between 1 and 5 (1 = Most 
free; 5 = Most restrictive) and the scores are 
revised once a year. The countries are also 
given ranks on the basis of their IEF value 
(Rank 1 = Most free country). The index is a 
composite of rankings in each of the following 
ten variables indicated. Table II contains the 
IEF values, ranks, and the scores on input 
variables for a select list of countries. For 
future research, we suggest an empirical 
analysis that examines the relationship 
between a countries IEF value and a set of 
variables reflecting social and economic 
welfare. It would be very interesting to find 
the impact of IEF on socioeconomic 
differences among countries. 

The success stories of the 1980s and 
the early 1990s from the emerging economies 
around the world, especially the Asian 
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countries, have boosted the support for free 
markets. To everyone‟s surprise, the recent 
Asian and Latin American crises have 
unraveled the perils of free markets. The 
spillover effect has been felt by all across the 
world, including U.S. What has gone wrong? 
Are free markets detrimental to social welfare? 
Would the countries be better off going back 
to their controlled market regimes? These 
questions are very valid. Perhaps, the free 
markets prescription may not suit well for 
every country. Probably, the governments and 
financial institutions in the countries took too 
much for granted and failed to exercise 
discipline in their monetary and fiscal policies 
which is essential for the success of free 
markets. As examples, we will provide brief 
descriptions of Mexican, Asian crises below. 
Mexican Financial Crisis 

The Mexican financial crisis which 
began in December 1994 is ascribed to the 
deterioration in banks‟ balance sheets due to 
mounting loan losses (Mishkin, 1996). Banks 
increased lending to private noil-financial 
businesses from 10% GDP in 1988 to more 
than 40% of GDP in 1994. Neither the banks 
nor the National Banking Commission, the 
primary regulator of banks in Mexico, 
exercised due diligence and monitoring. As a 
result, both banks and their borrowers took 
enormous risks and the bulk of the loans 
turned sour. Confounding this problem, the 
Mexican central bank raised interest rates in 
response to rate hikes in the U.S. and to 
protect the peso‟s currency exchange value. 
The higher interest obligations led to 
significant cash flow deteriorations in both 
household and business sectors, especially 
due to the short-term nature of most of the 
borrowing in Mexico. Stock values 
deteriorated because of the increased 
uncertainties and a decline in the flow of 
foreign money into Mexico. The dollar 
denominated debt had to be repaid at not 
only higher interest costs but with the 
depreciated pesos. A full fledged financial 
crisis followed. The Mexican government‟s 
desire to limit the peso depreciation and the 
rise in inflation have led to caused the 
interest rate on debt denominated in pesos to 
rise to over 100%. The Mexican stock market 
declined precipitously recording a 30% drop 
in terms of the local currency and a 60% drop 
in dollar terms. 

Asian crisis 
The following discussion and data 

analysis excerpted from the IMF‟s World 
Economic Outlook (May, 1998, p. 3) provide 
insight into the Asian crises and the further 
developments relating to the crises. The 
primary source of the problem for the Asian 
crisis appears to be that the economic policies 
and institutions have not kept pace with the 
demand created by large-scale capital inflows 
into those countries. More specifically, the 
five major contributing factors are: 
A. Build-up of overheating pressures due to 
(1) large external deficits, and 
(2) inflated property and stock market values. 
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Source: 1998 Index to Economic Freedom, 
The Heritage Foundation and Dow Jones &: 
Co. 
Note: The score is a composite of scores on 10 
different variables. The smaller the score, the 
greater the economic freedom. 
  B. Maintenance of pegged exchange rates for 
extended periods which 

• complicated the response of 
monetary policy to overheating 
pressures, 

• viewed as implicit guarantees of 
exchange value, 

• encouraged external borrowing 
with short maturities, and 

• led to excessive exposure to foreign 
exchange risk in both financial and 
corporate sectors. 

C. Financial system deficiencies such as 
• weak management and poor 

control of risks, 
• lax enforcement of prudent rules, 

inadequate supervision, and 
• government-directed lending 

practices that had led to a sharp 
deterioration in the quality of 
banks‟ loan portfolios. 

 
D. Problems of data availability and lack of 
transparency which 

• hindered a realistic evaluation of 
economic fundamentals, and 

• increased the uncertainty of 
investments. 

E. Problems of governance and political 
uncertainties which exacerbated 

• crisis of confidence, 
• reluctance of foreign creditors to 

roll over short-term loans, and 
• down-ward pressure on currencies 

and stock markets. 
Exports by Asian countries suffered 

primarily due to pegging of their currencies to 
the U.S. dollar. Two problems - (i) the wide 
swings in the yen/dollar exchange rate 
between 1994 and 1997, and (ii) the dollar‟s 
appreciation from mid-1995, particularly 
against yen, have contributed for the export 
slowdown experienced by several countries in 
the region in 1996—1997. Further, 
international investors (mainly commercial 
and investment banks) have contributed 
significantly to the downward pressure on the 

currencies even though they to substantial 
losses in the process (p. 3, IMF‟s World 
Economic Outlook, May 1998). 

There is no denial that both the 
Mexican and Asian crises have led to large-
scale financial disruptions, international 
economic turmoil, and significant wealth 
losses to both domestic and foreign investors. 
The data on foreign currency exposure of 
Mexican banks (graphs and Table I from 
Mishkin‟s paper, p. 52) show us the 
developments that have led to the Mexican 
crisis. The data in Table 9 (p. 42, World 
Economic Outlook, May 1998) enable us to 
compare the foreign capital inflows into the 
emerging market economies during the period 
1996—1998. The significant declines in 
foreign capital inflow during the two months, 
January and February 1998, are especially 
noteworthy. The data (World Economic 
Outlook, May 1998, Table 14, p. 78) show 
that the costs of crises in lost output are 
quite high. 

The discussion and the data analysis 
presented in this section clearly show that the 
underlying causes that have led to the 
Mexican and Asian crises are not due to the 
existence of free markets per se but are due 
to their abuse. This is similar to what we hear 
often, “Guns don‟t kill people; People kill 
people.” The important lesson from these 
crises is that free market benefits come at a 
cost. In order for the free markets to 
contribute for social gains and Pareto 
improvements, it is important that the 
respective governments, regulators, bankers, 
and market participants exercise diligence 
and exercise restraint. 
Going it gradually: The incrementalism 
imperative 

As Korukonda (1999) has argued, in 
the present world order, continued insulation 
from the world economy is not a feasible 
option for any country, let alone a desirable 
option. The policy question facing developing 
economies, then, is not whether to change, 
but how‟ to change. There are two 
fundamental philosophies of going about 
implementing change: shock versus 
gradualism and clearly there are occasions 
warranting either of them. When a controlled 
economy is opened up, it is similar to the 
opening of a sluice gate and allowing gushes 
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of water to flood in, run their course and in 
the process, flush out the sludge and 
stagnation. While this metaphor might be 
appealing, it is akin to the shock-treatment 
administered to a dying patient where there is 
nothing to be lost. Yet, in the reform of once 
tightly controlled developing economies, the 
key is to go it slow for the potential for 
disruption is very high. 

A study by Greenwood and Ogus (1992) 
is quite revealing. The study, which attempts 
to relate economic freedom, absolute levels of 
income and growth of GDP, shows that if the 
first move towards liberalization is above a 
minimum threshold, growth can be expected 
to occur in almost direct proportion to the 
extent of control in the economy. 

Bathala and Korukonda (2003), 
Korukonda (1999), and McKinnon (1993) 
provide a good discussion of the relative 
merits of gradual versus rapid liberalizations. 
(e.g., Eastern block social economies) pursued 
a rapid path to liberalization. Beginning 1978 
The larger state-owned enterprises (SOEs) 
continued to operate under the ownership 
and control of the central government. The 
government ensured price stability in both 
state and non-state sectors. The 
macroeconomic data (McKinnon, 1993; p. 177) 
show China‟s remarkable progress without 
major upheavals in contrast to other 
countries. 
Mechanisms first, market integration later: 
The infrastructure imperative 

An insight from organization theory 
literature is useful to understand the 
immensity of challenges brought about by 
large scale integration of financial markets 
(Korukonda, 1999). The notion in question is 
patently obvious: an organization‟s internal 
structure ought to reflect the characteristics 
of the environment in which it operates. If the 
external environment were very diverse, 
segmented, and complex, the internal 
environment of organizations needs be highly 
differentiated and this differentiation, in turn, 
calls for integration, or elaborate coordination 
mechanisms to achieve unity of effort. The 
relevance of this notion for global integration 
of financial markets should be clear. Large 
scale integration injects a sudden shock of 
complexity into the environments of financial 
markets of individual countries even as many 
of them are not adequately equipped to 

provide an appropriate structural response to 
deal with the drastically new, complex, and 
turbulent environments they face. Such 
structural responses involve policies aimed at 
supporting the market‟s need for reliable 
information through “healthy” regulation in 
terms of listing requirements, margin and 
liquidity requirements, auditing, disclosure 
and transparency. Without an appropriate 
infrastructure, such a move is destined to fall 
under its own weight. The policy message for 
these countries is as simple as it is 
straightforward: first things first, 
infrastructure first and integration later. This 
is what we shall call the Infrastructure 
Imperative. 
 
CONCLUSION 

The role and contribution of financial 
policies is clear and unambiguous where the 
public policy goals are clearly defined and the 
desired outcomes are known with a degree of 
certainty. For example, given that the goal of 
management is to seek to maximize 
shareholder wealth, to maximize operational 
efficiency, to minimize wastage of resources, a 
number of techniques can be deployed toward 
achievement of the goals under consideration. 
The product-mix problem, the breakeven 
model, the goal programming scenario, the 
PERT/CPM technique, the Traveling 
Salesman problem - all allow for clear and 
unambiguous approaches toward problem 
solution. Even in cases involving stochastic 
processes, there is a reasonable level of 
structure about the process of going about 
solving the problem. However, broader 
questions on free-market capitalism and 
social development - for example, questions 
as to whether globalization and free market 
capitalist philosophies are good for a country, 
which path of social development is to be 
preferred over which other path - cannot be 
addressed strictly within the topic domain of 
quantitative paradigm. Cutthroat competition 
among capitalist nations, a clear prospect in 
the new world order, brings in its wake an 
element of uncertainty about what the 
emerging wave of economic integration 
ultimately entails in terms of social justice 
and human welfare. In this paper we have 
examined some of these issues using publicly 
available financial information and long-
standing concepts from organization theory. 



 The New Economic Order Using Financial Information for Keeping Social Scoreehics,  
In Eqity and  Social Justice                        |______________________________________________©2015 BRC 

 

 

  
17 

International Journal of Advances in Soft Computing Technology,  Volume 5, Issue 2, July – Dec. 2015 @ ISSN: 2229-3515 

 

 

REFERENCES 
[1]   Aharoni, Y.: 1986, The Evolution and 

Management of State- Owned 
Enterprises (Ballinger, Cambridge, MA). 

[2]   Bathala, C. and A. R. Korukonda: 
2003, „An analysis of social welfare 
issues in free market environments‟, 
International Journal of Social 
Economics 30(8), 854—866. 

[3]  Bennett, J. T. and M. H. Johnson: 
1979, „Public versus Private Provision 
of Collective Goods and Services: 
Garbage Collection Revisited‟, Public 
Choice 34, 55-64. 

[4]    Boardman, A. E. and A. R. Vining: 
1989, „Ownership and Performance in 
Competitive Environments: A 
Comparison of the Performance of 
Private, Mixed, and State-Owned 
Enterprises‟, Journal of Law and 
Economics 32(April), 1-36. 

[5]     Boycko, M., A. Shleifer and R. W. 
Vishny: 1993, A Theor)' of Privatization 
(Harvard University, Boston). 

[6]    Caves, D. W. and L. R. Christensen: 
1980. „The Relative Efficiency of Public 
and Private Firms in a Competitive 
Environment: The Case of the 
Canadian Railroads‟, Journal of Public 
Economy 88, 958-976. 

[7]    Fernandez, R. B. and L. Schumacher: 
1998, „The Mexican Financial Crisis Of 
1994-1995: An Asymmetric 
Information Analysis‟, in S. S. Rehman 
(ed.), Financial Crisis Management in 
Regional Blocs. pp. 184-208. 

[8]    Financial Crises, Causes, and 
Indicators: A Survey by the Staff of the 
International Monetar)’ Fund, World 
Economic Oudook (May 1998): 
International Monetary Fund, 
Washington, DC. 

[9]  Financial Turbulence and the World 
Economy: A Survey by the Staff of the 
International Monetary Fund, World 
Economic Oudook (October 1998): 
International Monetary Fund, 
Washington, DC. 

[10]  Galal, A., L. Jones, P. Tandon and I. 
Vogelsang: 1994, Welfare 
Consequences of Selling Public 
Enterprises: An Empirical Analysis.  

[11]  Greenwood, J. and S. Ogus: 1992, As 
summarized in The Economist: Asian 
Economies: Freedom pays.Gupta, N.: 
2001, Partial Privatization and Firm 
Performance: Evidence from India, 
Working paper. 

[12}  Hennot, P. J.: 1989, „Forgive us our 
debts ...‟ America, December 9, pp. 
420—424. 

[13]  Korukonda, A. R.: 1999, „Policy 
Imperatives for the International 
Economy and for Financial Markets in 
the Emerging World Order‟, 
International Journal of Value-Based 
Management 12. 51-67. 

[14]  Lux. K: 1990, Adam Smith’s Mistake: 
How a Moral Philosopher Invented 
Economics and Ended Morality 
(Shambhala, Boston). 

[15]  McKinnon, R.: 1993, „Financial Growth 
and Macro- economic Stability in 
China, 1978-1992: Implications for 
Russia and Eastern Europe‟, The Order 
of Economic Liberalization: Financial 
Control in the Transition to a Market 
Economy  

[16]  Merton, R.: 1968, „The Matthew Effect 
in Science: The Reward and 
Communication Systems of Science 
are Considered‟, Science 159(3810), 
56—63. 

[17] Mishkin, F. S.: 1996, „Understanding 
Financial Crises: A Developing 
Country Perspective‟, in Michael Bruno 
and Boris Pleskovic (eds.), Annual 
World Bank Conference on 
Development Economies (The World 
Bank, Washington, DC), pp. 29-62. 

[18]  Mishkin, F. S.: 1998, „The Mexican 
Financial Crisis Of 1994-1995: An 
Asymmetric Information Analysis‟, in S. 
S. Rehman (ed.). Financial Crisis 
Management in Regional Blocs. (Kluwer 
Academic Publishers, Boston/ 
Dordrecht/London), pp. 149-181. 

[19]  Roth, W.: 2002, The Assault on Social 
Policy (Columbia University Press, New 
York). World Economic Oudook 
(October 1996), The Rise and Fall of 
Inflation: A Survey Staff of the 
International Monetary Fund 
(International Monetary Fund, 
Washington, DC). 



A METHOD IN SOFTWARE RISK 

MANAGEMENT MODELING USING 

ITERATIVE CONTROLLED 

EVALUATION 

SUNIL KUMAR REDDY. K
 1
, RAMA KRISHNA REDDY. K 

2
, VARUN KUMAR REDDY. G

 3
 

1
 Assistant Professor, Osmania University, Hyderabad, Telangana, India 

                                                                 2 
Assistant Professor, JNTU Hyderabad, Telangana, India 

                    3
 Assistant Professor, JNTU Hyderabad, Telangana, India 

1 
sunil186@gmail.com 

2
 ramakrishnareddy524@gmail.com  

3
 abts.staff@gmail.com 

 

 

 

I. Abstract—Every software development project has unique 

demands, both in terms of project specific features and 

mostly tacit customer/user expectations. The software 

developed under requirement engineering will satisfy the 

users mostly on their perspective. So, recent researches are 

concentrating on the software development and analysis 

based on requirement engineering. The requirement 

engineering processes are also challenged by the risks in 

developing the software. So an efficient risk analysis system 

and risk management system is inevitable for the software 

development process under requirement engineering .A 

project commonly contains a significant amount of 

uncertainties, such as continuous change of project scope to 

accommodate the latest market demand, requirements 

evolution, imprecise estimation of budget and schedule and 

high system complexity. Software risk management can be 

used as an effective tool to manage these risks and to reason 

under the high degree of the involved uncertainties (Stoica, 

1999a; Stoica 1999b; Stoica, 2004). There is still a lack of 

comprehensive guidelines on how to integrate risk 

management activities at the early development stage. This 

study presents SMMICE - SOFTWARE RISK 

MANAGEMENT MODELING ITERATIVE 

CONTROLLED EVALUATION integrates from early stage 

of development in particular from the requirements 

engineering phase. The early integration supports 

assessment and management of risks related to the project 

execution, development environment, operational 

constraints and project stakeholders even before elicitation 

of the system requirements. We empirically evaluate the 

usefulness of SMMICE into active ongoing software 

development project. Our results show that GSRM is a pro-

active risk management approach which effectively 

contributes for a successful software project completion. 

 

 

 

 

II. INTRODUCTION 

 

Generally risk analysis is used for studying all the 

considerations, which lead to the frailer of the program. It is a 

methods and techniques for documenting the impact of 

extenuation strategies [2] and for judging system criticality 

[3]. Risk analysis is also shown important in the software 

design phase to assess criticality of the system [4] where risks 

are examined and necessary steps are introduced. Usually, 

countermeasures correspond to a design, system fine tuning 

and then with a limited margin of change. However, it may 

happen that the risk reduction results in the revision of the 

entire design and possibly of the initial requirements, 

introducing thus extra costs for the project [5]. Requirements 

engineering is a process based method for defining, realizing, 

modeling, relating, documenting and maintaining software 

requirements in software life cycle that help to understand the 

problem better [6]. It has been shown that a large proportion 

of the publications in software development can be related 

back to requirements engineering (RE) [7]. RE is the process 

of discovering the purpose in the software development, by 

identifying stakeholders and their needs, and documenting 

these in a form that is amenable to analysis, communication 

and subsequent implementation [8]. Failures during the RE 

procedure have a significant negative impact on the overall 

development process [8]. Reworking requirements failures 

may take 40% of the total project cost. If the requirements 

errors are found late in the development process, e.g. during 

maintenance, their correction can cost up to 200 times as 

much as correcting them during the early stages of the 

development process [10]. Adequate necessities are therefore 

essential to ensure that the system the customer expects is 

produced and that unnecessary exertions are avoided. 

According to Goal-Oriented Requirements Engineering, 

analysis of stakeholder goals leads to substitute sets of 
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functional requirements that can each accomplish these goals. 

These alternatives can be evaluated with respect to 

nonfunctional necessities posed by stakeholders. In the 

previous paper, they propose a goal-oriented approach for 

analyzing risks during the requirements analysis phase. Risks 

are analyzed along with stakeholder interests, and then 

countermeasures are identified and introduced as part of the 

system’s requirements.  
 

III. LITERATURE REVIEW 

 

The following section describes review about some 

recent works regarding the requirement engineering and risk 

analysis related to it. Security risk assessment in the 

requirements phase is challenging because probability and 

damage of attacks are not always numerically measurable or 

available in the early phases of development. Selecting proper 

security solutions is also problematic because mitigating 

impacts and side-effects of solutions are not often quantifiable 

either. In the early development phases, analysts need to 

assess risks in the absence of numerical measures or deal with 

a mixture of quantitative and qualitative data. 

GolnazElahietal[ 15] propose a risk analysis process which 

intertwines security requirements engineering with a 

vulnerability-centric and qualitative risk analysis method. The 

method is qualitative and vulnerability-centric, in the sense 

that by identifying and analyzing common vulnerabilities the 

probability and damage of risks are evaluated qualitatively. 

They also provided an algorithmic decision analysis method 

that considers risk factors and alternative security solutions, 

and helps analysts select the most cost-effective solution. The 

decision analysis method enables making a decision when 

some of the available data is qualitative. JacKyAnget al [11] 

has developed an expert system that has least focus on 

requirement engineering. In facts, requirement engineering is 

important to get all the requirements needed for an expert 

system. If the requirements do not meet the clients’ needs, the 

expert system is considered fail although it works perfectly. 

However, current studies on expert systems are focusing in a 

specific and narrow domain of problems. Also, the major 

concern of most researchers is the design issues of the expert 

system. Therefore, we emphasize on the very first step of 

success expert system development – requirement 

engineering. Hence, we are focusing in the requirement 

engineering techniques in order to present the most practical 

way to facilitate requirement engineering processes. They 

have analyzed expert system attributes, requirement 

engineering processes in expert system developments and the 

possible techniques that can be applied to expert system 

developments. Lukas Pilatet al[12] have proposed an 

approach for problem in requirements engineering is the 

communication between stakeholders with different languages 

and background. We experienced a related problem involved 

with transferring and sharing such knowledge, when 

stakeholders are reluctant to do this. So, they take a 

knowledge management perspective of requirements 

engineering and carry over ideas for the sharing of knowledge 

about requirements and the domain. We cast requirements 

engineering as a knowledge management process and adopt 

the concept of the spiral of knowledge involving 

transformations from tacit to explicit knowledge, and vice 

versa. In the context of a real world problem, we found the 

concept of “knowledge holders” and their relations to 

categories of requirements and domain knowledge both useful 

and important. This project was close to become a failure until 

knowledge transfer has been intensified. The knowledge 

management perspective provided insights for explaining 

improved knowledge exchange. Mina Attarha and Nasser 

Modiri [13] have adopted a critical and specific software 

systems last longer and they are ought to work for an 

organization for many years, maintenance and supporting 

costs of them will grow to high amounts in the upcoming 

years. In order to develop and produce special aimed software, 

we should piece, classify, combine, and prioritize different 

requirements, pre-requisites, co-requisites, functional and 

nonfunctional requirements. 

 

IV. PROPOSED APPROACH 
 

The risk analysis has become one of the advanced area in 

software engineering. In the prior sections, we have discussed 

about the requirement engineering and the cost risk analysis. 

SMMICE is a goal-driven approach for the software risk 

management. The main novelty of this research is to identify 

and analyse the goals before considering the risks so that goals 

support risk identification and reasoning about the treatment 

actions (Islam et al. 2009; Islam and Houmb ,2010). The 

reason for choosing a goal modelling language is that goals 

and risks are complementary entities of a software project. A 

risk is usually defined as negation to a single or multiple goals 

or a loss of attainment of some corresponding objectives. The 

proposed approach concentrates on optimizing the number of 

iterations so that we can efficiently analyze the cost and risk 

of the project.  
 

V. TROPOS GOAL RISK MODEL 
 

A. Iterative Controlled Evaluation in Integrating Risk 

Management into Early Requirements Engineering 

Risk management helps to avoid problems, reworks and 

disasters exist in software project for stimulate successful 

project outcomes. It should be an inherent component of 
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software project (Boehm, 1991) and needs to be considered as 

early as possible. We advocate considering it in early 

requirements engineering phase. However, requirements 

engineering and software risk management are two different 

processes. The integration endeavour requires considering the 

interactions among the underlying activities, tasks, methods, 

roles and dependencies among the artifacts that are involved 

between the two processes. Artifact oriented view focuses on 

the dependencies among the requirements engineering or risk 

artifact types, its content items and associated concepts 

(Schätz et al., 2002). The process oriented view also focuses 

on the interaction and dependencies among activities, tasks, 

along with the roles and responsibilities of requirements 

engineering and risk management (Fernndez and 

Kuhrmann,2009). 

 

Environment (Internal & External): Final component 

deals with the surrounding environment of the software 

development projects both in-house sourcing and outsourced 

are the main elements and factors of this component. 

Organizational stability is another element which focuses on 

the structure of the organization that facilitates the overall 

project operation. Organizational structures can have an 

enormous impact on the overall project execution (Hughes 

and Cotterell,1999). A formal organizational structure, in 

particular, hierarchical structure is articulated in the staff 

hierarchy chart. However, this type of structure is supported 

by an informal structure of contacts and communication which 

gradually grows up among the practitioners during the course 

of work. Unstructured hierarchy hinders the decision making 

process and incurs chaos to the development and deployment 

of the system. Organization structure is also departmentalized 

based on employees’ skill, customer category, product line, 

services, and geographic location. Effective communication 

and coordination among the departments are important to keep 

the overall stability. In software development domain, 

functional/task oriented approach or based on life cycle phases 

are used to departmentalize the groups. 

 

Layer View: The proposed risk management framework 

consists of four layers to support the software development 

risk management model. The advantage of a layer based 

modelling framework is that it includes suitable task, method 

and technique for performing specific activity under a given 

layer. Each layer supports iterative activities for managing 

software development risks and produces single or multiple 

artifacts. These artifacts are part of the risk specification 

concept that support the decision making process during the 

software development, operation and maintenance. An 

overview of the individual layer is given below. 

 

1) Goal Layer: The goal layer focuses on the factors that 

contribute effectively to complete the project activities and 

directly link to the project success. These goals are important 

as they describe what needs to be done for a project to be 

successful and for the responsible agents to attain the goals. 

Goals in SMMICE consider several dimensions of the 

software development components including project 

execution, process, product, human and internal and external 

environment (i.e. as stated in the previous Section) and map 

them to the project success indicators. These goals are project 

specific and focus on the economic benefit, project success 

criteria and boundary, knowledge gathering and reuse, user 

satisfaction, quality, vendor reputation, successful delivery 

and other critical goals of the product. Goal satisfaction 

requires cooperation among the system agents. For SMMICE, 

these agents are the project stakeholders, practitioners, tools, 

language, hardware, development facilities and so on. The 

main activity of this layer is to identify and model the goals. 

However, before goal specification, project stakeholder should 

agree on a concrete risk management plan, in particular, the 

risk management scope, underlying process, risk threshold 

and resources. A detailed goal list is the main artifact 

produced by this layer. Goal modelling supports refinement of 

coarsely grained higher level goals to finely grained lower 

level goals through AND or OR refinement 

(Lamsweerde,2009). In SMMICE, the latter is referred to as 

sub-goals. Each sub-goal in the refinement contributes to the 

parent goal. The more the goals are refined the easier it is to 

identify and analyze the risk factors that obstruct the goals. A 

graphical representation of the goal refinement is the core part 

of the goal model. Satisfaction of these sub-goals certainly 

attains the main goal. Goal types, such as soft goals are 

suitable for the goal-driven risk management context as there 

are generally multiple alternatives for single goal satisfaction. 

The same sub-goal that relates to a specific development 

component also contributes to the satisfaction of other 

development components. These sub-goals are important for 

the project and require extra care for their fulfilment. 

Therefore, if required, the goals are prioritized according to 

their importance to the project success. SMMICE provides a 

set of guidelines for goal and sub-goal formulation; in 

particular, we attempt to map the existing goal types and 

categories from the literature to specify the expectations from 

the software development components and project success 

factors. We follow the informal temporal pattern to represent 

the goal as stated in (Lamsweerde,2009). The pattern 

structures an assertion into a prefix and a condition/property. 

Assertion is the statement of intent of some condition/property 

of the software development component. These goals are hard 

or soft by nature. There may also have behaviour goals, which 

represent the intended behaviour declaratively. Improve, 

reduce and minimize are the common prefixes for 

representing the goals. For instance, a statement could be 

reducing erroneous requirement, whereby the prefix reduce 

represents a goal that demands a reduction of error from the 

elicited requirement as undesirable property. 

 

2) Obstacle Layer: Obstacles are the main causes that 

reduce the ability to achieve a single or multiple goals. We 

treat risk factors as obstacles that directly or indirectly lead to 

a goal negation and create problems in the project. Obstacles 

are the opposites of the goals (i.e., undesirable ones that 

shadow the goals). Therefore, the obstacle categories should 

be aligned with and derived from the goal categories and 

model the situation about how several obstacles violate the 
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identified goals. The obstacle layer enhances the goal clarity. 

It identifies the potential software development risk factors 

and formulates the obstruction to the goal dissatisfaction. 

Similar to the goal model, the obstacle model also refines to 

provide a complete overview of the risk factors exist in the 

project. The main focus is to identify as many risk factors as 

possible so that corresponding control actions can be selected 

in the early stage. Software development risk factors support 

different categories of obstacle such as dissatisfaction, lack of 

adequacy, misinformation, wrong assumption and inaccuracy. 

The obstacle layer supports the risk identification activities 

and SMMICE uses a comprehensive list of questions and 

arranges them by following component-element-factor 

hierarchy to identify the risk factors. This supports to 

categorize the risk factors and groups them under the same 

category. The risk obstacle layer establishes the obstruction 

link from the risk factors to the sub-goals and from event to 

the main goal. The same risk obstacle can be relevant to more 

than one goal. This is important to be expressed by the risk 

obstacle layer, as it is crucial information when considering 

effective treatment options. Risk factors that cross-cut several 

goals are in general more effective to counter. Risk factor 

identification, categorization, and modelling are the main 

tasks of this layer. However the risks identified by this layer 

are not sufficient to determine the control actions because risk 

factors need to be quantified to determine its severity. 

Therefore the identified obstacles are analyzed further in the 

assessment layer. 

 

3) Assessment Layer: The assessment layer analyzes the 

risk events as a consequence of single or multiple risk factors 

to the goal. The risk quantification is an important first step in 

assessing the risk (Barki et al., 1993). However, this task is 

nontrivial due to the inherent subjective nature of the risks in 

software engineering domain (Kontio, 2001). This layer 

precisely annotates the individual software development risk 

event. Furthermore, it also establishes the causal relationship 

model between risk factors and risk events. The layer focuses 

on the severity of the risk events consequence to the goal 

negation. Therefore, relationship among the technical and 

non-technical software development risks and the 

corresponding quantitative evaluation to the potential project 

goals is the main contribution of this layer. For high 

prioritized software development goals, obstacle identification 

and refinement should be extensive. We use the Bayesian 

Belief Network to support the causal relationship model by 

mapping the risk modelling elements to probability nodes. 

Each risk event is characterized by two properties: likelihood 

and impact (Bedford and. Cooke, 1998). Likelihood specifies 

the possibility of a risk event occurrence and is modelled as a 

property of risk event. The impact quantifies the negative 

consequence by the risk event to the single or multiple goals. 

The same risk factor may lead to more than one risk events 

and the same risk event can obstruct more than one goals. On 

the other way around, a goal is obstructed by multiple 

obstacles that relate risk events and associate factors. This 

representation allows to model situations where an event is 

influenced by more than one risk factor and impacts on one or 

several goals. An obstruction link is established from the risk 

event to the specific goal that it obstructs. This supports to 

construct goal-risk model by refining risk factors to risk 

events and their combined obstruction of the goals. The 

obstacle refinement is done in reverse manner compared to the 

goal refinement. The benefit of obstacle refinement is that we 

do not need to analyze every individual risk factor separately 

and in real project situation this point is important, in 

particular when the budget and efforts are limited. 

 

4) Treatment Layer: The final layer focuses on the control 

actions to counter the risks so that goals can be properly 

attained. Once the goals, risk factors and risk events are 

identified and analyzed by the goal, obstacle and assessment 

layer, then the final task is to implement the suitable cost 

effective countermeasures. Therefore, the aim of this layer is 

to control the software development risks as early as possible 

preferably during requirements engineering phase of the 

development. The layer is also responsible to monitor the risk 

status throughout the development and if needed during the 

operation and maintenance of the product. However, initial 

considerations focus on the risk events and associated factors 

that negatively affect several goals, i.e., high prioritized risks. 

Generally, there exists an alternative countermeasure to the 

obstacles but should select the most cost effective one for the 

risk mitigation. This layer includes two different links: 

contribution link from the control action to the goal that it 

fulfils and obstruction link from the control action to the 

specific obstacle that it obstructs. Treatment layer allows 

modelling, reasoning and tracing the adopted control action 

for the risk mitigation and goal satisfaction. It also includes 

responsibility link from the control action to the agent so that 

specific active agent would be responsible to implement the 

control action to mitigate the risks. Risk control actions should 

minimize, prevent or avoid software risks to attain the goals. 

However, the project context is important in order to identify 

and select the appropriate control action. If a project is highly 

risky from the beginning then the selected control action 

should initially focus to completely eliminate the risk. 

However, it is not always possible to eliminate the risk 

factors. The system agents such as human and other 

development components such as tools or process should be 

responsible to perform a specific task for the selected control 

action. The risk treatment considers risk threshold that is the 

specific level up to which a project can accept the risk without 

implementing any control action. Once the selected risk 

control action is implemented then we need to monitor the risk 

status until it is completely mitigated. The risk status through 

the course of development evolves. In particular, control 

actions may not effectively reduce the risks or new risk may 

be identified. Therefore, the treatment layer continues to 

monitor risks throughout the development and communicates 

with the stakeholder about the risk status by risk status report. 
 

B. Related Works 
 

The theoretical foundation of putting risk management 
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into a single framework is initially contributed by Boehm 

(Boehm, 1991). Boehm’s risk-driven Spiral model was the 

first life cycle model to integrate risk management throughout 

software development life cycle in an iterative manner. After 

wards several works focus to develop risk management 

framework such J. Kontio Riskit model (Konnito, 2001), 

Roy’s pro risk management framework (Roy, 2004). Thus far, 

some works have tackled the problem of considering risk 

management as part of the requirements phase. Boness et al. 

(Boness, 2008) contribute requirement risk mainly late stage 

in requirements engineering. Procaccino et al. (Procaccino, 

2002) identified seven early development factors and 

discussed how these contribute to the success or failure of a 

software project. There are several works which identify list 

of risk factors based on surveying experience software 

practitioner. (Islam et al. 2009) identified a list of goals and 

risk factors for offshore outsourced software projects. Schmidt 

et al. 2001 published a comprehensive list of risk factors by 

conducting Delphi survey study to the experienced project 

practitioners through three different panels located in three 

different countries. Ropponen et al. 1999 conducted a survey 

to investigate six software development risk components and 

showed how to provide assistance in addressing these 

components. 
 
In SMMICE, we follow some concepts from these approaches 

in particular to identify the early development components 

and during the development of the model. There are published 

works that look into risk factors based on surveys and 

interviews with experienced software practitioners. But less 

contribution on investigating the impact of risk management 

process into a software project. Our work introduces a goal-

driven approach for software project risk management and 

presents the results of an empirical study on its impact into a 

running software project. 

 

C. Discussion 

 

All above mentioned recommendations seem obvious, but are 

indeed difficult to spot without a systematic risk management 

practice from early development. SMMICE aims to include 

and structure activities that help the developers to identify and 

address potential problems from a holistic perspective. The 

whole SMMICE process was not implemented in particular 

risk treatment and monitoring was not executed by the risk 

management team. The results including goals, risk factors 

and recommended control actions were given to the project 

manager. 
 
        Iterative Controlled Evaluation approach for risk 

management: Iterative Controlled Evaluation approach 

guidelines and improves risk management activities. One of 

the lessons learned from the case study was that identifying 

the project riskiness and explicit identification of goals and 

risk factors made it easy to identify and assign treatments. 

Treatments were shown to be cost-effective and doable in 

practice and raised the potential project success rate to a pre-

operative level. Another lesson learned was that the 

underlying principles of SMMICE were relatively easy to 

communicate to the software practitioners, especially the risk 

and requirement analysts. Even though SMMICE was not 

fully implemented, project manager really appreciated the 

obtained result from SMMICE. The learning time for these 

experts to understand and use the model was relatively short 

due to the familiarity of the experts involved in the project 

with the concepts of goals and risks. 

 

        Integration of risk management into RE: SMMICE 

works as natural extension of the requirements engineering 

methodology used within the project, so it does not add any 

extra burden to the development activities, but rather 

contributes by adding value. Goals and risk identification 

activities can jointly be executed with requirements elicitation 

and analysis phase. The project manager agreed that without 

using early risk management approach they might discover the 

risks lately which would increase any potential loss in the 

project. It is easy to negotiate the risks and control actions 

with the management and customer representative during the 

requirements engineering. The observations made from the 

study showed that the chance for a successful project 

increases substantially if specific customer-developer 

knowledge transfer activities are undertaken as early in the 

requirements phase as possible. 

 

Limitations: Besides the benefits, some limitations were 

also observed. When it comes to the risk assessment layer, it 

became evident that the practitioners were not able to fully 

express their uncertainty using the three level qualitative 

scales for likelihood and severity estimation. The feedback 

suggests that it would be more effective and probably also 

produce more accurate estimates if the qualitative scale was 

extended to include five levels. Another related point 

observed is that it is not always possible to quantify risks, 

especially in the early stage and risks related to product 

quality, requirement error, and business specification. This is 

mainly due to the high level of uncertainty at this stage and 

the lack of solid experience data. 

 
D. Study Validity 

 
Internal Validity: Data is collected from multiple sources 

through interview, brainstorming session and project specific 

documents. Both student and project team member were 

involved in the data analysis. No co-author is directly 

involved in the empirical investigation. This certainly reduces 

the bias of the study result and affects the interpretation of 

single data source. Maturation effect was also controlled as 

the SMMICE implementation and delivered results were done 

within requirements engineering phase and did not continue 

later. As stated SMMICE was not fully implemented, this 

might influence the internal validity in a certain context. 

 
External validity: To generalize our findings, the obtained 

results were compared with the studied results. It is interesting 

to note that the identified risk factors coincide with the 
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published risk factors (Saarinen , 1996; Bannerman,2008; 

Procaccino and Verner, 2002; Ropponen,1999; Kwak and 

Stoddard, 2004). Risk factors such as: lack of domain expert,
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TABLE I 

PARTIAL CASE STUDY RESULT 

    
Goals Risk factors Events Treatments 

Successfully system upgrade Lack of domain expert Erroneous requirements Employ domain expert 
Complete project in estimated Lack of knowledge Unclear vision Collect adequate 
budget Incomplete requirements Increase complexity information 
High reputation Wrong user involvement and volatility Right user involvement 
Clear scope and deliverables Inadequate release plan User dissatisfaction Revision of release plan 
Complete information Unclear system vision Poor  release plan Revision of system vision 

System usage Compliance with  act  Increase frozen 

Error free requirements Poor documentation  requirements 

 

 

requirements problems, and unclear vision are also common 

in other studied results. Risks relating to requirements seem to 

be a cross development context problem and therefore 

independent from the local context. However, poor 

documentation and release plan are this study specific. It is 

also important to look into the stability of the questionnaires 

during the interview session. In particular, it is important that 

all participants clearly understand the questions to provide 

unambiguous answers. We have tried to control this bias by 

spending time on explaining the key terms and concepts of the 

questionnaires as part of the brainstorming session. 

 

VI. CONCLUSION 

 
The paper presents SMMICE, a modeling framework to 

manage software project risks at early development stage. 

Using a holistic goal-driven approach for risk management 

and its explicit integration into requirements engineering, risks 

are assessed and managed up-front so that subsequent 

development can effectively complete the specific tasks for 

successfully project completion. SMMICE includes goals as 

the objectives, expectations and constraints from the 

development components by focusing on the project success 

factors for the risk management. The SMMICE approach has 

been evaluated by implementing it in a running development 

project. The model considers goals beyond schedule, budget 

and quality and realizes the importance of motivating project 

stakeholders in particular customer/user to take an active part 

in the software project. It focuses on the non-technical 

components such as project execution, customers/ users, 

project participants and usage environment, along with the 

technical components such as development process, system 

specification and tools as a holistic view for the risk 

management. The results of this case study demonstrated the 

importance of being specific when it comes to the project 

goals and stakeholder interests, as well as the composition of 

the development team. The study also showed that by 

structuring goal and risk identification, it was easy to assign 

effective treatment actions. We have yet to show evidence of 

the true scalability of the SMMICE model. This is part of 

future work. We also plan to continue evaluating the model 

within the development context that it is tailored for and to 

investigate how it can be applied outside this context. 
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ABSTRACT: 

 Medication reviews collect from patients over the internet. All reviews are helpful for 

drug discovery using aspect mining environment process. Previous approaches are discovering 

limited clinical trial for post marketing. Detection of drug reactions is the most important task in 

pharmaceutical industry. Here major challenge is mining of short and noisy reviews.  

 In this paper mining of drug reviews using probabilistic aspect mining model 

environment. Probabilistic aspect mining model describes and identify class labels based reviews 

classification. Select class label identify suitable reviews and form as a group. Same process of 

execution we can apply for different classes. It can be helpful for control the mixed aspects of 

reviews. Finally we display easily each and every aspect of reviews efficiently.  

KEYWORDS: aspect mining model, probabilistic model, class labels, classification, reviews, 

aspects, internet. 

I.INTRODUCTION 

 Discussion forums, blogs are good 

sources to collect diseases related reviews 

information from patients.  Current many 

numbers of applications extracting useful 

information is available as a major problem 

and difficulty also. Opinion mining extracts 

information from large amount of text 

opinions. Previously various mining 

approaches are extracting useful 

information. These approaches are not 

helpful to provide user expected and needed 

information effectively. 

In this paper we can use the opinion 

mining and sentiment analysis concepts to 

extract useful information from large 

amount of reviews content. Here some other 

different algorithms are design for extracting 

some more useful content like age wise and 

other features based also. Its most helpful 

for patients to suggest the drugs.  
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Finally we can conclude current 

section; next sections consist of different 

algorithms discussion related to existing and 

proposed system.   

II.RELATED WORK: 

Opinion mining has been an 

emerging research field in text analytics in 

recent years. It is related people opinions 

computational study. Different kinds of 

platforms are available as a source to 

express and share people’s opinion. Vast 

amount of opinions are placed in the form of 

different formats. Those formats are 

reviews, blogs, tweets etc,. So we need 

effective systems for evaluation of opinions 

and generate accurate results.     

 

Fig1: Different Possibilities of 

opinion mining task 

First approach is frequency based 

approach. It extracts high frequency noun 

phases which are available from reviews as 

aspects. But all number of aspects has no 

relationship. These reviews were not 

meaningful and useful. Again we introduced 

as a relational based approach. It can 

recognize sentimental relationship results 

from reviews. The above two approaches 

was not suitable for drug reviews. These 

approaches are not generating semantic 

meanings aspects information. 

Next here topic modeling techniques 

are popular. These techniques are applied on 

different aspects of messages. Topic 

modeling identifies aspects based on the co-

occurrences of words in reviews. Particular 

topic related same aspects of messages are 

group here. Group of co-occurrences words 

probabilities we should calculate here.  

Consider probability perform sorting 

operation on topic related words 

information. Sorting words are categorized 

into two classes. 1. High probability words 

2. Low probability words information. High 

probability words are high correlated and 

semantic words. This is one of the way to 

select same sentiments information 

efficiently.     

Other different aspect based mining 

techniques are designed by the different 

authors. These new authors are introduces a 

new topic modeling approach. Topic 

modeling approaches works on supervised 
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label information. Other algorithms are 

ready to work on other different properties.  

These are the things related to probabilistic 

algorithms.  

Deterministic algorithms we can 

design for topic modeling environment. 

Algorithm extracts relevant features and 

display into a matrix. Matrixes decompose 

into two low rank matrices again. Apply 

supervised steps finally we can recognize 

closest information. Other different 

probabilistic models are found the aspects 

are correlated class labels information. 

Finally we can remove mixed content 

related information. After display all 

contents in the form different classes. All 

different classes are not useful.  

III.PROBLEM STATEMENT: 

 In this paper we can find aspects 

related to different segmentations of data. 

Those different segmentations of data are 

related different age groups and other 

attributes also here. Different age groups 

content work is more useful. It expresses 

action of each and every keyword clearly.  

Finally we can display list keywords 

information and actions also as a final 

output. Second step we can consider the 

input as a sentences. All sentences also we 

can process and provide summarize results 

which is more useful and semantic. All users 

can understand the summarization greatly. 

IV.PROPOSED METHODOLOGY 

IMPLEMENTATION 

 Here we propose a probabilistic 

model for finding aspects which is 

correlated to class labels. Previous 

discussions one class related correlated 

aspect messages recognized here. Those 

words were not meaningful. Now here we 

focus on aspects identification on different 

class labels. Those mixed class labels of 

aspects are avoid in this paper effectively.  

Each and every class aspects we can find out 

individually. All reviews we can group 

based on class label.  

 Anyway differentiating reviews 

perform based on different classes. Identify 

class related aspects reviews and send to 

target class. These reviews are more helpful 

for customers are users. Here we design 

aspect sentiment analysis model. 

Architecture divides into different phases. 

Those phases are  

1. Reviews collection 

2. Pre-processing 

3. Feature extraction 

4. Co-reference resolution 

5. Subject based classification 

6. Opinion words identification 

7. Orientation detection 
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Fig2: proposed aspect sentiment analysis 

model 

Reviews collection: 

Collect reviews about drugs from 

online website and prepare as a data set. 

After preparation of data set then perform 

sentiment data analysis. Download all 

opinions and reviews from reviews 

collection module. All collected reviews we 

can store into database.  

Pre processing: 

This is second step for filtering 

reviews, improve accuracy and also avoid 

unnecessary overhead issues also. Here we 

can perform the opinion mining process.  

Step1: stop words removal 

Step2: before sentiment analysis we 

can remove like numbers and symbols also.  

The above steps are helpful to perform faster 

opinion mining process. 

Feature Extraction: 

Identify the features as a single word 

or phrase. Identify the domain specific 

features based on feature dictionary.  

Manually we can add known features of a 

drug and create sentiment profile 

environment solution. This sentiment profile 

also we can store into database as a meta 

Data information. 

Co-reference resolution: 

Identify the entities related reference 

information. It controls unnecessary number 

of irrelevant phases from total phrases.  

Finally we can extract co-reference related 

sentences information. We can change the 

words in sentences then it’s possible to 

resolve the problem efficiently.  

Subjectivity Classification: 

All reviews are not consisting of 

opinions. Analyzation of all sentences then 

we can go for subject based categorization 
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as an opinion sentences and non-opinioned 

sentences. Subject based sentences are 

classified based on object. Next one more 

step classifies the sentences based on feature 

dictionary.      

Opinion words identification: 

Opinion words are normally verb, 

adverb and adjective which express the 

polarity like positive and negative. Identify 

the features based on dependency words 

categorization. It is most helpful for 

extracting extra features information. Here 

parser classifies sentences based aspect wise 

in our implementation process.   

Orientation Detection: 

Calculate the score about positive 

and negatives sentences information.  

Calculate sentence level of score of the 

opinion by analyzation of each sentence. 

Finally we can display overall score of each 

feature. 

V.RESULTS AND DISCUSSION 

 Performance analysis can be done 

based on text analysis environment. Text 

analysis performs based on class labels and 

words content. Different algorithms shows 

different accuracy results based on point 

wise mutual information.  

 

Table1: accuracy related different 

algorithms  

   

Fig3: performance graph 

VI.CONCLUSION AND FUTUTE 

WORK 

Proposed algorithm for mining 

aspects based class labels and sentiment 

words. This model gives less reviews 



   INTERNATIO NAL JOURNAL O F MERGING TECHNOLOGY AND    ADVANCED RESEARCH IN COMPUTING  

                                                                                                                  ISSN: 2320-1363 

  6 
                                                                        

 

information related to each and every aspect.  

It can perform based segmentation model 

environment process based age groups and 

other attributes also. 
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Abstract: Cloud-helped versatile (health) observing, which applies the across the board portable correspondences and 
distributed computing advancements to give input choice backing, has been considered as a lobbyist way to deal with 
enhancing the quality on both customers' protection and licensed innovation of checking administration suppliers, 
which could dishearten the wide selection of mHealth innovation. This venture is to address this essential issue and 
outline a cloud-helped security safeguarding portable health observing framework to ensure the protection of the 
included gatherings and a recently proposed key private intermediary re-encryption are adjusted to move the 
computational unpredictability of the included gatherings to the cloud without trading off customers' security and 
administration suppliers' shows the adequacy of our exhibits the viability in distributed computing environment.. 
Keywords------ Healthcare, key private intermediary re-encryption, Mobile Health (Mhealth), Outsourcing 
Decryption, Privacy. 

I. INTRODUCTION 

Plan of action in distributed computing, which would Wide organization of mobile phones, for example, 
advanced mobile phones furnished with minimal effort sensors, has as of now demonstrated incredible potential in 
enhancing the nature of social insurance administrations. Remote portable health observing has as of now been perceived 
as a potential, as well as an effective illustration versatile health (mHealth) applications particularly for creating nations. 
The Microsoft dispatched venture "MediNet" was intended to acknowledge remote checking on the health status of 
diabetes and cardiovascular infections in remote regions in Caribbean nations. In such a remote mHealth observing 
framework, a customer could convey versatile sensors in remote body sensor systems to gather different physiological 
information, for example, circulatory strain (BP), breathing rate (BR), Electrocardiogram (ECG/EKG),  peripheral 
oxygen saturation (SpO) and blood glucose. Such physiological information could then be sent to a focal server, which 
could then run different web medicinal applications on this information to return opportune exhortation to the customer. 
The applications may have different functionalities extending from rest example analyzers, works out, physical action 
aides, to heart investigation frameworks, giving different restorative counsel. Also, as the rising distributed computing 
innovations develop, a feasible arrangement can be looked for by consolidating the product as an administration (SaaS) 
model and pay-as-you-go permit little organizations (social insurance administration suppliers) to exceed expectations in 
this human services market. It has been watched that the reception of mechanized choice bolster calculations in the 
cloud-helped mHealth observing has been considered as a future pattern. Tragically, despite the fact that cloud-helped 
mHealth observing could offer an awesome chance to enhance the nature of medicinal services administrations and 
conceivably diminish social insurance costs, there is a hindrance in making this innovation a reality. Without legitimately 
tending to the information administration in an mHealth framework, clients‟ security may be extremely broken amid the 
gathering, stockpiling, conclusion, and correspondences and computing. A late study demonstrates that 75% Americans 
consider the protection of their health data essential or critical. It has additionally been accounted for that patients‟ 
readiness to get included in health observing system could be extremely brought down when individuals are concerned 
with the protection break in their deliberately submitted health information. This security concern will be exacerbated 
because of the developing pattern in protection ruptures on electronic health information. Despite the fact that the current 
security laws, for example, HIPAA (Health Insurance Portability and Accountability Act) give standard assurance to 
individual health record, they are for the most part considered not appropriate or transferable to distributed computing 
situations [6]. Also, the present law is more centered around insurance against ill-disposed interruptions while there is 
little exertion on shielding customers from business gathering private data. In the interim, numerous organizations have 
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critical business intrigues in gathering clients‟ private health information and imparting them to either insurance 
agencies, research establishments or even the administration offices. It has likewise been shown that security law couldn't 
generally apply any genuine assurance on clients‟ information protection unless there is a compelling system to 
implement confinements on the exercises of social insurance administration.  

 

 

 

Figure 1 SYSTEM ARCHITECTURE 

. 

A. SYSTEM MODEL AND ADVERSARIAL MODEL 

To encourage our dialog, we first expound our cloud helped mHealth observing framework (CAM). CAM 
comprises of four gatherings: the cloud server (essentially the cloud), the organization who gives the mHealth observing 
administration (i.e., the medicinal services administration supplier), and the individual customers (just customers), and a 
semi-trusted power (TA). The organization stores its encoded observing information or system in the cloud server. 
Singular customers gather their medicinal information furthermore, store them in their cell phones, which then change 
the information into characteristic vectors. The property vectors are conveyed as inputs to the checking project in the 
cloud server through a portable (or savvy) gadget. A semi-trusted power is in charge of conveying private keys to the 
singular customers and gathering the administration charge from the customers as per a certain plan of action, for 
example, pay-asyou- go plan of action. The TA can be considered as a coconspirator or a administration specialists for an 
organization (or a few organizations) and in this way imparts certain level of common enthusiasm to the organization. 
Then again, the organization and TA could plot to acquire private wellbeing information from customer data vectors. We 
expect a unbiased cloud server, which implies it neither plots with the organization nor a customer to assault the other 
side. This is a sensible model since it would be in the best business enthusiasm of the cloud not to be one-sided. We 
concede that it stays feasible for the cloud to intrigue with different vindictive elements in our CAM, and we leave the 
CAM outline under these more grounded models as future work. We additionally don't expect that an individual 
customer connives with different customers. Our security model does not consider the conceivable side-channel assault 
because of the co-residency on shared assets either since it could be moderated with either framework level insurance or 
spillage strong cryptography. CAM expect a legitimate however inquisitive model, which suggests all gatherings ought 
to take after the endorsed activities and can't be self-assertively noxious. In the accompanying, we quickly present the 
four noteworthy steps of CAM: Setup, Store, Token Gen and Query. We just represent the usefulness of these parts in 
this segment while leaving the subtle elements in later segments. At the framework instatement, TA runs the Setup stage 
and distributes the framework parameters. At that point the organization first communicates the stream diagram of the 
mHealth checking system as a spreading program, which is encoded under the particular coordinated stretching tree. At 
that point the organization conveys the subsequent figure content and its organization file to the cloud, which relates to 
the Store calculation in the setting. At the point when a customer wishes to question the cloud for a certain mHealth 
observing program, the i-th customer and TA run the Token Gen calculation. The customer sends the organization record 
to TA, and after that inputs its private question (which is the property vector speaking to the gathered wellbeing 
information) and TA inputs the expert mystery to the calculation. The customer acquires the token relating to its question 
information while TA gets no valuable data on the individual question. Amid the last stage, the customer conveys the 
token for its question to the cloud, which runs the Query stage. The cloud finishes the major computationally escalated 
errand for the client‟s decoding and returns the somewhat unscrambled figure content to the customer. The customer then 
finishes the remaining decoding errand subsequent to accepting the incompletely unscrambled figure message and 
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acquires its unscrambling result, which relates to the choice from the observing project on the clients‟ info. The cloud 
acquires no helpful data on either the client‟s private question info or unscrambling result in the wake of running the 
Query stage. Here, we recognize the inquiry information protection rupture as far as what can be surmised from the 
computational or correspondence data. CAM can keep the cloud from deriving valuable data from the client‟s inquiry 
information or yield comparing to the got data from the customer. Be that as it may, the cloud may in any case be ready 
to reason side data on the client‟s private inquiry information by watching the client‟s access design. This issue could be 
determined by careless RAM strategy. 

 

Figure 2  Branching program 

A. Branching Program 

In this segment, we formally portray the stretching programs, which incorporate double arrangement or choice 
trees as an extraordinary case. We just consider the double stretching program (as demonstrated in Fig. 1) for the 
simplicity of work following a private question convention in light of a general choice tree can be effectively gotten from 
our plan. Let v = (v1 ,… , vn) be the vector of clients‟ traits. To be more particular, a property part vi is a linking of a 
trait file and the particular property estimation. Case in point, A||KW1 may relate to "circulatory strain: 130". Those with 
a blood weight lower than 130 are considered as typical, and those over this edge are considered as hypertension. Every 
quality worth is a C-bit whole number. In this paper, we pick C to be 32, which ought to give enough accuracy in most 
handy situation. 

II. PROPOSED SYSTEM 

In this paper, we propose another secure and protection safeguarding artful figuring system, called CAM, to address 
this test (fig 2). With the proposed CAM structure, every therapeutic client in crisis can accomplish the client driven 
protection access control to permit just those qualified assistants to take an interest in the shrewd figuring to adjust the 
high dependability of procedure and minimizing protection exposure in m-Healthcare crisis. We present an effective 
client driven security access control in CAM structure, which is taking into account a trait based access control and 
another security saving scalar item processing (PPSPC) system, and permits a therapeutic client to choose who can take 
part in the sharp processing to help with preparing his staggering information. 

A. SYSTEM MODEL 

In medicinal services mindful social insurance advantages of our framework, a faculty restorative at the inside that is 
considered reliable is for introducing and controlling the whole framework. A client who wishes to get the versatile 
human services framework registers him as a medicinal client under a specific human services focus, and after that a 
medicinal expert looks at the client and creates his wellbeing profile Based on the wellbeing profile, the clients are then 
given with the specific sort of information, for example, heart rate, glucose level and different materials. Once being 
furnished with the sensors the clients can move anyplace not at all like in doctor's facility. The sensors start to gather the 
detected information and transmit them to the user‟s advanced cell which is then transmitted to the wellbeing 
consideration focus. The s the advanced cell assumes an essential part in portable observing of patients. The advanced 
mobile phones are utilized for different purposes, the force of the advanced mobile phone may not be adequate under 
crisis circumstances. Consequently we make utilization of artful figuring where at whatever point a therapeutic client is 
in crisis other therapeutic clients in the close-by territory can contribute their asset. 

B. INITIALIZING SYSTEM 
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As indicated by our work, the individual at the human services focus is in charge of introducing the whole 
framework. The power at the medicinal services focus creates the bilinear parameters () by running gen (sp) utilizing the 
security parameter (sp).He likewise chooses the encryption calculation that is to be utilized, two safe cryptographic hash 
capacities H and H', two irregular components (h1, h2) in G1 is picked additionally the expert key is chosen by picking 
two irregular numbers (a, b) that has a place with Zq. Utilizing the above components the power figures x=H (an), A=ga, 
e (g, g) b. The expert key (a, x, b) is kept subtly and the remaining parameters are uncovered parameters=(q,g,G,GT 
,e,H,H‟,h1,h2,A.e(g,g) b, Encryption ()). The medicinal client MUi is analyzed completely and based on this a wellbeing 
profile is produced by the clients are given sensors and the fundamental restorative programming is introduced in the 
clients Smartphone. 

C. HEALTH MONITORING UNDER NORMAL  

The therapeutic client MUi picks the present date CD and processes the session key (ski), Ski=H (ki||CD) and is 
given to the sensors and Smartphone. The information, rdata gathered for at regular intervals by the sensors are 
scrambled utilizing the session key, Encryption (ski, rdata||CD) to the Smartphone utilizing Wi-Fi innovation. The Wi-Fi 
innovation expands the scope. The Smartphone on accepting the scrambled information utilizes the session key(ski) to 
unscramble the information in order to handle the rdata after which the information is sent to the social insurance focus 
utilizing 3G innovation MUi||CD||encryption(ski, data||CD). The power in the wake of getting the prepared information 
utilizes the expert key (x) for figuring MUi‟s mystery key ki=H (MUi||x) and utilizes this to register ski=H (ki||CD).This 
session key is utilized to recuperate the handled information data||CD from scrambled (ski, data||CD).The date is 
amended and the power sends the handled information to the restorative expert 

D. HEALTH MONITORING UNDER EMERGENCY SITUATION 

At the point when MU0 faces a crisis, for example, unusual bring up in the pulse and gets to be oblivious, then the 
power at the social insurance focus screens every one of these progressions and act to this circumstance promptly by 
sending the medicinal expert as per the medicinal user‟s need. Before the entry of the restorative expert the client must 
be checked consistently for which the user‟s Smartphone obliges high power for transmitting the user‟s wellbeing in 
configuration particle because of which numerous chances the assets in the user‟s Smartphone may not be a sufficient. 

III. CONCLUSION 

In this paper, we outline a cloud-helped security safeguarding portable well being checking framework, called 
CAM, which can adequately ensure the protection of customers and the licensed innovation of mHealth administration 
suppliers. To ensure the clients‟ security, we apply the mysterious Boneh–Franklin character based encryption (IBE) in 
medicinal symptomatic stretching projects. To decrease the decoding unpredictability because of the utilization of IBE, 
we apply as of late proposed unscrambling outsourcing with security insurance to move customers „pairing calculation to 
the cloud server. To secure mHeath administration providers‟ programs, we extend the using so as to spread system tree 
the arbitrary change and randomize the choice limits utilized at the choice fanning hubs. At long last, to empower asset 
compelled little organizations to take an interest in mHealth business, our CAM outline helps them to move the 
computational weight to the cloud by applying recently created key private intermediary re-encryption method. Our 
CAM has been demonstrated to accomplish the outline objective. 
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ABSTRACT─ An algorithm intended for unidentified allocation of confidential information in the midst of 
party is urbanized. This method is used iteratively in the direction of allot these nodes ID numbers range 
from 1 to N. This assignment is unidentified during that the identities expected are anonymous to the 
additional member of the group. Conflict to the agreement between other members is confirmed during 
sequence theoretic intellect while personal communication channel are used. This assignment of series 
information allots new multipart numbers to be collective and have the application to new problems in 
privacy preserve information removal, collision avoidance during evidence contact. The obligatory 
computation is scattered without using a trusted central authority. 
Index Terms— Anonymization in addition to deanonymization, multi-social gathering, privacy preserving 
data mining, privacy protection. 

 
 

I.  INTRODUCTION 

The reputation of the internet as announcement standard whether meant for private or commerce utilize 
depends in part on it maintain for an unidentified statement. Businesses also include genuine reason toward the 
employee during unidentified statement as well as shun the penalty of individuality exposure. Assume, the 
direction of agree distribution of review information lacking instructive the individuality of the being the 
essential information is related through, or toward defend whistle-blower’s accurate to be unidentified along 
with complimentary on or after biased or cost-effective retributions[1]. 
Cloud-based website managing tools [2] supply capability designed for a server headed for incognito confine 
the visitor’s network measures. The crisis of allocation confidentially apprehended information so as to folks 
those who are subject to the information cannot survive recognized has been researching expansively [3]. 
Researchers include moreover investigate the significance of obscurity along with confidentiality during 
different application domain: patient medicinal reports [4], electronic vote [5] social networking [6], etc.  
These build an algorithm intended for allotment simple integer information scheduled a secure sum. The 
allotment algorithm resolve survive use in all iteration of the algorithm for anonymous ID assignment (AIDA). 
This anonymous ID assignment algorithm along with the variant to discuss, know how to involve a variable 
and a boundless integer of iterations. Finitely- confidential algorithms designed for anonymous ID assignment 
discuss during conclusion. Increases the limitation in this algorithm resolve and reduce a number of probable 
rounds. But, the central algorithm require solve a polynomial through coefficients in use since a limited 
position of integer modulo a principal. The assignments restrict the intensity to which S be capable of virtually 
raised. Illustrate here detail how to find a standard integer of essential round.  

II. EXISTING METHODOLOGIES 

Existing and innovative algorithms for allocate unidentified IDs are examine from beginning to end esteem 
toward trade-offs among statement along with computation necessities. The new algorithm is built scheduled a 
secure sum information removal procedure with Newton identity and Sturm theorem. An algorithm used for 
disseminated consequence of confident polynomial’s more than limited field enhances to scalability of an 
algorithm’s. Markova sequence representation is utilized in the direction of locating data scheduled the integer 
of iteration mandatory, along with processor algebra give congested outline consequences intended for the 
conclusion charge. 
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III. PROPOSED SYSTEM 

An algorithm intended for unidentified allotment of personal information between parties is urbanized. This 
method is used iteratively in the direction of allot those node identification numbers range start 1 to N. This 
project is unidentified during to the identity expected be anonymous headed for additional member to this 
group. Conflict toward the agreement between additional components is confirmed in sequence theoretical 
intellect while personal statement channel be use. This project of sequential information allow additional 
composite information toward mutual also have the application for new troubles in confidentiality preserve 
information taking out, conflict prevention during interactions and spread catalog access. An essential 
computation is scattered lacking by means of a trusted central authority. 
 

IV. AN ANALYSIS OF SECURE SUM 

Assume that, a set of hospital by way of personage database craving to add and divide up single the common 
information article, same as more number of hospital-acquire infection, absent informative the charge to these 
statistics article used to a few constituent  assembly. Accordingly, N node n1 ,n2 …..nN , include data items d1 , 
d2 …. dN , and need to subtract and divide up only the whole value T  =d1+d2+….+dN .  The secure sum 
algorithm allow here sum T to collect by way of some guarantee of obscurity. Suppose the semi-honest replica 
an isolation preserve information removal [7]. Underneath the replica, every knob resolution pursue the 
regulations of the procedure, it could utilize several data it see throughout every completion of these procedure 
to conciliation protection. Every pair of node should contain a protected statement guide available, although 
source concentrated, secure sum algorithms are constructed. The next algorithm, the efficient headed for take 
the principles as individual numeral for initial analysis. 

 
 
Prearranged node’s every share a data item di starting the finite represent Abelian cluster, allocate the 
significance T = ∑ di between the node’s devoid of illuminating a principles.  
1) Every node ni , i =1,..,N select random value ri,1,….,ri , N  such that  

ri, 1+...+ri , N =di 

2) Every “random” value ri,j is transmitted starting nodes ni…. nj. An amount of every random numbers ri,j  are, 
certainly, the totality preferred T.  
3) Every node nj total every arbitrary standards expected as: 

Sj  = r1, j+...+rN, j 
4) Currently every node basically broadcast to every additional node thus with the purpose of each node can 
compute: 

T = s1 +.... + sN 

V. HOW TO DISCOVER AN AIDA 

A simple algorithm for discovering an anonymous ID assignment, which include more than a few variant 
depends resting on the alternative from information allocation process by below steps. At single step, arbitrary 
integers before “slots” among 1 and S are ideal through all nodes. A nodes location determination unwavering 
through its location surrounded by the selected slot although, supplies essential be through for impact. The 
limitation S be supposed to be select so that S ≥ N.  
Given nodes n1,….., nN, use distributed calculation (without central authority) to find a unidentified indexing 
combination s : {1,…..,N}→{1,….,N}easy. 

1. Position an integer to assign node A= 0. 
2. Every unassign nodes ni choose an random number ri from sort 1 to S. A nodes assign in a previously 

about choose ri = 0. 
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3. The arbitrary statistics is collective incognito. One scheme for liability this was prearranged in. Select 
the common value in q1 ,……, qN . 

4. Let q1,…,qk represent an revise list of mutual value through replica with zero value fully impassive 
where K is the integer of single arbitrary value. The nodes ni that drew single arbitrary numbers then 
resolve their si guide beginning the point of their arbitrary integer in revise record as it would emerge 
behind individual sort: 

 
5. Renew the integer of node assign: A= A+ k. 

VI. THE COMPLETION RATE AFTER R ROUNDS 
 
Two nodes capacity compose the same choices of arbitrary data, or slot when they resolve a term during 
segment. Only one can  refuge to inclusive transfer a N nodes by using S potential used for slot otherwise 
arbitrary integer choice and R rounds will transpire by smallest amount a preferred probabilities  PS= s (R, N) 
=P(R, N). The limit S will normally be completely set to S = s by its exception in this segment. The person 
who reads may examine that estimate the number of research finished in single around is in concentrate the 
well-known birthday crisis. The related approach include be use toward calculate bound used for crisis and 
additional [8], [9]. 
Currently, illustrate how to calculate the probability P(R, N). When initial step, consider the possibility  p(N, A, 
C) to that particular round, initial through N node’s and s slot, consequences during assignment A and C slot by 
the conflict when folks slot contain be choose through one other node. Statement to Z = s - A – C is no (zero) 
integer node of that slot have selected. The repetition associations verify p (N, A, C).  

 
For efficiency, the values p (N, A, C) require to be cached through computation. But N, the possibility to begin 
with N node and s slot, accurately after single round A assignments include be finished: 

P N, A =   

 

 
 
The matrix P (N) gives the conversion probability for a particular around of AIDA initial with N nodes and 
conclusion with N - A nodes yet to be assigned.  
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VII. ARITHMETICAL COMPLETION STATISTICS 

For various function, the formula contributes an appropriate respond. But, the rich inscription on interesting 
Markov shackles and the availability of computer algebra correspondence present several additional 
possibilities for investigation. To conclude an enviable value used for an integer of slot “S = s” individual be 
able to obtain benefit of the fact to the probability pN, A represents table when normal function of the integer of 
slot S = s. In detail P (N) be the upper, left-hand corner of an unbounded prevailing conditions P. When N is 
small, the entry, which has refusal perceptible model, can be considered by a processor arithmetical enclose 
since the repetition relation compliant. 
 

 

VIII. CONCLUSION 

The very similar comparable crisis of mental poker was shown to contain no such solution with two players 
with three cards. The disagreement can easily extend to, e.g., every two sets of N collude players through a 
deck of 2N+1 cards quite than our deck of 2N cards. 
During compare to limits on achievement time improvement at earlier work, our prescription gives the 
anticipated achievement time exactly. Assumption the asymptotic procedure of consequence 9, based on the 
computational occurrence, to be a true upper bound.   
The entire noncryptographic algorithms be widely replicated, along with that the present work does present a 
based upon   implementation can be constructed. The communication requirements of the algorithms depended 
a lot in the essential execution of the selected secure sum algorithm. In some cases, absorption of the two 
layers cans consequence in reduced overhead. 
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ABSTRACT—.Data distribution is vital process in cloud storage space. In this account, we demonstrate how 
to securely, proficiently, and flexibly distribute the data with others in cloud storage space. We represent 
new public-key cryptosystems which generate constant size cipher texts such that efficient allocation of 
decryption rights for any group of cipher texts is possible. The oddity that one can combine any group of 
secret keys and makes them as a fixed agreement as a single key, but all-encompassing the power of all the 
keys being grouped. In other words, the secret key owner can liberate constant-size aggregate key for 
flexible selections of cipher text arranged in cloud storage space, but the other encrypted records outside the 
group remain secret. This compact aggregate key can be efficiently sent to others or be stored in a well-
dressed card with very limited secure storage space. We contribute recognized study of our systems in 
standard model. We also explain other function of our systems. In particular, our systems give the first 
public-key patient-controlled encryption for flexible organizations with a scale of positions, which was yet to 
be recognized. 
Index Terms— Cloud storage, data sharing, key-aggregate encryption, patient-controlled encryption 
 

I. INTRODUCTION 

Cloud computing is considered the next step within the evolution of on-demand information technology which 
mixes a collection of existing and new techniques from analysis areas such as service-oriented architectures 
(SOA) and virtualization. With the speed development of versatile cloud computing technology and services, it 
is routine for users to influence cloud storage services to share information with others in an exceedingly friend 
circle, e.g., Drop box, Google Drive[1] and AliCloud. The shared information in cloud servers, however, 
sometimes contains users sensitive data such as personal profile, money information, health records, etc. and 
should to be protected.  
 
As the ownership of the information is separated from the administration of the cloud servers will migrate 
user’s information to the alternative cloud servers by outsourcing or share them in the cloud storage. Therefore, 
it becomes a huge challenge to protect the privacy of this shared information in cloud, especially in cross-cloud 
and big data atmosphere. So as to fulfill this challenge, it is necessary to design a comprehensive solution to 
support user-defined authorization period and to provide fine-grained access control throughout this period 
.  
Data cryptography mainly is the scrambling of the content of the data, like text, image, audio, video to make 
the data unreadable, invisible or unusable throughout transmission or storage is termed encryption. And main 
aim of cryptography is to take care of data sensitive from invaders. The opposite process of obtaining back the 
original data from encrypted data is decryption that restores the original data. To encrypt data at cloud storage 
each symmetric-key and asymmetric-key algorithms are used. It is having serious problems whereas handling 
vast database and transactions.  Public-key cryptography, conjointly called asymmetric cryptography, may be a 
category of cryptographic protocols supported algorithms that need two separate keys, one among them is 
secret (or private) and one among that is public. Though totally different, the two components of these keys are 
mathematically joined. The general public keys used, for instance, to encrypt plaintext or to verify a digital 
signature; whereas the personal keys are used for the alternative operation, in these examples to decrypt cipher 
text or to make a digital signature. 

1. The cost and complexities concerned usually increase with the quantity of the decoding keys to be shared. 
2. The encryption key and decryption key are totally different in public key encryption. 
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3. Concerning accessibility of data, there is a sequence of cryptographic method that go as way 
as permit a third-party assessor to check the provision of data on behalf of the information holder without 
leaking something regarding the data or without compromising the information holder ambiguity. 

4.Regarding file availability, there are cryptographic schemes that allow a third person actuary to check the 
availability of files on instead of information holder lacking any information reveal[2] or lacking  identity of 
information holder[3]. 

 
II. RELATED WORK 

Cryptographic key assignment theme aim is to reduce the value in aggregation and organizing secret key for 
general use of cryptography. By tree structure, key for a given branch use to get descendents nodes key. 
Presently allowing parent key all descendent nodes key implicitly granted. Sandhu[4] projected technique for 
generating tree hierarchy of interchangeable key by mistreatment repetitious application of one method 
operates. The concept generalized from tree to graph. Advanced cryptosystem key assignment technique is 
support access that may be sculptural by cyclic or acyclic graph. Several schemes produce keys for symmetric- 
key cryptosystems, even several key derivations requires standard arithmetic utilized in the general public key, 
which are typically dearer than traditional “symmetric key operations” like pseudorandom functions. Yan Sun 
projected multi cluster key management scheme that achieves stratified access management with integrated 
key graph and multi cluster key management scheme. Benaloh gift an encoding theme for sharing additional 
keys in broadcast state of affairs. 
 
A. Encryption Key Strategy 
An encryption plan which is initially outlook for briefly transmits huge bulk of keys in produce situation. The 
development is basic and quickly survey its key inference handle at this point used for a strengthen depiction 
about which persist affective alluring possessions we need to attain to. The deduction of input for an 
arrangement of module is as takes after. The combined value is picked wherever p plus q are both vast uneven 
most important. An expert anonymous input is picked at arbitrary. Every group be connected with a particular 
prime. The entire these primary statistics could placed within general population framework factor. The 
consistent volume input designed for a rest could be produced. Designed for the individuals which user has 
assigned the entrance rights for Sˈ can be created. In any case, user has planned for the secret code location. 
The satisfied supplier requests toward obtain the relating mystery keys to encode information, this request does 
not appropriate. Since strategy be utilized in the direction of produce mystery esteem as opposed to a couple of 
open/major input, tendency has vague by what method relate to this thought for open type encipher plan. At 
long last, we take note with the aim of here be plans who’s attempt to lessen the key volume designed for 
accomplishing confirmation in similar code  creation, On the other hand, offering of decoding force is not a 
worry in these plans. 
 
B. Compact Key in Identity-Based Encryption 
Identity based cryptography theme is a form of the general public key cryptography. During this the general 
public key of user about as string-identity of user. Within the IBE non-public Key Generator that holds a 
master secret key and problem is to other user as per their identity. The user World Health Organization code 
the message will take public parameter and identity of user to decrypt message. The recipient rewrites cipher 
text victimization own secret key. 
Guo et al[5]. tried to make IBE with key aggregation. One among their technique assumes random oracle 
however different one not. Significantly their aggregation of key comes at expense of the dimensions for both 
cipher text and public parameter. This will increase the value of storing and transferring cipher text, that is not 
sensible in some conditions. In fuzzy IBE, one individual secret key will rewrite cipher text underneath 
multiple identities that area unit pass on additional metric area, however not for random locate of separate and 
it will not match with key aggregation plan. 
 
C. Other Encryption Scheme 
Primarily characteristic based coding permits every encrypted text to be connected with feature, and therefore 
the master secret key possessor will take away secret key for a policy of this feature so encrypted text is 
decrypted by this key if it is related attributes match to rule. In ABE important issue is collision-resistance not 
the compression of secret keys. The vary of the encrypted text is not fix.  A PRE scheme allow Alice to 
delegate to the server ability to convert cipher text encrypted beneath own public-key ones bob. The Proxy Re-
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encryption PRE technique is accepted to various applications. Using PRE theme solely shift the 
secure key storage demand from delegatee to proxy. Thus it's not appropriate to let proxy reside in storage 
server. It will not appropriate therefore every coding desires individual interaction with proxy. 
D. Construction of KAC 
Boneh et a[6]l. gift collision-resistant broadcast encryption theme by discrimination this essential theme is 
designed. Their technique is maintain fixed-size secret keys, each key solely has 

1. Encryption: output cipher text 
2. Extract 
3. Decrypt: Output message 

The coding may be done additional expeditiously. To make extended theme best completely different cipher 
text categories suggested for numerous functions opposite to completely different public keys. This key 
extension approach can even regard key update method. Suppose a secret Key price is compromised. Then we 
will replace it with new key price. The less aggregate key size decreases communication overhead for 
transferring the new key. 
 

III. FRAMEWORK 

The information holder builds the general open structure bound over set of connections and produce a public 
secret key over  Key Gen. Information could often encoded via encipher by any person an agency additionally 
make a decision what cipher text category is belongs to the plaintext information to be encoded.  Information 
holder will develop the major-private key is to get a mixture decipher key for a collection of cipher text classes 
over Extract. The initiated inputs are often moved toward delegates firmly through secure electronic mail or 
protected machine. Completely, several clients with cumulative key will decipher either secret message text 
providing the secret message category is containing within the combined key via Decrypt phase. Key mixture 
coding system encompasses 5 polynomial time algorithms as follows: 

1. Setup (1 λ , n) : the information holder  create open structure bound using Setup. User planned 
participation of a protection point constraint 1λ and range of cipher text categories n, it amount produced the 
system open structure constraint. 

2. KeyGen: It is done through information holder to accidentally produce a major input (Pk, ms). 
3. Code (pk, i, n): It is done with information owner and for note n and index i , it calculate the secret 

message  as M. 
4. Extract (Sm, S): This is done with information holder designed for hand over the deciphering authority 

for a definite collection of secret message categories plus it yields the combined key for set S indicated by Ks. 
5. Decipher (Sm, S, C, m): This is done with alternate user established, an combined input Sm produced in 

take out. resting on enter Sm, locate S, catalog C indicated as secret message  group secret message M 
associated to and output is decipher by end outcome  is m. 

 

 
Fig. 1 Framework of the Key system 
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A. Cloud Storage 
Cloud storage in these days is extremely accepted storage space structure. Third party controlled a objective 

cache storing of information in cloud storage. Cloud storage space is economy of mainframe knowledge in 
consistent as well as physical storage length many helpers that are controlled by third person. Third person is 
responsible for maintenance the information open along with accessibility and physical atmosphere ought to 
subsist secured by consecutively next to every time. Rather than accumulate information to the other limited 
storage space, we have a tendency to save data to isolated storage space which is available starting someplace 
and an time. It decreases the power of moving physical storage to everyplace. Through discrimination cloud 
storage space we will access the files as of any PC through Internet that omitted inadequacy of entrée data 
starting similar PC where it is kept. Whereas allowing for information privacy, we could not trust ancient 
system of verification, as a result of sudden authority growth determination of all information. User by using 
own key uploading the information in server before encipher information. Information allocation is moreover 
important functionality of cloud storage; as a result the user will share knowledge from anyplace and anytime 
to anyone. As an illustration, group can allow authorization to access a part of sensitive knowledge for clients. 
However, difficult job with the purpose of to the way toward allocate encipher data. Conventional approach is 
client will transfer the enciphered information on or after storage, allocate with others decipher data and send 
it; however it is go down the consequence of cloud storage. 

 
Fig. 2 Cloud Storage Structure 

Cryptography technique is often applied by two most important methods are- one is similar inputs encoding 
and alternative is dissimilar input encoding. In symmetric key encryption, similar keys part element apply for 
cryptography and secret writing. In difference, in dissimilar encoding completely dissimilar inputs are utilized, 
mutual input for encoding and secret input for decoding. The same inputs encoding is a lot of versatile in favor 
of our approach. This will be demonstrated by next example. Assume sender place all files in Box and sender 
doesn't need to reveal her knowledge to everyone. Because of information reveal promise she would not 
expectation of privacy system afford by inbox, therefore she encrypts all knowledge before uploading to the 
server. If receiver request sender to allocate various files then Sender use allocate provide by inbox. However, 
difference at present could be that the way to allocate encoded information. Here couple of methods. Sender 
encode the information using one secret input and allocate to facilitate secret input openly by means of 
receiver. Sender will encrypt the information through different input and mail receiver matching keys to Bob 
via secure channel. During initially user come close to, redundant information is display to the receiver, where 
it is lacking. 

 
B. Digital Signature 

In Key aggregate Cryptosystem [7] it essentially concentrates on effective information allocating in cloud 
storage. The Key aggregate Cryptosystem conjointly considers the integrity of data that are hold on in cloud. 
To supply integrity towards the user information the digital signature is employed. Digital Signature could be a 
method that guarantees that the contents of a message have not been altered. Digital signatures rely on bound 
forms of coding to make sure authentication. Authentication is that the methodology of corroborative that data 
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is returning from a sure supply. Digital signatures use a kind of asymmetric cryptography. The Key 
aggregate Cryptosystem uses the RSA signing algorithmic program to gain the digital signature. The RSA 
public-key algorithmic program really uses 2 totally different keys referred to as the general public key and 
also the private key. The private key is not able to its owner, whereas the general public key is often on the 
advertise to anyone. In Public-key algorithms two keys are used in that one secret is used for encryption, the 
opposite is important for decryption. In digital signatures, the private key generates the signature, and also the 
corresponding public key validates that signature. The RSA algorithmic program alone cannot be used to sign 
the document in order that hashing algorithmic program is additionally used beside that. 

1. A one-way hash of the document is produced using SHA algorithmic program. 
2. The hash is encrypted with the private key of the RSA there by signing the document. 
3. The document and the signed hash are transmitted. 
4. The recipient produces a one-way hash of the   document. 
5. Using the RSA algorithmic program, the recipient decrypts the signed hash with the sender's public key. 
If the signed hash matches the recipients hash, the user will capture that the signature is valid and also the 

document is intact. Using the digital signature methodology the cloud users will verify the integrity of the 
stored data in cloud. 
 

IV. EXPERIMENTAL RESULTS 

When user upload files into cloud it will generate an aggregate key it is used to share file securely. 

 
Fig. 3 Cloud Storage Structure 

After generating an aggregate key user can download that data by using this aggregate key. For that he firstly, 

view encrypted files and try to do decryption to download files. 

 
Fig. 4 Cloud Storage Structure 
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Using secrete key he decrypted files and download those files. 

 
Fig. 5 Cloud Storage Structure 

 

V. CONCLUSION 

To share data flexibly is an essential thing in cloud computing. Users prefer to upload their data on cloud and 
along with various users. Outsourcing of data to server may lead to leakage the private data of user to 
everyone. Encryption is the solution which allows to share the selected data with preferred candidate. Sharing 
of decryption keys in secure way acts an important role. Public-key cryptosystems provides delegation of 
secret keys for different cipher text classes in cloud storage. The delegate gets securely an aggregate key of 
constant size. It is required to keep enough number of cipher texts classes as they development fast and the 
cipher text classes are bounded that is the limitation. 
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Abstract— Sharing gathering asset among cloud clients is a noteworthy impact, so distributed computing 
gives a prudent and proficient arrangement. Because of proceeds with change of sharing information, 
enrollment in a multi-proprietor way to an un trusted cloud is still a testing issue. Here in this paper, We 
propose a safe multi-proprietor information sharing plan, for dynamic (continuously changing ) bunch in 
the cloud. By giving gathering signature and element show encryption strategies, any cloud client can 
defensively impart information to others. At that point an in the mean time, the capacity overhead and 
encryption calculation expense of the plan are autonomous with the quantity of repudiated clients. In other 
hand, we break down the security of this plan with thorough verifications. OTP (One-Time Password) is one 
of the least difficult and most well known types of confirmation that can be utilized for securing access to 
accounts. OTP are regularly alluded to as a protected and more grounded types of validation, and tolerating 
them to introduce over different machines. We give a different levels of security to share information among 
multi-proprietor process. To start with the client chooses the pre-chosen picture to login. At that point 
chooses a picture from the lattice of pictures. By utilizing this the OTP is produced consequently and sent to 
relating email account. 
 
Keywords— Security, Broadcast Message, Encryption, Cloud computing. 
 

 

I. INTRODUCTION 
   Distributed computing imagines exceedingly accessible, on-interest system access to a mutual pool of 
configurable registering assets [1], [2], [3]. Clients can appreciate adaptable capacity limit and calculation 
ability without paying consideration on the development and upkeep of these foundations. While distributed 
computing gets promising open doors, it additionally brings along new security and protection issues, which 
ruin people in general to receive the cloud advances. The information in travel or put away in distributed 
storage could be tempered by unapproved people or even the distributed storage supplier [4], [5], [6]. Various 
encryption systems are accessible to ensure the security of Cloud information and administrations [7], [8], [9]. 
In any case, as these encryption methods bring along new procedures, additional complexities must be 
conceived to oversee scrambled information safely and effectively. For an individual distributed storage client, 
he/she stores his/her information and recovers some portion of the put away information later. Then again, for 
big business clients, the put away information ought to be shared among gathering individuals. One sort of 
encryption plan called characteristic based encryption (ABE) could be utilized to apply fine-grained access 
control over the common information [10], [11], [12], [13], [14], [15]. What's more, the flow of gathering 
individuals and comparing put away information ought to be considered to build a possible fine-grained access 
control for the venture [16], [17], and [18].  
   Besides, given the aggregate sum of information produced and put away in the cloud, getting to information 
through route is tedious and vexatious. Getting to cloud information through (catchphrase) inquiry is thought to 
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be viable and in superfluous. Be that as it may, as the cloud information are secured through cryptographic 
systems, which acquire high expenses when recovering through seeking. Searchable encryption was acquainted 
with empower clients to shroud the searchable catchphrases (of a document) by encryption [19], [20], [21], 
[22], [23] [24]. Later, clients could create fitting tokens/trapdoors for particular catchphrases to recover the 
scrambled information containing these watchwords. The clients looking capacity is likewise shared under 
fine-grain arrangements [25], [26], [27], [28] One client can create searchable files for a document and indicate 
a subset of clients who can use these searchable records. Clients outside the predefined gathering can't hunt out 
this document. Then again, motion of gathering individuals and searchable files ought to be considered to yield 
a down to earth and powerful searchable encryption [29], [30].  
   In this paper, we propose one novel distributed storage development empowering the administration of 
element searchable information for gathering joint effort. We make utilization of characteristic based 
encryption plan (ABE) and open key encryption with conjunctive watchword pursuit (PECK) to outline our 
convention. We show that our plan exceptionally incorporates fundamental usefulness for big business clients, 
to be specific, the fine-grained access control for the searchable record and the substance of the information. 
Moreover, we give security examination and behavior broad execution assessment to demonstrate the 
achievability of our configuration for big business clients. 
The following paper is structured as follows. 
1. Related foundation is depicted in Section.  
2. While focused on framework models and two cryptographic building squares are displayed in Section.  
3. Our novel development is point by point in Section.  
4. Then the security and execution investigation are appeared in Section.  
5. Finally, our commitments are emphasized and future course is specified to close this paper. 
 

II. ENCRYPTION 
 

2.1 Attribute-based Encryption 
   Attribute based Encryption (ABE) gives a fine-grained access control of shared information. ABE was 
started from the work by Sahai and Waters [10]. Later, two tracks of ABE have been produced: figure content 
arrangement ABE (CP-ABE) [13], [15] and key-strategy ABE (KP-ABE) [12], [14]. In the CP-ABE plan, the 
client is allowed trait keys (connected  with qualities), and the entrance approach could be upheld on the figure 
content. At that point the client claims the trait keys fulfilling the predetermined access approach, the client 
could unscramble the message. An opposite setting is called KP-ABE, which determines decoding arrangement 
on the trait keys and the figure content is labeled with an arrangement of qualities.  
   In any case, to send in down to earth applications, overseeing element access approach is required to bolster 
perpetually changing access bunch. At that point the trait keys ought to be re-issued and figure content be re 
scrambled to consent to the present access control arrangement. In other hand, client renouncement ought to be 
did in a productive approach to control the harms. Some ABE proposed that the lapse time is added with the 
quality when creating related property keys [13], [17]. On the other hand, the exchange off between the 
granularity of "window of defenselessness" and the weight to upgrade the quality keys ought to be considered. 
Boldyreva et al. [16] proposed an effective denial plan for IBE and KP-ABE, while Yu et al. [18] proposed an 
ABE plan with property disavowal. They incorporated the intermediary re-encryption (PRE) with ABE, and 
empowered the power to designate a large portion of the work for key overhaul of the client to intermediary 
servers. Since part based access control (RBAC) [34] is normally used to limiting framework access to 
approved clients. CP-ABE, which is firmly identified with RBAC, is picked as a building square of our plan 
for big business application situation. 
 
2. 2 Searchable Encryption 
   Searchable encryption empowers clients to conceal the searchable watchwords (of a document) by 
encryption. Later, clients could create suitable tokens/trapdoors for particular catchphrases to recover the 
scrambled information containing these watchwords. Senegal. [19] initially presented the idea of looking on 
encoded information and gave down to earth arrangements. Goh [20] then formalized the idea of security for 
this issue and developed a more effective plan utilizing Bloom channel. Taking after that, some exploration 
[22], [23] was led to either enhance the effectiveness or give more grounded security of searchable encryption. 
One shared trait of these works is that they all upheld just single watchword hunt in the symmetric key setting.  
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The idea of conjunctive catchphrase look in symmetric key setting was initially presented by Galle et al. [25]. 
They gave a security thought to conjunctive watchword look over encoded information and built a more 
proficient plan contrasted and the one insignificantly stretched out from single catchphrase pursuit plan. Later, 
Ballardet al. [26] enhanced by shortening the trapdoor size and lessening calculation/stockpiling overhead. Be 
that as it may, because of the symmetric key setting, these plans just empower one client to store and recover 
his/her own particular private information. Sharing of file building and looking ability can't be accomplished 
effortlessly.  
   Boneh et al. [21] initially tended to one sort of reasonable applications called email steering framework. The 
searchable list of a mail can be created by utilizing the beneficiary's open key. The beneficiary can recover 
specific messages from the delegating so as to steer server related trapdoors. The relating messages can be 
gathered. What's more, Boneh et al. [35] proposed another application brought looking over review log, where 
the organization can appoint particular trapdoor to the evaluator to examine just review related records. Be that 
as it may, these plans upheld just single watchword pursuit. There are different applications requiring more 
expressive pursuit over conceivable watchwords.  
   To improve seek expressions, Park et al. [27] proposed open key encryption with conjunctive catchphrase 
hunt (PECK). Boneh et al. [36] further gave a plan supporting the conjunction of subset and extent questions 
on figure content information. At that point their development utilized the bilinear gathering of Composite 
way, which yields less productive development. Also, they considered just single-client setting, where sharing 
of searchable record is difficult to accomplish. Hwan get al. [28] gave one effective PECK and considered a 
conceivable expansion to multi-client settings [29], [30]. In this paper, we will further consider the sharing of 
searchable file ought to be given to empower bunch cooperation. 
 

 
Fig. 1: Enterprise Cloud Storage Access Model 

 
III. SECURITY AND PERFORMANCE 

 
   In this area, we show the security and execution of our convention. In this exhibit, just approved gathering 
individuals can 1) Search/recover the gathering information and 2) unscramble the recovered gathering 
information put away in cloud stockpiles. The worker who leaves the gathering or is denied can't recover or 
decode the put away information in cloud stockpiles. In addition, we assess the calculation and correspondence 
costs for the CSC in our configuration and close our outline is powerful and proficient for the venture clients to 
share information and team up as a gathering. 
 

 
 

3.1 Security Analysis 
   The security of our convention depends on the basic ABEar [18] and muPECK [28]. From one perspective, 
the ABEar is ended up being semantically secure under specific id picked plaintext assault (IND-s ID-CPA) 
accepting decisional bilinear Diffie-Hellman (DBDH) is hard. In light of these formal contentions, we can 
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presume that the unapproved substance (either CSC or CSP) can't manufacture searchable records and 
searchable trapdoors since these activities are included in taking care of the difficult issue.  
   Then again, the muPECK is turned out to be semantically securing under multi-client figure content from 
arbitrary against picked catchphrase assaults (IND-mCR-CKA) accepting choice straight Daffier-Hellman 
(DLDH) is hard. In this way, the unapproved element can't compute quality keys for decoding, either in light 
of the fact that these activities are included in taking care of the DLDH difficult issue.  
   With respect to information elements, the information is re-encoded to the same figure content space. The re-
created key is likewise appropriated consistently in the key space. Any enemy can't increase any more points of 
interest since he/she needs to manage the same difficult issues as the ones before information/key upgrade. 
What's more, the client elements is taken care of by including/evacuating one piece of searchable file of that 
client and issuing/upgrading the property keys of that gathering. The mystery of the information encoded under 
determined access strategy can be ensured when bunch individuals join or leave, while the entrance control of 
pursuit capacity of gathering individuals can be guaranteed. 
 

 
   One authorized user, while Update SI depends on 2 Hashand 1 additions in G1for the inclusion/exclusion of 
one single searchable index. Please refer to Table. 2. as for communication cost, the CSC has to initiate a 
request for Grp Store, Retrieve, Update AK, Update CT, Update AU, and Update SI. Then the CSC receives 
the response from the CSP. Only one round of communication is required. 
   The experimental benchmark is conducted using local server with Intel Xeon processor E5620 at 2. 40GHz 
running Ubuntu 11.10. We use GNU multiple precision arithmetic library (GMP) [37] and pairing-based 
cryptography library (PBC) [38] libraries. We select one super singular curve overb one base field of size 512 
bits and the embedding degree is 2. Thus the security level is set to be ECC- 160 bits. The size of one group 
element in G1 is 1024 bits. The cost of one addition in G1 costs9 μs, while one multiplication in G1 requires 2. 
24ms. One multiplication in G 2 requires 1 μs, while one exponentiation in G2 costs0. 22ms. Finally, the 
bilinear pairing needs 1. 79ms, and hash to G 1 element consumes 5. 00ms. (See Table 3)  
 

IV. PROPOSED SYSTEM 
  
   Secure  environments  protect  their  resources  against unauthorized  access  by  enforcing  access  control  
mechanisms.  So the  rapidly increasing  security  is  an  issue  text  based  passwords  are  not enough  to  
counter  such  issues. Then the  need  for  something  more secure  along  with  being  user  friendly  is  needed.  
Then this is where Image Based Authentication (IBA) comes into play. This helps to eliminate tempest attack, 
shoulder attack.  Using  the  instant messaging  service  available  in  internet,  user  will  obtain  the  OTP  
after  image  checking.  Then this  OTP  then can  be  used  by  user  to  access  their  personal  accounts.  The  
image based  authentication  method  relies  on  the  user’s  ability  to recognize  pre-chosen  categories  from  
a  grid  of  pictures.  In this paper I integrates Image based authentication  and  one  time password  to  achieve  
high  level  of  security  in  authenticating  the user over the internet. 
 

 
Fig.2 System Architecture. 
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   The principle Objective of 3 Level Security framework is an extraordinary and an exclusive investigation of 
utilizing pictures as secret key and execution of a to a great degree secured framework, distinguishing 3 levels 
of security.  
Level 1: Security at level 1 has been forced by straightforward content –based secret key.  
Level 2: Security at this level has been forced by utilizing picture based verification (IBA) which disposes of 
shoulder assault, storm assault. Client needs to choose three pictures from that point sportive matrix.  
Level 3: After the fruitful freedom of the above two levels, the Level 3 Security System will then produce an 
one-time numeric secret word that would be substantial only for that login session. The check client will be 
educated of this one time secret word on his email id.   
 

V. CONCLUSION 
   In this paper, we propose a novel distributed storage development empowering the administration of 
searchable element information for gathering joint effort. Our commitments are compressed in the 
accompanying three noteworthy components of our convention: (1) unequivocally tending to big business 
application situation of cloud stockpiles regarding framework structural planning and usefulness. (2) A novel 
access-control plan for the undertaking clients to share the dynamic information and team up as a gathering, 
and (3) A practical outline regarding the venture client's capacity, calculation and correspondence while (2) is 
accomplished. For the future work, we might want to further incorporate other imperative functionalities for 
the venture, for example, open reviewing and secure cloud information calculation, to empower completely 
fledged distributed storage for future enterprise applications. 
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ABSTRACT: The key point of our redundancy management is to get the deal off among energy expenditure vs. the gain 

in timeliness, protection, as well as consistency to enlarge the system useful lifetime. A original probability method to 

analyze the top redundancy intensity in terms of basis duplication, path redundancy and as well as the best intrusion 

discovery setting in conditions of the number of voters and the intrusion invocation sever in which the lifetime of a 

Heterogeneous Wireless Sensor Network is maximized. In dismissal management “badmouthing” is the major problem 

in managing the redundancy. This badmouthing is malicious node which will never drop the packet even after knowing 

that the packet has been sent already. Recommend a new method to overcome the crisis of badmouthing by weighted 

based voting, this procedure will weight (Success Rate) all the nodes in the network to find the non-malicious node in 

the network which have more packet drop. In “weighted voting” main purpose is to recover trust/reputation of neighbor 

nodes, as well as to begin the “what paths to use” crisis in multipath routing decision make intended for intrusion 

acceptance in WSNs. 

Keywords: Bad mouthing, Wireless Sensor Network, Weighted Based Voting, HWSN. 

I. INTRODUCTION 

A various Wireless Sensor Networks consists of two or more types of nodes. The redundancy management of a 
variety of wsn uses multipath direction-finding to respond users query in the existence of defective also mean 
nodes. Many WSNs are deployed in an unattended setting in which energy replacement is not possible. Due to 
limited resources, a WSN must not only satisfy the application specific QoS needs such as reliability, 
timeliness and security, but also minimize energy consumption to prolong the system useful lifetime. The 
trade-off between energy consumption vs. reliability gains, with the goal to maximize the WSN system lifetime 
has been well explored. A HWSN comprises sensors of different capabilities. 
The Multipath direction-finding is considering a professional device designed for defect as well as interruption 
acceptance to get better information statement and statistics release in WSNs. Mainly previous revise 
determined on using multipath direction-finding to develop consistency, and to accept interior attack. 
Conversely, these study basically mistreated energy utilization which can negatively condense the network 
lifetime. The investigated troubles are to improve an Intrusion Detection System (IDS) of a cluster HWSN to 
extend its duration process in the incidence of variable and malicious node. More specifically, to analyze the 
optimal quantity of redundancy through which data are routed to a remote sink or base station in the presence 
of unreliable and malicious nodes, so that the data delivery success probability is maximized while maximizing 
the HWSN life time think two type of sensor’s: CHs as well as SNs. CHs are better to SNs in power with 
computation property. The entire sensor is focus to confine attack, i.e., these is susceptible to objective detain 
with this challenger once the entire cryptogram is compromise also they turn into inside attacker. Suitable to 
partial possessions, think that once a node is compromise, it merely perform two mainly force conserve attack, 
specifically, bad-mouthing attack while serve as recommended, also contain reducing attack while perform the 
packet direction-finding to concern the process of the system.  
Multipath direction-finding is considering capable method for interruption acceptance to get better records 
deliverance in WSNs. The essential design is that the possibility of at least individual pathway getting the 
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descend node or support position increase as we contain other path undertake the data deliverance. Analyze the 
best possible quantity of dismissal during the information are in retreat to a distant drop in the occurrence of 
defective and malicious node, thus the query achievement possibility is maximize even as maximized the 
HWSN lifetime. A head base interruption finding scheme is use to note and eliminate sinkhole attack. Think 
this optimized trouble intended for in which a selection base dispersed interruption finding algorithm is 
practical to take out packet dipping harass moreover terrible mouthing attack beginning the HWSN.  
A model-based investigation tactic through the best multipath redundancy levels along with invasion finding 
setting may be recognized used for agree able request QoS requirements even as maximize the lifetime of 
HWSNs. Redundancy management of multipath routing for intrusion tolerance is achieved through two forms 
of redundancy: (a) source redundancy by which ms SNs sensing a physical phenomenon in the same feature 
zone are used to forward sensing data to their CH. (b) path redundancy by which mp paths are used to relay 
packets from the source CH to the PC through intermediate CHs. 

II. PROBLEM DEFINITION 

The packet determination survive drop with beginning of the bunch, while the information has been previously 
send. Condition the packet has been drop afterwards the bunch beginning otherwise knob do not drop the 
packets behave when a malevolent knob. The method of denial reducing the packets is Bad Mouthing. The 
main problem is while in dismissal, wireless sensor network. The node which needs just before sending the 
data resolve advance the collect beginning records have be send to top of the bunch. Every group resolve have 
their direct union oran oblique union to procedure during the bunch start. Currently, starts the bunch resolve to 
obtain the information and forward the information to the beginning work station. When the bunch node also 
starts resolve at the progress of the information preserve be send other than single moment. 
Once the information reaches the handing out start the data determination be check and resolve and send just 
before the meticulous knob objective. Currently think the data have been sending double appropriate to the 
group in the bunch node and head. Similar to the previous to procedure the information will be there getting 
the dispensation head, the PC will analyze the information, also identify the information have be send 
previously to the individual beneficiary knob. Therefore the information will forward the information over and 
over again near a bunch beginning with the data has been sending previously. The information should make the 
exacting dispatcher nodes when the information has been previously send; accordingly the process centre 
preserve familiar the information to the bunch head, also starting the bunch start the information will be 
forward to the individual bunch nodes.  
These suppose the information do not achieve the resource after that the statistics be required to be drop in 
various bunch head. It defect but do not after that “Bad Mouthing” affect. Here the crisis preserve exist 
overcome through with the planned procedure called “weighted base voting In the below illustration preserve 
analysis the occasion in the “Bad mouthing” assault by means of refusal packet crash by the bunch beginning 
subsequent to success the information from the handing out centre. In this assault just occur appropriate 
towards the progress of the bunch node. The progress of the bunch node did not stop and must be not finished. 
Accordingly the crisis of “bad mouthing” it be able to stop by using this weighted base voting mechanism. 

 

Fig 1: Bad mouthing 
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III. PROPOSED SOLUTION 

A. Redundancy WSN 

The WSN be a unique form of Ad hoc networks containing some sensor nodes. Which are capable to gather 
the information more over to transmit it with a multi-jump routing procedure towards the compilation indicate, 
called Sink nodes every nodes get an energy since an individual battery that utilization appropriate 
communication also information giving out should be thereto optimized. The main compactness of this sensor 
node implies the survival of redundant node. Normally, the break downs within the WSN preserve subsist 
reason of the mobility otherwise the exhaustion of the node energy. This breakdown should be detects also 
solved in a suitable time devoid of disturbing feature of provision. The centralized analysis and rearrangement 
operation during single module present main disadvantage: 
 

 Overload of the monitoring module by control treatments.  
 Overload of all these nodes in network with the control of rearrangement communication, which 

increase significantly energy utilization particularly in case of huge scale network. Accordingly WSN 
existence period is condensed. 

 The collapse discovery preserve exist postponed for the reason that communication period.  
 The collapse of the monitoring module paralyzes the procedure of the entire networks. 

  
B. Multipath routing 

The multipath routing is considering an efficient machine used for intrusion tolerance to get better data release 
in WSNs. The essential design is to the possibility at least one pathway getting the descend knob or bottom 
station increase as we contain other paths performance to data release. While mainly previous research decided 
on by using multipath direction-finding to develop consistency. In the circumstance of secure multipath routing 
for invasion tolerance, provide an outstanding review in this topic. The authors consider a multipath routing 
protocol to stand black hole and careful forward attack. The essential design is to use overhear to keep away 
from transfer packet to malicious node. The main efforts also use multipath routing to tolerate intrusion. 
Conversely, specially consider force individual inspired for interference discovery, and both CHs and SNs can 
be compromise used for lifetime maximizations. 

 
Fig3: Architecture diagram 

In Architecture Diagram clearly shows that the group head is chooses on the basis of voting based algorithm. 
And each node is taking a part as a monitoring manager and also they can be act as a routing node. The cluster 
head is changed dynamically to avoid the redundancy in the path and also for to avoid the Hackers to track the 
path. 
 

C. Intrusion Detection Systems (Ids): 

In a network, a few type of illegal or unapproved performance is called intrusion. An Intrusion Detection 
System (IDS) is a compilation of the implements, technique, also assets near facilitate recognize, consider, 
with statement intrusions. Intrusion discovery is normally single component of a general protection scheme to 
be installing approximately a structure or mechanism and it’s not a separate security compute. In intrusion is 
definite as: “any set of performance that attempt to compromise the truthfulness, confidentiality, or availability 
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of a resource” as well as intrusion avoidance techniques2 are offered as the primary line of defense next to 
intrusion. However, as in which ever type of refuge scheme, intrusion cannot be entirely disallowed. 
The intrusion as well as concession of a knob leads to classified data such as protection key individual given 
away to the intruder. This result in this crash of the defensive safety means. 
Consequently, IDSs are considered to make public intrusion, previous to they can reveal the protected system 
possessions. IDSs are constantly considering as an instant wall of defense from the refuge direct of vision. 
IDSs are cyberspace comparable of the thief alarms that are individual used in physical safety system now 
days. As mention in, the accepted effective condition of IDSs is given as: “low false positive rate, calculated as 
the percentage of normalcy variations detected as anomalies, and high true positive rate, calculated as the 
percentage of anomalies detected”. 
 
i)  Requirements of IDS: 

The IDS that is being designed must convince the following requirements  
• No other fault initiate into the system. 
• Require slight arrangement resource as well as must disgrace whole system presentation by introduce 

expenses. 
• Perform constantly along with stay clear to the systems and the user. 
• Used in normal to be obliging and release. 
• Be consistent and reduce fake positives and fake negatives in the finding stage.  

 
ii) Classification of IDS:  

1) Intruders type: intruder to a network can be classified into two types:  

 External intruders: An anonymous use dissimilar ways of attack to get into the system. 
 Internal intruders: A compromise nodes to use a member of the network. According to inside attack 

beside ad-hoc network with two types of nodes: – Selfish node: use the networks assets although 
doesn’t help, save succession life designed for their individual communication. It does not straight 
damage other nodes. – Malicious node: aim on injure previous node by cause system DoS with 
partition, although reduction series life is not a main concern. IDS be able know how to identify 
mutually exterior and interior intruder’s, excluding it must be illustrious that interior intruder are 
inflexible to identify. This is suitable to the reality that inside intruder contain the essential key 
resources to deactivate every protection engaged with the verification mechanism. 

 
2) Intrusion type: intrusion in a system can occur in different ways: 

 Attempted break-in: An attempt to contain an illegal entrance to the system. 
 Masquerade: Assailants use a false uniqueness to add illegal entrance into the system. 
 Penetration: The achievement of illegal admission to the system. 
 Leakage: An uninvited data run from the system. 
 DoS: obstruction of the system possessions to the previous user. 
 Malicious use: Purposely harms the system property. IDSs can give biased finding answer to folks 

attack. Although, every system network administrator would similar to contain perfect IDS able to 
identify all the intrusion scheduled over. 

 
iii) Challenge of IDS: 
 
 The special kinds of sensor nodes pose challenges to the construction of a WSN IDS. AWSN has a partial 
power supply, energy-efficient protocols and applications to maximize the lifetime of sensor networks Sensor 
nodes are prone to breakdown Also, a WSN typically is densely deployed, causing serious radio channel 
contention and scalability problems. The design of an efficient WSN IDS must bear in mind all of these 
challenge. 
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IV. CONCLUSIONS 

Surveyed a variety of methods to find out the best redundancy level and multipath routing which is essential to 

increase the energy consumption by provides best redundancy path. Here timeliness QOS in reliability, 

security are main concern while using these methods. 
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Abstract— Cloud computing helps medium and large scale organizations to balance their useable thing 
utilize whenever required. Business organizations gained many profits through resource multiplexing 
thorough virtualization technology. In this paper we approach a system which uses virtualization technology 
to provide resources whenever the client application demands in which this system supports green computing 
by reducing number of computers in use. Here we present an idea ”skewness” is used for estimating the 
unevenness in the multidimensional useable object of computer.  To utilize sufficient use of computer useable 
things by minimizing skewness we can group different types of work together. We can approach system that 
uses a set of heuristics which hold a heavy-weight in the system efficiently, where energy can be saved. The 
simulation and experiment results gives that our algorithm approach is good. 

 
Keywords— Cloud computing, Green computing, Skewness, Resource, Virtual machine. 

 

I. INTRODUCTION 

The flexibility and the feeble amount of upfront by death monies put into business offered by cloud 
Computing is having attraction for too many business Organizations. The much required discussion on the 
profits and costs of the cloud design to be copied .And how to shift legacy applications onto the cloud flat 
structure. We work currently on a different hard question that how can a cloud public organization giver best 
multiplex their virtual resources onto the physical computer and apparatus. This is very is important because 
much of the over-stated profits in the cloud good example come from multiplexing observations have 
discovered, the servers in many having existence data centres are often  hardly, cruelly, seriously under put to 
use needing payment to over provisioning for the highest point request. The cloud design to be copied is looked 
on as to offering automatic balance in move to amount different in some way in addition to making feeble, poor 
the computer and apparatus price it also saves on electricity which gives for common purpose to an important 
part of the able to work expenses in greatly sized data centres. 

    VirtualMachineMonitor (VMM) is a computer for example Xen machine gives a mechanism of mapping 
VMs to physical resources and this mapping is largely put out of the way from the clients and where cloud users 
do not have knowledge of where their Virtual Machine instances run. Cloud service provider has to maintain the 
Physical Machine that has enough resources to fulfill cloud user’s needs. VM live migration is a technology, 
that used to change the mapping between VMs and PMs While applications are in running mode. However an 
insurance agreement question under discussion remains as how to come to a decision the mapping adjusting that 
the useable thing demands of VMs are met while the number of PMs   used is made seem unimportant. It is hard 
when the useable thing needs of VMs are heterogeneous needing payment to the different put of applications 
they run and (make, become, be) different with time as the amount of work grow and get smaller. The capability 
of PMs can also be heterogeneous because many living-stages of computer and apparatus   have Coexistence in 
a data inside.  

  We try to get done two goals in our Algorithm: 

A. Overload Avoidance 
The capability of a Physical Machine should be enough to please the support requirements of all Virtual 

Machines running on it in different conditions. If the Physical Machines is over-weighted and can gave lower, 
less important position operation of its Virtual Machines. 

 

mailto:maheshdhorati@gmail.com
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B. Green Computing 
The total available Physical Machines used should be made seem unimportant as long as they can still free 

from doubt the requirements of all Virtual Machines not working Physical Machines can be turned off to keep 
from destruction energy. There is a natural to trade off between the above two goals that the face of changing 
useable thing requirements of all Virtual Machines. For over-weight overlooking we ought to keep the use of 
Physical Machines low to get changed to other form the possible state of over-weight if the useable thing 
requirements of Virtual Machines increase later. For green Computing we should keep the use of PMs not over-
priced high to make good at producing an effect use of their energy. 

    Here we the design approach and putting into effect of a made automatic useable thing managers of a 
business system that gets done balance on two goals. We make the supporters contributions.  

 We undergo growth an useable thing a thing or amount put to one side system that can keep from over-
weight in the system effectively while making seem unimportant the number of computers used  

 We approach an idea of measuring unevenness of server for the first time.   To utilize the overall use of 
computer resources. 

 We design an amount statement of what will take place in the future. Our algorithm that can take the 
future useable thing use of applications. The Algorithm can take the going higher general direction of 
useable thing use designs and help get changed to other form the giving a place butter making machine 
importantly. 

II.  SYSTEM OVERVIEW 

    The buildings and structure design of the system is presented in number in sign Every Physical Machine 
should run the VMM. It supports a special position domain or more than one domain U. Every Virtual Machine 
in domain  U takes in one or more applications such as net of an insect server  far away, widely different 
tabletop DNS post Map get changed to other form and so on. We take to be true all PMs Statement of part-
owner a backend place for storing. 

    The usher framework manages the multiplexing between VMs and PMs. The reason behind our system is to 
give effect to as a group of plug-in. The plug-in for usher each network point runs an usher nearby network 
point manager LNM on domain 0 which collect the use statistics of resources for each Virtual Machine on that 
network point. The listing details events in VMs give the Network and CPU usage. The memory use within a 
Virtual Machine is not able to be seen to the hypervisor one move near is to use reasoning memory not being 
enough of a VM by observing its swap activities. The person in another's place Os is needed to put in position of 
authority a separate swap division into parts in addition it lead to be late to adjust the memory a thing or amount 
put to one side by the time making exchange of comes to mind in place we gave effect to a working group 
prober Ws Prober on each hypervisor to value the working put sizes of Virtual Machines running on it We may 
use the random page one of a number way of doing as in the VMware ESX server.  

III.   SKEWNESS ALGORITHM 

     We are ready to use for first time the idea of twisting to amount the unevenness in the use of number times 
another useable things on a computer Let N be the number of resources we take into account and ݎ be the use of 
the i Th support We make statement of the sense of words the useable thing twisting of a computer P as  

Skewness (p) = ට∑ ቀ
̅
− 1ቁ

ଶ

ୀଵ  

 Where r is the mean use of all resources computer P. In experience not all types of resources are operation full 
of danger and for this reason we only need to take into account bottle neck resources in the above answers by 
mathematics. In the supporters we make, be moving to our Algorithm. Observations of the Algorithm are 
presented in Section in the amount needed to make complete text record. 

A. Hot and Cold Spots 
      Our Algorithm  does, gives effect to taking place at regular times to value the useable thing or amount put to 
one side position (in society)  depends on required useable things. We make statement of the sense of words  
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a computer as a warm place if the use of any of its resources is above a warm board forming floor of doorway. 
This gives a sign of that the computer is over-weighted and for this reason some VMs running on it should be 
went to another country away. We make statement of the sense of words the temperature of a burning taste place 
P as the square addition of its useable thing use of beyond the burning taste board forming floor of doorway. 

temperature ( p ) = ∑ (r− r୲)	୰∈ୖ  

Where R is the put of over-weighted resources in computer P and ݎ௧  is the warm board forming floor of doorway 
for useable thing r.  Note over-weighted useable things are thought out as in the answers by mathematics. The 

temperature of a burning taste place gives back (light, heat, sound) over-weight and if a computer temperature is 
zero and it is not in warm place. 

    We make statement of the sense of words a computer as a cold place. If the uses of its useable things are 
below a cold board forming floor of doorway. This gives a sign of that the computer is mostly not working and a 
possible & unused quality going up for position to turn off to keep from destruction energy. However we do so 
only when the mean useable thing use of all hard working used computers. Therefore the system below a green 
Computing board is APM forming floor of doorway. A computer is hard working used if it has at least one VM 
running in different conditions it is doing nothing at last we make statement of the sense of words the warm 
board forming floor of doorway to be a level of useable thing use of that is enough high to account for having 
the computer running but not so high in connection with danger becoming a burning taste place in the face of for 
a (short) time fluctuation of attention to useable thing demands. 

B. Hot Spot Mitigation 
     We arrange the record of burning taste spots in the system in sloping down temperature (Therefore, we take 
care of the hottest one first). Our end, purpose is to put out waste (from body) all burning taste spots. If not, 
keep the temperature low. Every computer P first come to a decision which of its VMs should be went to 
another country. We arrange list of Virtual Machines based on the coming out temperature of the computer and 
if those Virtual Machines is went to another country away. We try to go to another country away the VM that 
can get changed to other form the computers temperature. In example, If we select the Virtual Machine whose 
be taken away can get changed to other form the twisting of the computer the most. For each VM in the list, we 
see if we can discover a place where one is going computer to give space. Among all computers the computer 
should not become a burning taste place after willing the Virtual Machine., select one computer whose twisting 
can be made lower, less the most by willing this Virtual Machine. Note the copies of smaller size cannot be 
which means we select the computer who’s twisting increases the least. If a place where one is going computer 
is discovered, we record the going to another country of the Virtual Machine to that computer and bring to the 
current state the expected amount of related computers. If not, we move on to the next Virtual Machine in the 
list and attempt to discover a place where one is going computer for it. As long as we can discover a place where 
one is going computer for any of its Virtual Machines, Take into account that run of  the Algorithm is a good 
outcome and then go to the next burning taste place. Each run of the Algorithm is to noted and Algorithm’s run 
goes to another country away at most one Virtual Machine from the over-weighted computer. It does not 
necessarily put out waste (from body) the burning taste place, but at least gets changed to other form 
temperature. Even If it is in a burning taste place in the further decision run. And the Algorithm will say over 
and over this process,  There is a chance of designing the Algorithm that it can go to another country away 
number times another Virtual Machines runtime. And it can join more amount on the related computers at the 
time of a stage in history when they are over-weighted. We come to a decision to use t more reasoned move near 
and let go of the system. And some time to have a reaction before initiating added going to another country.  

C. Green Computing 
     When the useable thing use of action-bound computers is less, and some of them can be shut down to keep 
from destruction energy. It put one's hands on in our green Computing Algorithm. The sporting offer here is to 
get changed to other form the number of action-bound computers during low amount without offering doing a 
play. 

    Our algorithm is a green Computing Algorithm is requested help of when the mean use of all useable things 
on action-bound computers are below the green Computing board forming floor of doorway. We arrange the list 
of cold spots in the system by considering the going up order of their memory. And we should to go to another 
country away all its Virtual Machines before we can shut down an under-utilized staff, we make statement of the 
sense of words the memory size of a cold place as the mass memory size of all Virtual Machines running on it,  



                 Journal of Research in Science, Technology, Engineering and Management (JoRSTEM) 
                                                               Volume. 1, Issue : 2, December 2015 

98 
© Malla Reddy Engineering College (autonomous) 

 

have in mind, get memory of that our design to be copied takes to be true all VMs make connection to a shared 
back-end place for storing.  

    For this reason, the price of a VM live going to another country is strong of purpose mostly. In This Section 
the amount needed to make complete place for keeping records explains why the memory is a good measure in 
distance down. We do one's best to put out waste (from body) the cold place with the lowest price first.  

    Consider a cold place P, check if we can go to another country and all its Virtual Machines somewhere other. 
Consider each VM on P, we attempt to discover a place where one is going computer to give space it. The 
useable thing use of the computer after willing the VM must be below the warm board forming floor of 
doorway. But for energy by making solid under-utilized computers, over utilizing it may make come into 
existence burning taste spots may come further. The warm board forming floor of doorway is designed to put a 
stop to that. If number times   another computer free from doubt the above rule for testing, we have a better 
opinion that one is not in a cold place because to increase amount on a cold place gets changed to other form the 
chance that it can be took away. However, we will take in a cold place as the place where one is going 
computer. If all spots are equal we can select a place where one is going computer whose twisting can be made 
lower, less the most by willing this VM. If we can get place where one is going computers for all Virtual 
Machines on a cold place and record the order of going to another country and bring to the current state the 
predicted amount of related computers. Otherwise, we do not go to another country of its Virtual Machines. 
Some of the spots may not be cold for longer time needing payment to the made an offer Virtual Machine going 
to another country in the above process. 

    The above thing made from others makes an addition amount onto the related computers. And this is not as 
hard question as in the burning taste place mitigation example. Why because green Computing is started when 
the amount in the system is less. Though that is so, we need to join in addition amount needing payment to 
computer thing made from others. We keep inside limits the occurred cold spots that can be removed in each run 
of the Algorithm. This is named the thing made from others limit.  

    Note that we put out waste (from body) cold places in the computer  when the mean amount of all action-
bound computers (APMs) are below the green Computing board forming floor of doorway. Otherwise, we let go 
of those cold spots there as possible & unused quality place where one is going machines for future offloading. 
And it is in harmony with our philosophy that green Computing should be guided conservatively. 

 

IV.    RELATED WORK 

A. Resource Allocation at The Application Level 
     The study on Automatic scale of net of insect applications was previously done. In muse, the system can host 
copies of all net of an insect application of each computer. The send Algorithm  in a frontend L7-switch makes 
safe requests are not over-priced given out while making seem unimportant the number of under-utilized staff. 
Work uses Network move liquid-like Algorithms to put on one side the amount of a request in all its running 
examples. To make connection adjustment to events internet services like windows live person who takes news 
to another, work presents a got mixed together move near for amount sending and computer. Above works  do 
not use is only machine-based machines and have need of the applications be designed in a multi-tier buildings 
and structure design with amount balancing given through a front-end person doing the sending. In difference, 
the work persons marked Amazon EC2-style general condition and it places no limit on how and what 
applications are made inside the Virtual Machines. A Virtual Machine gave attention to like a blackbox. The 
granularity of complete work Virtual Machines is done then useable thing manager of a business is done.  

    MapReduce is another letters used for printing of pleasing to all Cloud public organization where facts place 
is the key to its doing a play. Quincy takes up min-cost moving liquid design to be copied in work listing details 
to make greatest degree facts place while keeping degree of shade among different jobs. The loss (waste) of time 
putting on time table Algorithm trades getting things done time for facts place. Work give to forceful things by 
right coming first to jobs and Users to help useable thing a thing or amount put to one side.  

B. Resource Allocation by Live Migration 
     Virtual Machine live going to another country is a widely used way of doing for forceful useable thing a 
thing or amount put to one side in a virtualized general condition. Our work also is right for to this group.  
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Sandpiper trading group’s multi-dimensional amount data into a single amount metric. It arranges the list of 
Physical Machines depends on volumes. The Virtual Machines in each Physical Machine in their volume-to-size 
relation (VSR). This unhappily makes short account away full of danger information needed when making the 
going to another country decision. It then gives thought to as the Physical Machines and the Virtual Machines in 
the pre-sorted order. We may give a solid, special, fact example. It is in the Section of the supplementary text 
record where Algorithm selects the wrong Virtual Machine to go to another country away during over-weight 
and fails to make better the burning taste place. We also make a comparison of our Algorithm and theirs in 
experimental results are not broken up (into simpler parts) in Section of the supplementary text record and their 
work has no support for green Computing and is different from ours in other aspects such as amount statement 
of what will take place in the future. 

    The Harmony system puts to use virtualization technology across number times another useable thing levels. 
It uses VM and facts going to another country to make better burning taste spots not just on the computers, but 
also on Network apparatuses and the place for storing network points as well. It gives name of person when 
meeting for first time they gave (kind attention) guide product (EVP) as a sign of balance shortage in useable 
thing use of. Their amount balancing Algorithm is a thing changed of the Toyoda way for multi-dimensional 
knapsack hard question. Their system does not support green computing like our System and amount statement   
is left as future work. In the supplementary text record, we get at the details of the surprising event that vector 
Dot does differently made a comparison with our work and a raise the question that our Algorithm can put to 
use residual resources better.  

    Forceful giving a place of is only machine-based computers to make seem unimportant SLA violations are 
studied in. They design to be copied it as a box material for putting in parcels hard question and use the well-
known first-fit near to Algorithm  to work out the Virtual Machine to Physical Machine general design taking 
place at regular times. It causes a greatly sized number of going to another country when put to use in on-line 
general condition where the useable thing needs of Virtual Machines change with motion.  

C. Green Computing 
     The efforts made to make less in amount energy using up in facts insides. Computer and apparatus based 
moves near join fiction story thermal design for lower making somewhat cold power, or taking up power-
proportional and low-power computer and apparatus. The Work uses forceful electric force to adjust CPU power 
and number of times scaling (DVFS).For green Computing We do not use DVFS, as explained in the amount 
needed to make complete text record. Power Nap places gone to for pleasure to new computer and apparatus 
technologies such as Solid State thin, flat, round plate (SSD) and Self-Refresh dram to instrument quick change 
(less than 1ms) between full operation, low power state and it can take a short sleep in short unworking spaces 
(time) between. When a computer goes to sleep, Somniloquy gives word a fixed system is living in, has house in 
on a special designed NIC to representative the main OS. So, it provides the seething when not present that the 
computer is always action-bound. 

    Our work is right for the group of pure-software at low-cost. Similar to Somniloquy, SleepServer initiates is 
only machine-based machines on a made with a written offering computer as representative that not to depend 
on a special NIC. LiteGreen never use a representative. In place it goes to another country the tabletop 
Operating System hence the tabletop can sleep. So, it has needed the tabletop is virtualized with shared place for 
storing. Jettison invents giving approval to one side more than another VM going to another country, an 
authority to change of live VM going to another country, which only goes to another country away necessary 
working put while going away from not frequently used facts at the back of. 

V. CONCLUSION 

In this paper we approach a system which uses virtualization technology to provide resources whenever the 
client application demands in which this system supports green computing by reducing number of computers in 
use.  We use the twisting metric to trading group Virtual Machines with different useable thing qualities rightly 
so that the amount of room of computers are well put to use. Our algorithm gets done both over-weight 
overlooking and green computing for systems with multi resource forces to limit. 
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ABSTRACT 

In this paper, a numerical integration method is presented for solving a general steady-state convection 

problem or singularly perturbed two-point boundary value problem.  The governing second-order differential 

equation is replaced by an approximate first-order differential equation with a small deviating argument.  Then 

the Simpson one-third formula is used to obtain the three term recurrence recurrence relationship.  The 

proposed method is iterative on the deviating argument.  To test and validity of this method  we have solved 

several model linear problems with left-end boundary layer or right-end boundary layer or an internal layer 

and offered the computational results.   

 

Keywords:  Singular Perturbation; Boundary Layer; Peclet Number; Two-Point Boundary Value 

Problem.. 

 

I. INTRODUCTION 

 

Convection-diffusion problems occur very frequently in the fields of science and engineering such as fluid 

dynamics, specifically the fluid flow problems involving large Reynolds number and other problems in the great 

world of fluid motion.  The numerical treatment of singular perturbation problems is far from trivial because of 

the boundary layer behavior of the solution.  However, the area of convection-diffusion problems is a field of 

increasing interest to applied mathematicians.   

The survey paper by Kadalbajoo and Reddy [ ], gives an intellectual outline of the singular perturbation 

problems and their treatment starting from Prandtl’s paper [ ] on fluid dynamical boundary layers.  This survey 

paper will remain as one of the most readable source on convection-diffusion or singular perturbation problems.   

For a detailed theory and analytical discussion on singular perturbation problems one may refer to the books and 

high level monographs: O’Malley [ ], Nayfeh [] , Bender and Orszag [ ] , Kevorkian and Cole.   
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In this paper , a numerical integration method is presented for solving general singularly perturbed two-point 

boundary value problems .The main advantage  of this method is that it does not require very fine mesh size.  

The inventive second-order differential equation is replaced by an approximate first-order differential equation 

with a small differing argument.  Then , the Simpson one-third formula is used to obtain the three term 

recurrence relationship.  Thomas Algorithm is applied to solve the resulting tridiagonal algebraic system of 

equations.  The proposed method is iterative on the deviating argument.  The method is to be repeated for 

different choices of the deviating argument until the solution profile stabilizes.  To examine the applicability of 

the proposed method, we have solved several model linear problems with left-end boundary layer or right –end 

boundary layer or an internal layer  and presented the numerical results.  It is observed that the numerical 

integration method approximates the exact solution extremely well. 

 

II. NUMERICAL INTEGRATION METHOD  

 

For the sake of convenience we call our method the ‘ Numerical Integration Method’.  To set the stage for the 

numerical integration method , we consider the following Governing linear Convection-diffusion ( singularly 

perturbed two-point boundary value problem: 

(1)                                                                    1x0  ; f(x)  b(x)y(x) (x)y a(x)  (x)y '''   

    With y(0) =α  and y(1) = β                                                                                                                              (2)  

Where   is a small positive parameter called diffusion parameter which lies in the interval 0<  1 ;  α and β 

are given constants; a(x) , b(x) and f(x) considered to be sufficiently continuously differentiable functions in 

[0,1]. Furthermore , we assume that a(x) ≥ M >  0 throughout the interval [0,1], where M is some positive 

constant.  This assumption merely implies that the boundary layer will be in the neighborhood of x=0. 

Let δ be a small positive deviating argument (0<  δ ≤ 1).  By applying Taylor series expansions in the 

neighborhood of the point x, we have  

 (3)                                                                                     )(y 
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And consequently, Eq. (1) is replaced by the following first-order differential equation with a small deviating 

argument.   

)](y y(x)-)-y(x [
2

   )(y   )(y y(x)-)-y(x  )(y 
2

'

2

'''''
2

xxxx 





 So that  

(1)  1  x 0 ; f(x)  y(x) b(x) )(y a(x) ] )(y y(x)-)-y(x [
2 ''

2
 xx




 

 f(x)    y(x) b(x)  )(y a(x) )(y   2 y(x)  2- )-y(x  2 222''   xx   

  )-y(x  2- f(x)   y(x) ]2- [b(x) (x))(y ] a(x) 2[ 22'2    

 y(x)  
  a(x)  2

)  b(x)- (2
  )-y(x 

  a(x)   2

)-y(x  2-f(x)
  )(

2

2

2

 2
'














 xy  



 

728 | P a g e  

(4)                      
 a(x)    2

f(x) 
 y(x) 

 a(x)  2

 b(x)-2
  )-y(x 

 a(x)   2

 2-
  )(

2

2

2

2

2

'





















 xy

 

(4) Can be re-written as  
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We now divide the interval [0,1] in to N equal parts with mesh size h, i.e., h=1/N and xi = ih for  i= 

1,2,3…….N.  Integrating equation (5) in [ xi-1,xi+1] we get 
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By making use of the Newton-Cotes formula when n=2  i.e. applying Simpson’s 1/3 rule approximately, we 

obtain  
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Again by means of Taylor’s series expansion, we have  

)(y -y(x)  )( ' xxy     

and then by approximating )(y' x  by Linear Interpolation method we get 
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can be written in the standard form as  
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Here yi =y(xi ), pi =p(xi), qi =q(xi) and ri =r(xi).  Equation (16) gives a system of (N-1) equations with (N+1) 

unknowns y0 to yN .  The two given boundary conditions ( ) together with these (N-1) equations are then 

sufficient to solve for the unknowns y0 , yN.   The solution of the Tri-diagonal system (15) can be obtained by 

using an efficient algorithm called ‘Thomas Algorithm.  In this algorithm we set a difference relation of the 

form  

 (20)                                                                                                                          T  y W i1ii  iy

 

Where Wi  and Ti  corresponding to W(xi ) and T (xi ) are to be determined from (20) we have  

 

(21)                                                                                                                  T y  W      1-ii1-i1 iy

 

Substituting (21) in  (15) we get  
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By compararing (20) and (22) , we can get 
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To solve these recurrence relations for i=1,2,3,…….N-1; we need to know the initial conditions for W0 and T0 . 

This can be done by considering (2)  

 

(25)                                                                          0100 TyWy    

If we choose  W0=0, then T0 = .  With these initial values , we compute sequentially Wi and Ti for 

i=1,2,3,….N-1;from (24) and (25) in the forward process and then obtain yi  in the backward process from (20) 

using (2). 

Repeat the numerical scheme for different choices of   (deviating argument, satisfying the 

conditions )10(   , until the solution profiles do not differs significantly from iteration to iteration.  For 

computational point of view, we use an absolute error criterion, namely 

 

 

Where 
mxy )(  is the solution for the mth iterate of , and   is the prescribed tolerance bound.   

 

III. LINEAR PROBLEMS 

  

Here we are considered the applicability of the numerical integration method, we have applied it to linear 

singular perturbation problems with left-end boundary layer.  These examples have been chosen because they 

have been widely discussed in the literature and because approximate solution is available for comparison. 

Example 1. 

Consider the following homogeneous Singular value perturbation problem from Kevorkian and Cole [6, 

p.33,Eqs.(2.3.26) and ( 2.3.27)] with α =0: 

))exp(-1/-(1

))exp(-x/-(1
  y(x)

bygiven  issolution exact  The

1 y(1) and 0y(0) with 1x0  0, )()( '''









 xyxy

 

The computational results are presented in Table 1(a) and (b) for  = 10-3, 10-4 respectively. 

Table 1 Computational Result for Example 1 

X y(x)   Exact 

(26)                                                     1x0 , )()( 1  mm xyxy
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solution 

=0.001,h=0.01 =0.008 =0.009 =0.007  

0.00 0.00000000 0.00000000 0.00000000 0.00000000 

0.02 0.9876486 0.9899944 0.9917358 1.0000000 

0.04 0.9998419 0.9998944 0.9999319 1.0000000 

0.06 0.9999925 0.9999934 0.9999995 1.0000000 

0.08 0.9999945 0.9999945 1.0000000 1.0000000 

0.10 0.9999946 0.9999948 1.0000000 1.0000000 

0.20 0.9999954 0.9999952 1.0000000 1.0000000 

0.40 0.9999964 0.9999964 1.0000000 1.0000000 

0.60 0.9999976 0.9999976 1.0000000 1.0000000 

0.80 0.9999988 0.9999988 1.0000000 1.0000000 

1.00 1.00000000 1.00000000 1.0000000 1.0000000 

(b) = 10-4  and h= 0.01 

 

0.00 0.00000000 0.00000000 0.00000000 0.00000000 

0.02 0.9998016 0.9998477 0.9998792 1.0000000 

0.04 0.9999999 1.0000000 1.0000000 1.0000000 

0.06 1.0000000 1.0000000 1.0000000 1.0000000 

0.08 1.0000000 1.0000000 1.0000000 1.0000000 

0.10 1.0000000 1.0000000 1.0000000 1.0000000 

0.20 1.0000000 1.0000000 1.0000000 1.0000000 

0.40 1.0000000 1.0000000 1.0000000 1.0000000 

0.60 1.0000000 1.0000000 1.0000000 1.0000000 

0.80 1.0000000 1.0000000 1.0000000 1.0000000 

1.00 1.0000000 1.0000000 1.0000000 1.0000000 

 

Example 2  

Consider the following homogeneous Spp from Bender and Orsag[2,p.480. problem 9.17] 

with α =0 : 

 
bygiven  issolution  exact  The

1 y(1) and 0y(0) with 1x0  0, )()()( '''  xyxyxy
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Table 2 Computational Results for Example 2 . 

X y(x)   Exact 

solution 

=0.001,h=0.01 =0.008 =0.009 =0.007  

0.00 1.0000000 1.0000000 1.0000000 1.0000000 

0.02 0.3834784 0.3819605 0.3808348 0.3756784 

0.04 0.3834410 0.3833556 0.3832939 0.3832599 

0.06 0.3910826 0.3910290 0.3909866 0.3909945 

0.08 0.3989720 0.3989188 0.3988770 0.3988851 

0.10 0.4070216 0.4069688 0.4069269 0.4069350 

0.20 0.4497731 0.4497210 0.4496799 0.4496879 

0.40 0.5492185 0.5491707 0.5491330 0.5491404 

0.60 0.6706514 0.6706123 0.6705816 0.6705877 

0.80 0.8189330 0.8189092 0.8188905 0.8188942 

1.00 1.0000000 1.0000000 1.0000000 1.0000000 
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ABSTRACT 
This paper deals with a convection-diffusion problem in one-dimension with variable co-efficient wherein an artificial 
–diffusion term is present. As a closed form solution, in general, is not possible the classical Frobenious method of 
series solution was used to solve the governing differential equation. Further the problem is also solved by making use 
of a central difference scheme. The Froeinious series solution is numerically computed and the results are compared 
with those obtained by central difference scheme. The results are depicted through graphs and the results obtained by 
both the methods seem to be in good agreement. It is observed that the artificial diffusion term plays a significant role 
in the behaviour of the solution.   
          

                           
1. INTRODUCTION 
 
Martin Stynes in his exemplary contribution [9] has presented an excellent survey of steady-state convection-diffusion 
problems. Quoting   Morton [10], Stynes observes that while the most common source of convection-diffusion problem 
is through linearization of Navier-Stokes equation with large Reynolds number, there are at least ten diverse situations 
where such equation occurs. As, Morton states “Accurate modeling of the interaction between convective and diffusive 
processes is the most ubiquitous and challenging task in the numerical approximation of partial differential equations”.  
The numerical studies of convection-diffusion problems dates back to the mid 1950’s see Allen and South well [1] and 
though there was a bit of lull for some time the studies have gained momentum since 1970’s  to today. For a detailed 
history of the development of numerical methods one can see in M. Stynes [15].   

 
The present authors recently have studied a convection-diffusion problem with constant coefficients which yielded a 
closed form solution [14].  They have also obtained a numerical solution and found that the numerical solution and the 
closed form solution are in good agreement.  Motivated by the comments of Martin Stynes in [9], P.463 in the present 
paper the authors proposed to study a convection-diffusion problem with variable coefficients wherein the diffusion 
coefficient in reference [14] is apparently increased by adding an artificial diffusion term to the diffusion coefficient.  
 
The revised differential equation is solved first by the classical series solution method of Frobenius.  Subsequently the 
differential equation is also solved numerically making use of a central difference scheme.  The solution is obtained by 
Frobinius method is numerically computed for a given diffusion parameter and is compared with the Numerical 
solution. The results are seem to be in good agreement. The artificial diffusion term introduced seems to have 
influenced the boundary layer thickness and in the present case the boundary layer thickness is reduced in comparison 
with that obtained in [14].   
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2. SOLUTION TECHNIQUES 

 
2.1. Analytical solution 
 
In the case of Convection – Diffusion problem 

2

2

du =1
dx

d u
dx

ε− +  With the boundary conditions u(0) =u(1) = 0  

 

Analytical solution in [14] is 
1/(1 x)/ε ee(x) x for   0  x  11/ε1 e

u
ε−− − −

= − ≤ ≤−−
 the associated graphs of the 

solution and the computed solution are shown below.   

 
Figure-1 

 
2.2. Series solution method:  
 
Now we shall consider the two–point boundary value artificial diffusion – convection problem in one-dimension given 
by  

hx ε
2

 
 
 

− +
2d u
2dx

dux
dx

+  u 1+ =  with  u(0) 0,   u(1) 0= =                                                                         (1) 

 

Let 
x 1 1p(x)   , q(x)  - , r(x)    -  
hx hx hxε  ε  ε2 2 2

     
     
     

= − = =
+ + +

 and (1) be brought to   the Standard 

Form: 
2

2

d u dup(x) q(x)u ( )    with u(0) 0,   u(1) 0
dx dx

r x+ + = = =                                                                                (1.1) 

 
The differential equation (1.1) is linear with variable coefficients. Closed form solution for this equation seems to be 
out of reach.  Hence we propose to solve by applying series solution method due to Frobenius. x =0 is an ordinary point 
of (1.1), its every solution can be expressed as a series of the form  

u a
k 0

K

k X
∞

= ∑
=

                                                                                                                                                            (2) 

 
Writing (2) and the expressions of  

,
2du d uk-1 k 2a k x            a  k (k-1) xk k2dx k 0 k 0dx

∞ ∞ −= =∑ ∑
= =

                                                                  (3) 
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From (1) we have  

-  
hx k  -2 k-1 kε a k(k-1)  x a k u a   1 x x xk k k2 k 2 k 1 k 0

 
 
 

∞ ∞ ∞
+ + + = =∑ ∑ ∑

= = =
 

 
The expressions for a2 , a3 , a4 , a5,  …. In terms of a0, a1 are given by  

( )2 2
0 0 10 0 1

2 3 42 3

1 ,
6ε(a -1 ) - a 4 a hε  h ha h ha 4 ε aa  ,  a   a  

2ε 12 ε 48ε
− − −− += = =   

 

( ) ( )2 2
0 0 0 0 1

5 4

8ε h-ha 4 a ε  -3h 6εa -6ε h h a -4a  hε
a   

480ε
+ − +

=   Etc., 

 
On comparison of coefficients of lowest degree terms of x to zero, to determine the coefficients in terms of a0, a1 
numerically, the recurrence relation may be obtained as  

( )2 1
1 nha   a - a  ,  n 2 , 3 , 4 .

ε n 2 2n n n+ +
 
  

= =
+

                                                                                                  (4) 

 
These coefficients are related in terms of a0 and a1 
 
0n Substitution of all the values in equation (2) and the boundary conditions u(0) = 0, u (1) = 0  the series solution  may 
be obtained for h=0.01, ε = 0.05 as  
 
u =1.626954733x -10 x2 +11.17969822 x3 -50.55848491 x4 +47.75233197 x5+....                                                         (5)          
 
The approximated graph of (5) which is the solution of (1) is given below 
 

 
Figure – 2 –Graph of Eqn (1) by Frobinus Method 

                                                                                              
Which satisfies the condition of convergence in the interval 0 < x < 1 by virtue of D’alembert’s ratio test. The condition 
of convergence can be established by introducing the partial sums.   

 
2.3. FINITE DIFFERENCE METHOD  
 
Consider the artificial diffusion – convection equation  

2hx d u du ε    x   u 122 dxdx
 
 
 

− + + + =   with u(0) 0,u(1) 0= =                                                                                 (6) 

 
Apply central difference scheme to the above differential equation where   

1 1u -u'u  (x)  
2h

i i+ −=  and 1 1
2

u -2u uu (x) i i i

h
− ++′′ =                                                                                            (7)  

Where ui = u(xi). x= ih on substitution of (7) in (6) the new equation is  
2

1 1 1 1
2 2

u  - 2u u u  - ui hε     ih  u  1    
2

i i i i i
ih h

− + + − 
 
 

+− + + + =                                                                              (8) 
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The final transformed difference scheme is    
            1 1a u b u c u   di i i i i i i+ −+ + =                                                                                                                               (9) 

Where a  i = -ε, bi = 2ε 2h+ ( )1 i ,+ ci = ( )2- ε  i h ,+ di
2 h=  

 
The boundary conditions u(0) = u(1) = 0 are represented by u0 =0, uN =0 Equation (9) represents a Tri-diagonal Matrix 
of the form  

 Au D=
 

 
                                           
Where the co-efficient matrix A is of order n-1. The Non-homogeneous linear system is solved by applying Thomas 
algorithm. Here The Co-efficient matrix is a Monotonic matrix. This concept incorporated in this problem reduces the 
variations in the computed solution. The computed result with corresponding graph is shown below. 
 

. 
Figure-3: Numerical solution of the Artificial-diffusion equation. 

 
Table-I:  (ε = 0.05) 

x u x u x u x u 
0 0 0.26 0.5157 0.51 0.6919 0.76 0.7591 
0.01 0.0345 0.27 0.5261 0.52 0.6964 0.77 0.7585 
0.02 0.0672 0.28 0.5361 0.53 0.7008 0.78 0.7574 
0.03 0.0982 0.29 0.5457 0.54 0.705 0.79 0.7556 
0.04 0.1275 0.3 0.555 0.55 0.7091 0.8 0.753 
0.05 0.1553 0.31 0.564 0.56 0.7131 0.81 0.7495 
0.06 0.1817 0.32 0.5726 0.57 0.7169 0.82 0.745 
0.07 0.2068 0.33 0.5809 0.58 0.7206 0.83 0.7392 
0.08 0.2307 0.34 0.589 0.59 0.7242 0.84 0.7319 
0.09 0.2534 0.35 0.5968 0.6 0.7276 0.85 0.7229 
0.1 0.275 0.36 0.6043 0.61 0.731 0.86 0.7118 
0.11 0.2956 0.37 0.6115 0.62 0.7341 0.87 0.6982 
0.12 0.3152 0.38 0.6185 0.63 0.7342 0.88 0.6816 
0.13 0.3339 0.39 0.6253 0.64 0.7401 0.89 0.6615 
0.14 0.3518 0.4 0.6319 0.65 0.7428 0.9 0.6371 
0.15 0.3689 0.41 0.6383 0.66 0.7454 0.91 0.6076 
0.16 0.3853 0.42 0.6444 0.67 0.7479 0.92 0.5719 
0.17 0.4009 0.43 0.6504 0.68 0.7501 0.93 0.5288 
0.18 0.4159 0.44 0.6562 0.69 0.7522 0.94 0.4768 
0.19 0.4302 0.45 0.6618 0.7 0.754 0.95 0.4139 
0.2 0.444 0.46 0.6672 0.71 0.7556 0.96 0.338 
0.21 0.4572 0.47 0.6724 0.72 0.757 0.97 0.2461 
0.22 0.4698 0.48 0.6775 0.73 0.758 0.98 0.1348 
0.23 0.482 0.49 0.6825 0.74 0.7588 0.99 0.0001 
0.24 0.4937 0.5 0.6873 0.75 0.7591 1 0 
0.25 0.5049       
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3. OBSERVATIONS  
 
It has been observed that the graphs shown in Fig(1), Fig(2), Fig(3) maintain character preserving phenomena over 
(0,1). Especially in the interval of smooth region steep down fall of the graph coinciding with the actual solution is an 
appreciable thing of considerable order. For small ε the equation is dominated by the convection term. The boundary or 
interior layers may appear along downstream of the convection direction i.e., after the smooth region the diffusion 
effect is visible in the interval (δ, 1). Stable solution is observed under the influence of the artificial-diffusion. The 
exact solution is non-zero almost everywhere except in a narrow boundary layer sub-intervel very close to the point 
x=1. The numerically computed values of u also support this statement vide Table-I. The computed solution and the 
series solution exhibit good agreement on the convection-diffusion phenomena almost through out the the region. 
Whenever there is very little diffusion then the solution has varrying nature as compared to the exact solution [1]. 
When diffusion is more (Artificial diffusion), then the computed layers are smeared.  
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a b s t r a c t

The release of methane gas was compared in pure CH4 (sI) and mixed (sII) hydrates (with C4H8O e

tetrahydrofuran and C3H8 e propane) having methane as dominant constituent. We report absence of
the self preservation effect in mixed hydrates, having stiochiometric composition (sII) of larger guest
molecules, and they populate the 51264 cages. Their dissociation behaviour is in accordance with the
respective phase boundary curve. While a partial methane gas release was observed at 270 K, particu-
larly, in dilute systems. Further, excess gas release was at T > 270 K and complete methane release is
governed by the thermodynamic stability of mixed hydrates.

© 2015 Published by Elsevier B.V.
1. Introduction

Adaptability of gas hydrate based technology for natural gas
storage and transportation demands a stringent pressure and
temperature conditions for its stability. Its transportation through a
network of pipelines is particularly useful for long haul, while it
becomes uneconomical for mid or short distances (Gudmundson
and Borrehaug, 1996). The liquefied natural gas (LNG) or com-
pressed natural gas (CNG) transportation methods, although,
preferentially used in these sectors have inherent operational dif-
ficulties, such as need of cryo-temperature and high pressures
respectively (Thomas and Dawe, 2003). Thus, these techniques
require skilled man-power for sustained and safer operations.
Adoption of gas hydrate based methodology in this sector is
attractive, but the limitations are mostly technology driven
(Nakoryakov and Misyura, 2013; Mimachi et al., 2014). The hydrate
conversion is quite inefficient and time consuming without an
agitator and therefore some special reactors are being employed.
Another approach is to add of some kinetic promoters or surfac-
tants to the hydrate forming (gas þ water) system; and such ex-
periments are still at laboratory scale (Ganji et al., 2007).
d).
Additionally, usage of certain porous materials have shown some
attractive features in hydrate conversion process (Prasad et al.,
2014; Chari et al., 2013a, b; Kang et al., 2010, 2013; Linga et al.,
2007).

Clathrate hydrates, or gas hydrates, are the crystalline ice-like
inclusion compounds consisting of hydrogen bonded water mole-
cules forming open cages of different sizes. Four essential condi-
tions often required for its stable existence are (i) enough supply of
guest (suitably sized hydrocarbons or other) and (ii) host (water)
molecules; and simultaneous presence of (iii) moderately high
pressure, (iv) lower temperature conditions. Such stringent re-
quirements are often fulfilled in certain geological locations around
the globe, both under the permafrost and the oceanic sediments.
Typical pressure and temperatures for the methane hydrates sta-
bility are 2.5 MPa and 273 K; and required pressure increases
exponentially at higher temperatures (Sloan and Koh, 2008). On the
other hand gas hydrates encasing methane molecules (dominant
constituent in natural gas hydrates) can be preserved for a longer
duration even at ambient pressure in the temperature window
240e270 K, and this is most popularly known as “anomalous (or
self-) preservation effect” (Stern et al., 2001, 2003). The metastable
nature of methane hydrates (MH) has been a subject of immense
interest; however, a precise molecular mechanism responsible for
this effect has not emerged. For example, is it an exclusive property
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for methane hydrates (sI - Pm3n) alone or is it true for all other sI or
sII (Fd3m) hydrates also. Will the mixed hydrates (sII), with CH4 as
dominant fraction, possess this exceptional property? How can one
model the mechanism for this unique property without ambigu-
ities? Nevertheless unexpected longevity of the methane hydrates
at ambient pressure found important applications, particularly, in
gas storage and transportation of natural gas hydrates, which are
dominated by the methane gas (Takeya et al., 2012; Mimachi et al.,
2014). There are several factors that control the rate of hydrate
dissociation, such as experimental temperature (Stern et al., 2001,
2003) and pressure (Komai et al., 2004). Further, composition of
the feed gas (Stern et al., 2003; Takeya and Ripmeester, 2010;
Uchida et al., 2011), hydrate granular size (Takeya et al., 2005;
Mimachi et al., 2014) and co-existence of certain additives or
electrolytes (Zhang and Rogers, 2008; Takeya et al., 2012; Sato et al.,
2013), and presence of fine glass beads (Hachikubo et al., 2011) in
hydrate forming systems also influence the dissociation process.
The effect of temperature on the dissociation process is exhaus-
tively studied in the past by Stern et al. (2001) and they reported
significantly slower at atmospheric pressure in a temperature
window 241e271 K (generally known as self-preservation win-
dow), with two minima at 249 and 269 K. Nakoryakov and Misyura
(2013) have reported that the thermal dissociation rate is signifi-
cantly lower in natural hydrates compare to synthetic analogues in
self preservation window despite of structural similarity.

Takeya and Ripmeester (2010) have shown that the self-
preservation property is not an exclusive for MH alone, but the
hydrates with certain other guest molecules like CH3F, CF4 and CO2
forming sI structure and O2, N2, Ar and Kr forming sII can also show
this phenomenon. These authors further argued that the in-
teractions between the guest molecules and H2O molecules in ice
play a critical role in self-preservation phenomenon. Uchida et al.
(2011a, b) have summarized earlier kinetic models on this un-
usual self-preservation phenomena and have concluded that the ice
shield, around hydrate grains, below 240 K is mostly granular type
and the retardation in gas diffusion is governed by slower hydrate
dissociation rather than gas diffusion. However, in the self-
preservation temperature region, i.e., 240 K < T < 270 K, the
morphology of ice shield is plate-like with stacking faults and hy-
drate dissociation is governed by the molecular gas diffusion
through the ice layers. Further, the ice layer also stabilizes the hy-
drate structure vindicating the importance of gas-H2O interactions
in this phenomenon. Takeya et al. (2011) have measured the
average thickness of ice layer around hydrate particles as 100 mm
after preserving them for 24 h at 253 K. Although it is difficult to
understand the effect of gas-H2O interactions on the self-
preservation of gas hydrates quantitatively, they become very
important when we consider the natural gas hydrates as storage
and transportation materials. Zhang and Rogers (2008) claimed
that the 0.04% of the stored gas was evolved during 256 h at 268 K
from the hydrates formed with gas mixture of (CH4 þ C2H6 þ C3H8)
at atmospheric pressure. According to these authors, ice shielding is
not the primary mechanism for this phenomena and the
enhancement of preservation by usage of additives may be of
practical possibility. Recently Kida et al. (2011) proposed that the
“direct measurements of the dissociation behaviours of pure
methane and ethane hydrates trapped in sintered tetrahydrofuran
hydrate through a temperature ramping method showed that the
tetrahydrofuran hydrate controls dissociation of the gas hydrates
under thermodynamic instability at temperatures above the
melting point of ice”. The sample preparation procedure adopted by
Kida et al. (2011) involved several steps, such as mixing-up of fine
powders of independently prepared MH and THF hydrates at low
temperatures. Later they were pelletized using oil pressure of
6 MPa and 263 K. Further prior to depressurization experiments,
the pellets were again broken into 1e2 mm chips and were soaked
for about 30 min under methane gas pressure of 6 MPa and 263 K.
Thus, the possibility of mixture of both sI (MH) and sII (THF þ CH4)
hydrates cannot be excluded in such experiments. Thus it was not
clear whether the delayed dissociation of hydrates was due to
mixed hydrates or due to anomalous preservation nature of sI hy-
drates. In order to gain further understanding we compared the
dissociation behaviour of methane hydrates (MH), after depres-
surization, in its pure (sI) and mixed (with THF e 0.052, 0.021 &
0.011 and C3H8 gas e 0.13, 0.051 & 0.017 mol fractions) form. The
THF is highly soluble in water and readily form sII hydrates, while
propane is less soluble and also form sII hydrates because of its
larger molecular size.

2. Experimental

Experimental procedure followed for gas hydrate synthesis has
already been described earlier (Chari et al., 2011, 2013a; Sharma
et al., 2014). Briefly, the main part was an SS-316 cylindrical
vessel, which can withstand gas pressures up to 15 MPa, and vol-
ume of the vessel was 400mL. A cold fluid (waterþ glycol mixture)
was circulated around the vessel with the help of a circulator to
bring and maintain temperature inside the cell at a desired level. A
platinum resistance thermometer (Pt100) was inserted into the
vessel to measure temperature with an accuracy of ±0.5 K, while
pressure in the vessel was measured with a pressure transducer
(WIKA, type A-10 for pressure range 0e25 MPa with ±0.5% accu-
racy). De-ionized ultra-pure water (Millipore e type 1) was used,
and the dissolved gases were removed by evacuation. The High
pure gasses were supplied by M/S Linde India Private Ltd. The
tetrahydrofuran of purity (98%) was supplied by Qualigens Fine
Chemicals, India.

About 70% volumewas for CH4/C3H8þCH4 gas and rest was filled
with water or THF aqueous solution. The atmospheric gases in the
experimental cell were diluted by purging with the gas prior to the
experiments and the gas was filled to the desired level
(5.0e8.0 MPa) using the Teledyne ISCO syringe pump to a pressure
and temperature outside of the hydrate stability zone. Then, the
reactor was isolated from the ISCO pump/gas tank by closing the
gas inlet valve. Subsequently, a cold fluid from the chiller was
circulated to bring down the temperature of the reactor and the
hydrate formation was detected by a sharp pressure drop at a
particular temperature (>275 K). The temperature and pressure
were logged for every 60 s of the time interval. Insignificant head-
pressure drop in the reactor observed over a longer duration in-
dicates saturation in hydrate conversion. The reactor cell was then
placed in a bath pre-cooled to 250 K for equilibration. Then the
reactor was depressurized rapidly by venting the residual gas. The
bath temperature was slowly increased and p, T of the reactor was
recorded with 30 s interval. Similar experimental protocol has been
used by Uchida et al. (2011a).

3. Results and discussion

Table 1, shows the mole fractions of feed guest molecules and
the amount of gas liberated during the dissociation of gas hydrates.
The gas release below 273 K is mostly due to the dissociation of sI
component, while that above is because of sII hydrate dissociation.
The hydration number for pure methane hydrates has been
computed as 5.94 (Chari et al., 2014) and that for C3H8 þ CH4

mixtures is estimated from CSMGEM program (Sloan and Koh,
2008). The hydration number for THF þ CH4 hydrates was esti-
mated using the cage occupancy reported by Seo et al. (2003).
Estimated hydration numbers for the mixed guests vary in the
range 7.80e6.72 depending on the feed guest composition. Typical



Table 1
Information on mole fractions of different guest molecules used as feed constituents
in the present study. Observed amounts of released guests below and above the ice
melting point were also tabulated.

Exp. No Mole fractions of the feed
guest molecules

Released gas (moles)

THF C3H8 CH4 sI sII Total

1 e e 1 0.51 e 0.51
2 0.011 e 1 0.15 0.24 0.39
3 0.021 e 1 e 0.28 0.28
4 0.052 e 1 e 0.42 0.42
5 e 0.017 0.982 0.25 0.08 0.33
6 e 0.039 0.960 0.16 0.11 0.27
7 e 0.129 0.870 0.07 0.27 0.34
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hydrate yield in pure methane hydrates is 54.5%. The procedure for
estimating the hydrate yields through the gas releasemeasurement
is described in detailed in our earlier publications (Chari et al., 2011,
2013a; Sharma et al., 2014; Prasad et al., 2014). There was no
measurable gas release at T < 273 K in hydrates formed with
XTHF ¼ 0.052 and 0.021; and the hydrates are in sII form, with yield
of 39 and 24% respectively. However, at much lower mole fractions
of THF (XTHF ¼ 0.011) the methane gas release was observed as 0.15
and 0.24 mol in both the regions, respectively. Corresponding hy-
drate yields in sI & sII regions are 11.0 and 20.0%, respectively.
Similarly the hydrate yields in mixed hydrates with C3H8 þ CH4
system (having mole fraction as C3H8 as 0.129, 0.039 and 0.017)
during the sI & sII hydrates formation region are 7.5 & 38%, 17.0 &
13.87% and 26.7 & 9.68%. Generally the hydrate fraction in sII
decreased with the decrease in large cage guest fraction.

Fig. 1 shows the progressive build-up in methane gas pressure,
after depressurization around 253 K, at different temperatures for
pure and mixed hydrates. Mixed hydrates were synthesised using
aqueous solutions of THFwithmole fractions (0.052, 0.021&0.011).
We observe that the pure methane hydrates continues to exist in
metastable state upon depressurization and rapid gas release
occurred in the close vicinity of ice melting temperature (273 K)
(curve a). The gas release is extremely slow when the temperature
is lower than 268 K. However, methane gas was released rapidly in
the temperature window of 268e271 K. Pressure inside the reactor
Fig. 1. A plot showing the variation in CH4 gas pressure in gas hydrate systems as a
function of temperature. Curve (a) depicts the hydrate dissociation behaviour in pure
methane hydrate system and the trace 1 is its phase boundary computed from
CSMGEM. The curves (b, c & d) are the dissociation behaviour observed in mixed
hydrates of CH4 þ THF system, with XTHF ¼ 0.052, 0.021 and 0.011. Trace 2 is the phase
boundary curve for the mixed hydrates (with XTHF ¼ 0.05) fitted to the experimental
points (* & O).
reached to 2.35 MPa at 270.8 K, which is evidently a phase
boundary point for pure methane hydrates. Thereafter the gas
release by hydrate dissociation is essentially driven by the stability
conditions, i.e., significant methane release is observed upon
increasing the temperature (see curve e a of Fig. 1). Well accepted
reason for this metastable nature outside MH region is the forma-
tion of an ice layer over MH grains (Takeya, 2010, 2011; Uchida,
2011b; Ohno, 2011).

On the other hand, mixed hydrates with some other hydrates
formers such as THF or C3H8 etc., show much superior thermody-
namic stability, though they preferentially crystallize into sII hy-
drates. Larger guest molecules occupy the 51264 cages, whereas,
vacant smaller 512 cages are available for the guest molecules such
as CH4. The Raman spectroscopic signatures for the mixed hydrates
were shown earlier for THF (Prasad et al., 2009b) and the same for
propane hydrates are shown in Fig. 2. The mixed hydrates are
thermodynamically stable even at lower pressures at temperatures
closer to 273 K. The thermal stability of THF þ CH4 mixed hydrates
system has extensively studied at high p, T conditions, but such
studies in anomalous preservation region are at seldom. Observed
pressure raise, if any, in THF þ CH4 hydrate system is primarily due
to CH4 gas from dissociated hydrates. Release of THF due to hydrate
dissociationwill not contribute to pressure increase as it is in liquid
form in the temperature regions of our interest (Kida et al., 2011).
Fig. 1 shows the dissociation behaviour of mixed hydrates at three
different mole fractions of THF, namely 0.052, 0.021 and 0.011. The
circles and star symbols (XTHF ¼ 0.052), respectively, are the
experimental phase stability points reported in the literature and
determined in our laboratory using isochoric pressure search
method (Chari et al., 2011; Sharma et al., 2014). We computed the
Fig. 2. Characteristic Raman bands in the CH stretching mode region denoting the
encaged C3H8 and CH4 molecules in sI (trace a) and sII (trace b) hydrates. The sI and sII
hydrates were synthesized with 2 and 13% propane gas.



Fig. 3. Observed variations in gas pressure as a function of temperature upon disso-
ciating the pure CH4 and mixed CH4 þ C3H8 hydrates. The trace 1 and 2 represents the
phase boundary curve computed from CSMGEM. Curves (b, c & d) are the dissociation
behavior observed in mixed hydrates of CH4 þ C3H8 system, formed with 13, 4 and 2%
propane gas.
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best fit by considering data points particularly in lower p, T region.
It is also known from the literature that phase boundary for mixed
hydrates with lower mole fractions of promoters such as, THF,
moves to the left of curve with XTHF ¼ 0.0556 towards inhibition
side. Further, increase beyond XTHF ¼ 0.0556 will have no effect on
the phase stability but the excess amount inhibits the hydrate
growth, thus decreases gas intake (Seo et al., 2003; Prasad et al.,
2009a). Significant built-up in CH4 pressure in mixed hydrates,
with XTHF¼ 0.052, is evident at T> 282 K and it is negligibly small at
T < 282 K. The dissociation is along the phase boundary (see curve-
b). The hydrate dissociation is faster upon reducing the mole frac-
tion of THF to 0.021 and 0.011 as shown in curves c& d respectively.
But noticeable dissociation occurred at T > 274 K. Observed
behaviour is consistent with earlier reports. It is known that the
mixed hydrates crystallize into both sII and sI and its growth is
highly inhomogeneous and particularly the hydrates formed from
lower THF mole fractions (XTHF ¼ 0.011) show prominent sI growth
(Seo et al., 2003; Chari et al., 2011; Prasad et al., 2009b). A closer
look into the dissociation pattern of curve-d clearly vindicates this
fact. A significant amount of methane gas was liberated close to ice-
melting point, similar to curve-a, and thereafter gas release was
slow. The later part of gas release (for T > 270 K) is due to the
dissociation of mixed hydrates of sII with 51264 and 512 cages
respectively are filled by THF and CH4 molecules. Our earlier ob-
servations clearly demonstrated that a heterogeneousmixture of sII
and sI are often formed in aqueous solutions with lower mole
fractions of bulky hydrocarbons (Chari et al., 2011; Prasad et al.,
2009a). Prolonged release of methane gas beyond ice-melting
point is essentially because of mixture of sI and sII hydrates.
Nevertheless, these experiments demonstrate the possibility to
store methane gas in mixed hydrates at temperatures higher than
273 K. The dissociation pattern follows the respective phase
boundary. Further, these observations are strengthened by the
dissociation behaviour of hydrates formed with C3H8 and CH4 gas
mixtures. We particularly choose C3H8 and CH4 gas mixtures
because both of them are immiscible in water, whereas THF is
highly miscible in water; and the propane is essentially occupies
51264 cages in sII hydrates.

The hydrates formed with gas mixtures like propane and
methane are highly heterogeneous and both sII & sI structures are
reported. However, sII hydrates are more prominent with C3H8
occupying 51264 cages, while vacant 512 cages are occupied by CH4
molecules (Uchida et al., 2004; Schicks et al., 2006; Prasad et al.,
2008). As noted in Table 1, the fraction of sI hydrates increases
with themole fraction of CH4 in feed gas. Further, in Fig. 2, we show
the Raman spectroscopic signatures of C3H8 and CH4 molecules
enclathrated in 51264 and 512 cages respectively (trace e b). The
characteristic Raman features for the propane molecules in hydrate
phase are a doublet at 2871&2880 cm�1 andweaker bands at 2944
& 2986 cm�1. These observations are consistent with earlier reports
(Uchida et al., 2004; Schicks et al., 2006; Prasad et al., 2008, 2009a).
Observed Raman band at 2915 cm�1 is the characteristic of CH4
molecules encaged in 512 cages. Whereas, with less mole fraction of
propane in feed gas mixture the prominent hydrate phase is sI
(trace e a), with both cages are occupied by the methane mole-
cules, and observed Raman doublet at 2905 and 2915 cm�1

unambiguously indicates such occupancy.
Fig. 3 shows the dissociation behaviour of hydrates with

increasing temperature. The hydrates were formed with different
gas mixtures; i.e., 13% C3H8 þ 87% CH4 (curve e b); 4% C3H8 þ 96%
CH4 (curvee c) and 2% C3H8þ 98% CH4 (curvee d). A small amount
of gas release is observed around 270 K in hydrates formed with
higher amount of propane gas (curvee b), while it is relatively high
in hydrates with 4% or 2% propane gas. This indicates that the sI
hydrates could form prominently in mixed hydrates with lower
amounts of propane. Further, the dissociation of sII hydrates with
CH4 as co-guest will occur at temperatures higher than 273 K. The
partial dissociation of mixed hydrates formed with lower mole
fractions of higher hydrocarbons (C3H8 or THF) could be because of
their lower thermal stability limit or vacant 51264 could provide a
path for CH4 molecular diffusion through sII hydrates.

4. Conclusions

In summary, our experimental results show that pure methane
hydrates exist in metastable state in a temperature range
250e268 K upon depressurization to atmospheric pressure. The
hydrate dissociation is rapid in a smaller temperature range, i.e.,
268e270.8 K. When the cumulative gas pressure exceeds 2.35 MPa,
further hydrate dissociation is governed by the thermodynamic
stability conditions of methane hydrates. On the other hand, it is
possible to store CH4 gas in the form of mixed hydrates and the
release of methane gas is controlled by the thermodynamic sta-
bility of mixed (sII) hydrates. The formation of sI hydrates with CH4
as guest molecules alone is avoidable by using other hydrate for-
mers having stiochiometry close to sII hydrates. However, the
fraction of sI hydrates increased at the lower mole fraction of large
cage guest molecules.
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Abstract

In this study, Cu2ZnSnS4 (CZTS) thin films were deposited by spray pyrolysis technique at constant substrate temperature. The effects of the
copper concentration on the structural, morphological and optical properties of the films were investigated. The copper concentration was varied
from 0.15 to 0.25 M in the steps of 0.05 M. The structural studies revealed that the Cu poor film shows low intense peaks, but as Cu
concentration increases a relatively more intense and sharper diffraction peaks (112), (200), (220), and (312) of the kesterite crystal structure were
observed. Raman spectroscopy analysis confirmed the formation of phase-pure CZTS films. From the morphological studies, it is found that the
grain size increased as the Cu concentration increases from 0.15 to 0.25 M. The optical band-gap values were estimated to be 1.61, 1.52 and
1.45 eV for copper concentration 0.15, 0.20 and 0.25 M, respectively. Photoelectrochemical cells using films of different copper concentrations
were fabricated and the best cell exhibited an efficiency of 1.09% for 0.25 M of copper concentration.
& 2015 Elsevier Ltd and Techna Group S.r.l. All rights reserved.

Keywords: A. Films; B. Grain size; C. Optical properties
1. Introduction

Photovoltaic (PV) is the technology that directly converts
sunlight into electricity, which is preferred as a good source of
renewable energy. Most of the PV cells used today are made up
of CdTe or CuIn1�xGaxSe2 (CIGSe) materials [1]. The production
of CdTe and CIGSe based PV devices is difficult due to toxicity of
selenium (Se) and rare availability of indium (In) and gallium (Ga).
The rare availability of these element increases the price of the
PV devices, where toxicity is main issue of the human globe.
Therefore, there is a necessity to fabricate PVs, which are low cost,
non-toxic, high efficiency using environmental friendly materials.
Cu2ZnSnS4 (CZTS) is one of the potential absorber material for
thin film heterojunction solar cells with ideal solar cell character-
istics such as optimum band gap (1.4–1.5 eV), high absorption
10.1016/j.ceramint.2015.02.124
15 Elsevier Ltd and Techna Group S.r.l. All rights reserved.
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coefficient (104 cm�1) and p-type conductivity [2]. According to
Shockley–Queisser photon balanced calculations, the theoretical
energy conversion efficiency of PV using CZTS as absorber
material is 31–33% [3]. The availability of the CZTS elements; Cu
(50 ppm), Zn (75 ppm), Sn (2.2 ppm) and S (260 ppm) which are
relatively abundant and nontoxic in nature making CZTS as one
of the best candidate for PV technology [4]. Basically CZTS is
derived from CIGSe by replacing In with Zn, Ga with Sn, and Se
with S [5]. It exists in two types of crystal structures kesterite and
stannite only difference between them is the site position of their
Cu and Zn atoms. [6]
Many physical [7–10] and chemical methods [7,11–14] are used

so far to deposit CZTS films. Physical methods are more favorable
than chemical methods due to ease of scalability and compatibility
in large scale commercial manufacturing plant [13]. However,
suffering from relatively low throughput and material utilization,
these costly physical methods face many difficulties in large scale
production. In this regard, various chemical methods have been
developed due to their advantages of simple handling, low cost and
tion on sprayed CZTS thin films deposited at high temperature, Ceramics
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Fig. 1. XRD spectra of CZTS thin films prepared at copper concentration:
C1¼0.15 M, C2¼0.20 M, C3¼0.25 M and C4¼0.30 M.
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high throughput as compared with physical methods. As far as low
cost, simplicity, suitable for large scale deposition without use of
vacuum, one of the challenges in the synthesis of CZTS thin films
by chemical method is the tendency to form binary and ternary
phases [14,15].

Spray pyrolysis technique (SPT) being one of the simple and
cost effective chemical method has attracted much attention due
to its ease of scalability and versatility [14]. Kumar et al. used this
method and observed an increase in optical band gap with de-
crease in copper salt concentration in the solution at substrate
temperature of 643 K. [16]. Kamoun et al. deposited CZTS thin
films by varying substrate temperature and spray duration. They
found that annealing of the films plays an important role for the
improvement of the CZTS properties [17]. Nadi et al. have
studied effect of different substrate temperature on the CZTS thin
films deposited on Molybdenum (Mo) coated soda lime glass
(SLG) substrates. They have used a single target rf magnetron
sputtering technique and found that annealing process induces
better nucleation and grain coalescence upon recrystallization
[13]. Camara et al. synthesized CZTS nanoparticles by a simple
hydrothermal method with different concentration ratios of sulfur
and copper. The thin film has been obtained by spin coating and
it was observed that a copper-rich concentration ratio of CZTS
nanoparticles show better results [18]. Mkawi et al. fabricated
CZTS based solar cells via sequential electrodeposition method
using different copper salt concentrations wherein sulfurization is
carried out in elemental sulfur vapor atmosphere. They found that
there was increase in the grain size with the increase in copper
concentration [5].

As discussed above, it is very difficult to obtain phase pure and
good morphology CZTS films by SPT. Thus, by considering
above aspects there is a need to synthesize compositionally pure
CZTS phase with better morphology so as to increase the effi-
ciency of CZTS based solar cells. In this work, it has been atte-
mpted to decrease the formation of secondary phases with good
morphology. The effect of Cu concentration on the properties of
CZTS films at high substrate temperature has been studied and the
obtained results are analyzed herewith.

2. Experimental

CZTS thin films were deposited on preheated, ultrasonically
cleaned soda lime glass (SLG) and fluorine doped tin oxide (FTO)
substrates by SPT. The CZTS precursor solution contains copper
chloride (0.15–0.30 M), zinc chloride (0.1 M), tin chloride (0.1 M)
and thiourea (0.8 M). All the metal chlorides were dissolved in
30 ml of double distilled water. Excess amount of thiourea was
used to avoid precipitation in the solution and also to compensate
the loss of sulfur during pyrolysis [19]. The solution was stirred on
magnetic stirrer for 10 min, to dissolve all components completely.
The obtained solution was sprayed at the rate of 2 ml/min on to the
substrate kept at 500 1C using compressed air as carrier gas. To
study the effect of copper salt concentration on the formation of
CZTS films, copper chloride in the solution was varied from 0.15–
0.30 M in the steps of 0.05 M. The as deposited samples were
allowed to cool naturally at room temperature. These samples
were further used for structural, optical, morphological and PEC
Please cite this article as: S.M. Bhosale, et al., Influence of copper concentra
International (2015), http://dx.doi.org/10.1016/j.ceramint.2015.02.124
properties. The samples are denoted as ‘C1’ for copper 0.15 M,
‘C2’ for copper 0.2 M, ‘C3’ for copper 0.25 M and ‘C4’ for
copper 0.30 M, respectively.
2.1. Characterization techniques

The structural properties of sprayed CZTS films with different
Cu concentrations are studied using X-ray diffractometer (XRD)
(Philips, PW 3710, Holland) operated at 40 kV, 30 mA with
CuKα radiation (λ¼1.5406 Å) and Raman spectroscopy is
recorded using Raman microscope (LabRam HR800 UV, Horiba
Jobin-Yvon, France) with excitation wavelength of 514 nm. The
surface morphology is observed using field emission scanning
electron microscopy (FE-SEM) (Model Hitachi S4800, Japan.).
UV–visible absorbance spectra of the samples are recorded using
a UV–visible spectrophotometer (UV1800, Shimadzu, Japan).
The photoelectrochemical (PEC) performance is measured using
a Sol2A with Keithley-2420 source meter under 1.5 AM (Oriel
New Port Corporation USA).
3. Results and discussion

3.1. XRD analysis

To study the effect of copper concentration, the crystal-
lographic properties of sprayed CZTS films are characterized
by XRD and their patterns are shown in Fig. 1. Increase in
copper concentration from 0.15 M to 0.25 M in the spraying
solution improves the crystallinity of CZTS films as revealed
by the sharp and increasing peak intensity along (112), (002),
(114), (220), (312), (008) and (332) respectively, indicating the
formation of kesterite type CZTS thin film (JCPDS 26-0575).
Films deposited using 0.30 M of copper concentration shows
amorphous nature (denoted by C4) with a weak peak at 46.381
(shown by *) that belong to anilite Cu7S4 (JCPDS 22-0250).
This is because of excess of CuCl2 in the spraying solution.
Since C4 was amorphous in nature, it was not considered for
tion on sprayed CZTS thin films deposited at high temperature, Ceramics
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Raman, FE-SEM and optical characterization. The sample
C3 showed higher peak intensities than the other samples,
along with relatively small peak of Cu7S4 phase. However, as
compared to the prominent peaks of CZTS, the Cu7S4 peak
was negligible. Further, it is seen that as the Cu concentration
increases from C1 to C3 the intensity of prominent peak
increases. Mkawi et al. observed that, intensity of the peaks
were moderately increased as Cu concentration increases along
with secondary phases. They concluded that the secondary
phase assist CZTS film formation through liquid assisted grain
growth, resulting in large grains and compact CZTS films [5].
Comparing with their studies, we observed sharp increase
in peak intensity as the copper concentration increases. Recent
works [16,20] concluded that high substrate temperature is
useful to obtain highly crystalline film, this may be reason for
above observation. Since, the planes of CZTS are similar to
Cu2SnS3 (CTS) and ZnS, the obtained peaks could be related
to either CZTS or CTS or ZnS phases [21]. Thus, to confirm
the crystal structure and phase formation of the films, Raman
spectra of CZTS samples, were studied.
Fig. 2. Raman spectra of CZTS thin films prepared at copper concentration:
C1¼0.15 M, C2¼0.20 M, and C3¼0.25 M.

Fig. 3. FE-SEM images of CZTS thin films prepared at copper concentration: C1¼
CZTS thin films.

Please cite this article as: S.M. Bhosale, et al., Influence of copper concentra
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3.2. Raman analysis

Each phase in CZTS film gives a specific peak position in
Raman scattering which is clearer than in X-ray diffraction pattern.
Raman spectroscopy gives the characteristic vibrational modes of
bulk CZTS, other secondary and co-existing phases which can be
differentiated from each other [22–24]. The Raman spectrum
depends on the symmetry of the crystal structure, strength of the
chemical bonds, masses and charges of the constituent elements
[25]. The Raman spectra of CZTS film is shown in Fig. 2. In
the Raman spectra, peaks are observed at 289, 305, 335, and
373 cm�1. The maximum intensity peak at 335 cm�1and other
low intense peaks observed at 289 and 373 cm�1 corresponds to
CZTS, which are in agreement with the reported results and it
confirms the formation of CZTS phase. The peaks are shifted little
bit towards the right for C1 and C2, which are probably a result of
the Cu poor composition of the layer and is associated with the
presence of a disordered kesterite phase [26,27]. The weak peak
observed at 305 cm�1 in C3 film (denoted by *) corresponds to
Cu2SnS3, which may be due to excess of Cu concentration in
the sample [23]. Mkawi et al. observed the effect of copper conce-
ntration on the properties of CZTS films deposited by electro-
chemical method and found that the formation of such undesired
secondary compounds is due to incomplete conversion of sulfides
[28]. The CZTS Raman spectrum did not show any evidence for
the presence of binary phases SnS, SnS2, CuS, Cu2S and β-ZnS
[29]. Previous reports show that the sulfur in the CZTS thin film
distributes non-uniformly. If the diffusion of sulfur in the CZTS
thin films is from the surface to the bottom of the film, it leads to
the formation of secondary phases [30,31]. Here, deposition is
carried out at high substrate temperature thus providing sufficient
thermal energy for conversion of binary sulfides.

3.3. FE-SEM studies

Fig. 3 shows the FE-SEM images of CZTS films deposited
with different Cu concentrations. The CZTS micrographs show
that the films uniformly cover the substrate. As the Cu concentra-
tion increases, an increase in the average grain size as 142 nm for
0.15 M, 205 nm for 0.20 M and 330 nm for 0.25 M is observed.
0.15 M, C2¼0.20 M, and C3¼0.25 M. Inset shows the cross-sectional view of

tion on sprayed CZTS thin films deposited at high temperature, Ceramics
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This increase in the grain size is might be due to agglomeration
of grains. Increase in grain size improves the performance of a
polycrystalline CZTS thin film with decrease in grain bound-
aries that increases the effective diffusion length of minority
carriers [32–34]. Kishore Kumar et al. [16] deposited CZTS thin
films by varying Cu concentration from 0.007–0.01 M at
substrate temperature of 370 1C using SPT. They have observed
smeary appearance like morphology with large island-like
regions at low copper concentration and as the Cu concentration
in the solution increases distinct grains are seen. Chalapathi
et al. [27] observed improved grain size after annealing the
thermally evaporated CZTS films at 580 1C in sulfur atmo-
sphere. They have observed larger crater like area and a few
voids on the surface, which they concluded may be due to
insufficient sulfur vapor pressure. Voids on the absorber layer
in the thin film solar cells lead to low conversion efficiency
because the generated carriers are disturbed at both grids [35].
In this work, compact uniform morphology without voids is
observed due to excess amount of sulfur incorporated during the
deposition. Thickness of the films is calculated by the cross-
section of FE-SEM images and found to be 2.05 μm, 2.15 μm
and 2.21 μm for C1, C2 and C3 films, respectively.

3.4. Optical studies

Fig. 4 shows a plot of square of the product of the absorption
coefficient and photon energy as a function of the photon energy
for the spray deposited CZTS films with different Cu concentra-
tions. The nature of the optical transition, whether direct or indirect
and the optical band gap (Eg) of each film is obtained from the
equation

α¼ A hν�Eg
� �n

hν
ð1Þ

where ‘A’ is a constant. The exponent ‘n’ can take values 1/2, 3/2
or 2 based on whether the optical transition is direct-allowed,
direct-forbidden or indirect-allowed, respectively. In the present
investigation, values of ‘α’ are found to obey above equation for
Fig. 4. Variation of (αhν)2 versus (hν)2 of CZTS thin films prepared at copper
concentration: C1¼0.15 M, C2¼0.20 M, and C3¼0.25 M.
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n¼1/2, indicating that the optical transitions are direct-allowed in
nature. The band gap is estimated by extrapolating the straight line
part of the (αhν)2 versus ‘hν’ curve to the intercept of the
horizontal axis [20]. The values of band-gap for CZTS films
are determined to be 1.61 eV, 1.52 eV and 1.45 eV for C1, C2 and
C3, respectively. The band gap value of C3 sample is near the
optimum for photovoltaic solar conversion in a single-band-gap
device. The decrease in band gap with increase in the cu conce-
ntration may be because of: 1] increase in the crystallinity (Fig. 1),
2] the presence of narrow band gap Cu2SnS3 phase in the C3
sample (Fig. 2) and 3] increase in thickness of the films (inset of
Fig. 3) [36–38]. The band gap tunneling may be understood
according to the symmetry of the valence band maximum (VBM)
and conduction band minimum (CBM) states [39]. It should be
noted that the disorder between Cu and Zn cations is highly
possible in the CZTS semiconductors with different compositions,
and therefore its influence on the band gaps is also common [40].
3.5. PEC studies

The PEC performance of CZTS thin films deposited on FTO
substrates has been studied with a two electrode configuration of
photoanode which were immersed in 0.1 M Europium nitrate (Eu
(III)(NO3)3) as a redox mediator under UV (100 mW) illumination.
ITO was used as a counter electrode. Illuminated J–V curves for
CZTS based PEC devices fabricated using C1, C2 and C3 are
shown in Fig. 5. PEC characterization is selected because it is
easier than forming solid state junction. It allows a rapid and
nondestructive evaluation of a photo-activity of the CZTS thin
films [41]. The detailed PEC parameters are listed in Table 1. The
significant enhancement in the Jsc and Voc is observed with
increasing Cu concentration upon illumination as shown in
Fig. 5. It can be clearly seen from the graph that the solar cell
based on CZTS thin films derived from C1 shows relatively poor
performance. This may be due to insufficient Cu concentration
during the CZTS deposition process which may create structural
defects in the CZTS film. While, the cell derived from C3 exhibits
Fig. 5. J–V characteristics of CZTS thin films prepared at copper concentra-
tion: C1¼0.15 M, C2¼0.20 M, and C3¼0.25 M.
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Table 1
Solar cell parameters of PEC devices fabricated for different copper concen-
trations: C1¼0.15 M, C2¼0.20 M, and C3¼0.25 M.

Sample Jsc (mA/cm2) VOC (V) F.F. η (%) Rs (Ω) Rsh (Ω)

C1 2.84 0.23 0.31 0.21 253 541
C2 7.31 0.39 0.30 0.86 190 400
C3 8.88 0.51 0.23 1.09 278.49 250
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better conversion efficiency of 1.09%. From the structural analysis,
it is observed that the C1 and C2 films does not show any
secondary phase where as C3 sample shows very small secondary
phase of Cu2SnS3. C1 and C2 films show low efficiency as
compared to C3 film. The presence of secondary phase in C3 film
may help for the enhancement of the photoactivity of the film. The
series resistance (RS) and fill factor (FF) is lower in present PEC
devices because of impurities and defects including insulating
secondary phases which cause charge carrier recombination [42].
The short circuit current (ISC) increases with the increasing Cu
concentration. This is due to improved and large grain size, which
increases the absorption of incident photons. Additionally, it helps
to increase current generation and reduce minority recombination
rates [33]. The augmentation of these solar cell parameters could be
attributed to the improved morphology of CZTS thin films, which
affect CZTS–electrolyte junction quality and dynamics of charge
carrier recombination [43]. The photoelectrochemical measurement
confirmed the good photo-activity of the CZTS thin film (Table 1).
4. Conclusions

In this paper, the effect of copper concentration on structural,
morphology, optical and PEC properties of CZTS thin films at
high temperature has been investigated. The analysis of XRD
patterns indicate that the CZTS film with copper concentration up
to 0.25 M has sharp and intense peak orientation. For higher
concentration above 0.25 M amorphous phase was confirmed.
Further, Raman studies confirm the phase purity of CZTS films
with relatively small peak of Cu2SnS3 phase. FE-SEM results
indicate that as the Cu concentration increases average grain size
also increases. Decrease in band gap due to increase in copper
concentration was confirmed. Furthermore, the solar cell fabricated
with the copper rich CZTS film (C3) showed enhancement in
conversion efficiency about 1.09% due to presence of Cu2SnS3
phase in the film.
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a b s t r a c t

Highly crystalline photoactive Cu2ZnSnS4 (CZTS) thin films are fabricated by a simple and low cost spray-
pyrolysis technique without sulfurization treatment in toxic atmosphere. The influence of substrate
temperatures on the physico-chemical properties of the CZTS films is investigated. The film sprayed at
optimized substrate temperature exhibits optical band gap energy of 1.49 eV, which is prerequisite for
the photovoltaic applications. The photoelectrochemical (PEC) device of CZTS-500 film showed a power
conversion efficiency of 0.86% which is the highest efficiency for sprayed CZTS thin films so far.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

CZTS has emerged as a potential candidate for absorber layer
in photovoltaic cell, having earth abundant, non-toxic and low
cost elements. It exhibits an excellent optical absorption of over
104 cm�1, direct optical band gap energy of 1.4–1.5 eV and p-type
conductivity, which makes this material especially suited for the
development of low-cost, and environmentally nontoxic thin film
solar cells (TFSCs) [1–4].

Numerous vacuum and non-vacuum based deposition techni-
ques have been employed for the synthesis of CZTS thin films [5].
Among all these techniques, non-vacuum based techniques are
crucial to fabricate economic and efficient CZTS TFSCs. The highest
efficiency of 12.6% has been achieved using a hydrazine based
particle solution approach [6]. Although, the CZTS TFSCs using non-
vacuum approach have several merits and high power conversion
efficiency (PCE), they suffer from various problems such as incor-
poration of undesired impurities and chemical toxicity, which needs
to be addressed for scaling up massive solar cells production [7].

A chemical spray pyrolysis (CSP) technique is low cost, non-
vacuum, eco-friendly and can be used for large scale deposition of
different semiconductor thin films, as well its high potential for
achieving a significant reduction of production costs. The composi-
tion, morphology and optical and electrical properties of the CZTS

films can be tailored by changing the deposition parameters such as
the precursor's composition, the substrate temperature, the deposi-
tion time duration, the spray rate, the nozzle-to-substrate distance,
etc. [8]. Nakayama and Ito reported the preparation of CZTS thin films
by spray pyrolysis for the first time [9]. Kamoun et al. deposited CZTS
thin films by varying substrate temperature and spray duration and
they found that annealing of the films plays important role for the
improvement of the properties [10]. Shinde et al. studied the effect of
film thickness on the properties of CZTS thin films [11]. Kumar and
co-workers had also demonstrated CSP of CZTS under various
spraying conditions, even though the photovoltaic performance
was not reported [12]. Recently, Rodriguez et al. [13] deposited CZTS
on ‘Mo’ coated substrate and found the conversion efficiency of 0.49%
after sulfurizing the film, which is the only report on the sprayed
CZTS based device efficiency.

In this work, we have reported the synthesis of highly crystal-
line CZTS thin films using the spray pyrolysis technique by varying
the substrates temperature without sulfurization in toxic atmo-
sphere such as H2S or ‘S’ vapor. Furthermore, the influence of
different growth temperatures on the physico-chemical properties
and photoelectrochemical performance of sprayed CZTS thin films
has been investigated.

2. Experimental details

CZTS thin films were deposited by spraying the precursor solu-
tion on preheated, ultrasonically cleaned soda lime glass (SLG) and
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fluorine doped tin oxide (FTO) coated SLG substrates at different
substrate temperatures. CZTS precursor solution was prepared by
dissolving copper chloride, zinc chloride, tin chloride and thiourea
in double distilled water and stirring for 10 min. The concentration
of materials was selected as 2:1:1:8. Excess amount of thiourea
was required to avoid the precipitate in the solution and also to
compensate the loss of sulfur during pyrolysis as sulfur source is
volatile at higher temperature [14]. 30 ml solution was sprayed
with the spray rate of 2 ml/min, and substrate temperature varied

from 200 1C to 500 1C with an accuracy of 75 oC using a digital
temperature controller. The samples are denoted as ‘CZTS-200’,
‘CZTS-300’, ‘CZTS-400’ and ‘CZTS-500’.

3. Characterization

The structural properties were studied using an X-ray diffract-
ometer (Bruker AXS Model D2 PHASER Analytical Instrument,
Germany) and Raman spectroscopy (Bruker AXS Analytical instru-
ment, Germany). The optical absorption of the sprayed thin films
was measured by a UV–vis spectrophotometer (UV-1800, Shi-
madze, Germany). The photoelectrochemical performance was
measured using a Sol2A Oriel New Port Corporation USA, with a
Keithley-2420 source meter under 1.5 AM.

4. Results and discussion

Fig. 1 shows XRD patterns of sprayed CZTS samples as a func-
tion of growth temperature. All sprayed thin films except for
CZTS-200 sample exhibit three major broad peaks at 2θ¼28.81,
47.641 and 56.51, which could be assigned to (112), (220) and (312)
planes of kesterite-type CZTS (JCPDS card no. 00-026-0575). An
extra peak at 2θ¼33.431 for CZTS-500 is observed which also
corresponds to kesterite type CZTS. The increase in the (112) peak
intensity with increasing growth temperature has been observed,
which indicates that highly crystalline sample can be deposited at
high growth temperatures. Since the lattice constants of CZTS are
similar to Cu2SnS3 (CTS) and ZnS, the obtained peaks could be
related to either CZTS or CTS or ZnS phases [15]. Thus, to confirm
the crystal structure and phase formation of the films, we further
studied Raman spectra.

Fig. 2 shows the Raman spectrum of CZTS-200, CZTS-300,
CZTS-400 and CZTS-500 samples. The existence of CZTS is con-
firmed by the presence of major Raman peak at 337 cm�1 and the
shoulder peaks at 282 and 362 cm�1, which are close to the values
reported for all samples except for CZTS-200 [16–18]. However,
one extra peak at 479 cm�1 corresponding to Cu2�XS can be seen
for all samples except for CZTS-500. This could be attributed to the
high substrate temperature, which easily allows the formation of
secondary phase of Cu2�XS.

Fig. 3(a) shows the graph of optical band gap energy (Eg) vs
substrate temperature and the inset shows the plot of (αhυ)2 vs hυ
for films deposited at different substrate temperatures. The optical
band gap energy (Eg) obtained 1.87, 1.70, 1.59 and 1.47 eV for
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Fig. 1. XRD patterns for CZTS-200, CZTS-300, CZTS-400 and CZTS-500 samples.
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Fig. 2. Raman spectra for CZTS-200, CZTS-300, CZTS-400 and CZTS-500 samples.
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CZTS-200, CZTS-300, CZTS-400 and CZTS-500, respectively. With
increase in the growth temperatures, the band gap values shift to
lower energies. According to quantum size effect the band gap
energy of a material is dependent on particle size of the material.
Smaller the particle size greater the band gap energy of the
material. When substrate temperature goes on increasing, more
energy is supplied to crystallize the particles on the substrate
surface which naturally decreases the band gap energy of the
material. In the present case the peak intensity increases with
increase in temperature leading to enhancement in the crystal-
linity and increase in particle size. Such type of behavior is
reported previously [11,14].

The photoelectrochemical (PEC) performance of CZTS thin films
on FTO substrates has been studied with a two electrode config-
uration of photoanode, which were immersed in 0.1 M Europium
nitrate (Eu(III)(NO3)3) as a redox mediator under UV (100 mW)
illumination. ITO was used as a counterelectrode. Illuminated J–V
curves for CZTS PEC devices fabricated using CZTS-200, CZTS-300,
CZTS-400 and CZTS-500 under dark and light illumination are
shown in Fig. 3(b). The gradual increment in the current density
(JSC) from 4.15 to 7.31 mA/cm2, open circuit voltage (VOC) from 0.28
to 0.39 V and photon conversion efficiency (PCE) from 0.30% to
0.86 % with increase in the substrate temperature has been
observed. The various solar cell parameters are elucidated in
Table 1. VOC and series resistance are lower in our PEC devices
because of impurities and defects including insulating secondary
phases which cause charge carrier recombination [19]. Hence, the
fill factor (FF) of our PEC devices is degraded and is lower than that
of the best CZTS device. Although the efficiency is low enough
compared to other deposition techniques, further improvements
in the performance of CZTS thin films by this technique could lead
to high device efficiency. Hence, the efforts in this direction are
underway.

5. Conclusions

CZTS thin films have been successfully deposited by the low
cost, simple spray pyrolysis technique. The influence of growth
temperatures on properties and photoelectrochemical perfor-
mance of sprayed CZTS thin films has been investigated. The

significant improvement has been observed in the crystallanity
of spray deposited CZTS thin films having a kesterite structure
with increase in the growth temperature. The band gap energy of
1.47 eV is obtained for CZTS film sprayed at 500 oC. The PEC device
based on CZTS-500 sample showed JSC¼7.31 mA/cm2, VOC¼0.39 V
and FF¼0.30, with best power conversion efficiency of 0.86%.
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Table 1
Solar cell parameters of PEC devices fabricated using CZTS-200, CZTS-300, CZTS-
400 and CZTS-500 samples.

Sample Jsc (mA/cm2) Voc (V) FF η (%) Rs (Ω) Rsh (Ω)

CZTS-200 4.15 0.28 0.26 0.30 292 424
CZTS-300 5.53 0.31 0.29 0.50 203 400
CZTS-400 6.36 0.38 0.27 0.67 221 400
CZTS-500 7.31 0.39 0.30 0.86 190 400
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ABSTRACT 
 
A novel Schiff base like RAPPTH ligand ( p-Toulic Hydrazone  and resacetophenone ) and their Mn (II), Co (II), Ni 
(II) and Cu (II) metal complexes have been prepared and characterized by various physio chemical methods like  
FT-IR, H1-NMR, UV-Visible, ESR, VSM, Molar conductance, XRD and micro analytical data and found to be 
biological activity. The magnetic properties of these Mn (II), Co (II), Ni (II) and Cu (II) complexes are 5.28 B.M. 
4.82 B.M., 3.15 B.M and 1.81 B.M respectively. This result clearly shows  that the metal complexes of this ligand 
show octahedral geometry. The IR spectrums of these Schiff base metal complexes gives  bands at 1596cm-1, 
1585cm-1 1606cm-1 and 1609cm-1 respectively, which is assigned to (C=N) stretching vibrations, a fundamental 
feature of azomethine group. The structural assessment of these metal complexes has been carried out based on 
above physio-chemical and spectroscopic methods. From the elemental analyses data, 1:2 metal complexes are 
formed. 
 
Keywords: Schiff base, p-Toluic hydrazone, Resacetophenone, Anti bacterial activity and characterization. 
_____________________________________________________________________________________________ 
 

INTRODUCTION 
 

The Schiff bases are play an important role in chemistry. The transition metal complexes of Schiff bases are very 
fascinating because of the presence of both hard nitrogen and oxygen and soft sulphur donor atoms in the backbones 
of these ligands, some of these complexes have been exhibit remarkable physiochemical properties and potentially 
useful biological activities.[1-2] Schiff base have also been used for analytical purposes in the determination of 
metal ions, and some Schiff base derivatives have been used in the extraction of metal solvents. The applications of 
such complexes depend to a great extent on their molecular structure. Schiff base ligands are able to synchronize 
different metals, and to stabilize them in various oxidation [3-6] states. The Schiff base complexes have been used 
[7-8] in catalytic reactions and as models for biological systems. During the last 20 years extensive awareness on the 
metal complexes of Schiff bases [9-10] containing nitrogen and other donors. This may be endorsed to their 
stability, biological activity and huge applications [11] in many fields such as oxidation catalysis, electrochemistry 
and biological studies. Transition metal complexes of Schiff bases derived from benzil with different amines had 
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been prepared and characterized by physical and chemical techniques. Schiff bases derived from condensation of 
various aldehydes with triethylene tetra amine and their complexes were reported. 
 
The present paper deals  with  a series of metal complexes of  Mn(II), Co(II), Ni(II) and Cu(II) with Schiff base 
ligand (RAPPTH) derived from P-Toluic hydrazide and Resacetophenone (2,4 Dihydroxy acetophenone). These 
complexes were characterized by elemental analysis, IR, NMR, UV, ESR spectroscopy, TG-DTA, Powder X-Rd, 
VSM and Conductivity measurements to verify the mode of bonding, geometry and biological activities of the metal 
complexes were also studied. These metal complexes are shows the octahedral structure. 
 

MATERIALS AND METHODS 
 
2. Experimental              
2.1 Synthesis of p-Toulichydrazone and Resacetophenone Schiff base (RAPPTH)         

+

C

OH

OH

O CH3

CH3

C
O

H
N

NH2

CH3

C
O

H
N

N
C

CH3 OH

OH
CH3COOH/CH3OH

Reflux 7 hours

p-Toluic hydrazide Resacetophenone p-Toulichydrazone and Resacetophenone
 Schiff base ligand (RAPPTH)  

Scheme 1: Synthesis of RAPPTH Ligand 
        
p-Toluic hydrazide (1.5018g) and Resacetophenone  (2,4Dihydroxyacetophenone)(1.5215g) were dissolved in 
methanol and Refluxed in the presence of few drops of acetic acid for 7 hours on water bath with constant stirring. 
The resultant mixture was transferred in a china dish and allowed to cool naturally.  Light brown crystals were 
obtained. The compound was recrystalized from water. The % of yield was 80% and melting point of the compound 
was 218-2200C. 
 
2.2 Synthesis of Mn (II), Co (II), Ni (II) and Cu (II) metal complexes of p-Toluic hydrazone and 
Resacetophenone Schiff base (RAPPTH): 
The reagent p-Toluic hydrazone and Resacetophenone(2,4dihydroxyacetophenone) Schiff base was dissolved in 
40ml of 50% methanol and  Mn (II), Co (II), Ni (II) and Cu (II) metal ions dissolved in 20ml of distilled water, this 
compounds mixture was stirred for 6 hours in the presence of sodium acetate. Thick Green, Brown, Light yellow 
and Green colour metal complexes were formed respectively with good yield. These products were washed several 
times with hot water and cold methanol. Metal complexes are  free from un reacted metal slats and ligand 
respectively and finally  dried in vacuo over calcium chloride dessicator. 
 

CH3

C
O

H
N

N
C

CH3 OH

OH

RAPPTH Ligand

Metal salts

CH3OH/ 6 hours

RAPPTH  Metal Complex

 
 Scheme 2: Synthesis of RAPPTH Metal Complexes 

 
RESULTS AND DISCUSSION 

 
3.1 IR & NMR Spectral Studies 
IR & NMR Spectral data of free RAPPTH ligand and its metal complexes are shown in Fig 1-6. In H1 NMR 
spectrum a signal is observed at 11.10ppm due to N-H proton in the ligand is shifted to δ 11.25 and 11.29ppm 
respectively for RAPPTH-Co and RAPPTH-Cu metal complexes. 
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A broad band exhibited at 3342 cm-1 in the IR spectrum of the ligand due to N-H stretching vibration. On 
complexation this band shifted to 3347, 3349, 3350, and 3352cm-1 for Mn (II), Co (II), Ni (II) and Cu (II) complexes 
respectively. The IR spectrum of the ligand has shown a sharp band at 1698 cm-1 due to C=O stretching vibration. 
On complexation  C = O stretching vibration  band shifted to 1671, 1666, 1658, and 1662cm-1 for Mn (II), Co (II), 
Ni (II) and Cu (II) Complexes respectively. These results are indicating the formation of complex. The IR spectra of  
Mn (II), Co (II), Ni (II) and Cu (II)  complexes exhibited broad bands at   3430 cm-1 ,3480 cm-1, 3415 cm-1 and  3420 
cm-1 respectively, which can be assigned to the OH stretching vibration of the coordinated [12-14] water molecules. 
These results are clearly indicate that the ligand coordinate with the metal ion through the azomethine nitrogen and 
the oxygen of the deprotonated hydroxyl group.              
     

 
Fig 1:  IR Spectrum of RAPPTH Ligand 

 

 
 

Fig 2:  IR Spectrum of RAPPTH –Co Metal Complex 
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Fig.3. IR Spectrum of RAPPTH- Cu (II) Complex 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig 4 : H1NMR Spectrum of RAPPTH Ligand 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 5: H1NMR Spectrum of RAPPTH-Co Complex 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 6 : H1NMR Spectrum of RAPPTH-Cu Complex 
 

Table 1: Thermal Analytical Data of the RAPPTH metal complexes 
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Complex 
X=H2O 

M.Wt  
in 

grams 

Wt of the 
complex in 

mgs 
Stage Temp in range 

0C 
Probable assignment Mass 

loss (%) 
Total loss 

(%) 

MnL22X 
L=C16 H16 O3N2 

 
657.57 8.0 

1 
2 
3 

120.12-221.90 
284.46-575.03 
Above 640.47 

Loss of 2H2Omolecule 
Loss of 2L molecule 
Corresponds to MnO 

5.474 
83.541 
9.864 

89.0 

CoL22X 
L=C16 H16 O3N2 

 
661.560 7.50 

1 
2 
2 

130.41-230.23 
320.23-509.48 

Above 600 

Loss of 2H2Omolecule 
Loss of 2L molecule 
Corresponds to CoO 

5.44 
85.583 
9.877 

91.0 

NiL22X 
L=C16 H16 O3N2 

 
661.269 8.00 

1 
2 
3 

145-230 
290-720 

Above 792 

Loss of 2H2Omolecule 
Loss of 2L molecule 
Corresponds to NiO 

5.44 
83.218 
11.14 

88.6 

CuL22X 
L=C16 H16 O3N2 

 
666.086 8.00 

1 
2 
3 

120-230 
298-793 

Above 839 

Loss of 2H2Omolecule 
Loss of 2L molecule 
Corresponds to CuO 

5.404 
78.816 
15.64 

84.2 

 
Table 2. Molar conductivity of RAPPTH -Metal complexes: 

 
Metal complexes Molar conductance(ohm-1 cm2mol-1) 

RAPPTH-Mn 6.50 
RAPPTH-Co 5.00 
RAPPTH-Ni 7.20 
RAPPTH-Cu 4.80 

 
Table 3. Analytical data of the RAPPTH ligands and its metal complexes 

 

Molecular 
Formula 
X=H2O 

Molecular 
Weight 

 
Colour Yield 

in % 

Melting 
Point 
in 0C 

Elemental analysis 
Carbon % Hydrogen % Nitrogen % Metal %  

Calc. Found Calc. Found Calc. Found Calc. Found 

L=C16H16O3N2  
RAPPTH 

284.315 Light brown 84 218-220 67.53 67.12 5.62 5.40 9.84 9.47 - - 

[Mn L2.]2X 
(RAPPTH-Mn) 

651.57 Thick green 72 318-340 58.39 58.04 5.17 4.67 8.52 8.13 8.35 8.01 

[Co L2.]2X 
(RAPPTH-Co) 

661.560 
Light 
Yellow 

81 315-322 58.04 57.64 5.14 4.82 8.46 8.07 8.90 8.73 

[Ni L 2.]2X 
(RAPPTH-Ni) 

661.269 Brown 69 298-310 58.07 57.66 5.14 4.82 8.47 7.98 8.86 8.29 

[Cu L2.]2X 
(RAPPTH-Cu) 

66.086 Green 78 312-320 57.65 57.42 5.10 4.91 8.40 8.19 9.52 9.09 

 

 
 
 

Fig 7: ESR Spectrum of RAPPTH-Cu (II) Complex 
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Fig 9: Electronic Spectral data of RAPPTH ligand and its Metal Complexes 
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Fig 8:  RAPPTH-Cu (II) Complex 
 
3.2 UV Spectral & Magnetic measurements studies 
UV spectrum shows the electronic transition for the ligand at 284 nm. On complexation of ligand with the different 
metal ions like Mn (II), Co (II), Ni (II) and Cu (II) new bands are appeared at 385 nm, 388 nm, 372 nm and 391 nm 
for different metal ions like Mn (II), Co (II), Ni (II) and Cu (II) corresponding to the transitional charge transfer 
from the ligand to the different   metal ions. Bands are appeared in the region of 370-391 nm for all metal complexes 
[15-16] , which are assigned to charge transfer transition (L→M). Based on the results octahedral structure is 
proposed for Mn (II), Co (II), Ni (II) and Cu (II) complexes. The magnetic moments of the RAPPTH Mn (II), Co 
(II), Ni (II) and Cu (II) complexes are 5.28, 4.82, 3.15 and 1.81BM respectively.  Octahedral geometry is proposed 
[17] for Mn (II), Co (II), Ni (II) and Cu (II) complexes by Magnetic measurements & UV Spectral studies. 
 
3.3 Thermal behavior of  Mn (II), Co (II), Ni (II) and Cu (II) Metal complexes of RAPPTH 
The Thermo gravimetric studies of all the complexes were carried out in air at a heating rate of 10oC per minute. 
The thermo analytical data is summarized in Table.1. The thermal decomposition of the complexes proceeds in three 
stages. The Mn (II), Co (II), Ni (II) and Cu (II) complexes are thermally stable up to 120, 130, 145 and 120 
respectively [18-19]. The first stage of decomposition to endothermic dehydration of complexes by the loss of two 
water molecules occur in the temperature range 120-221oc, 130-230oc, 145-230oc and 120-230oC respectively. The 
intermediates formed are stable up to 230, 284,320,290 and 3000c.The second decomposition with exothermic peak 
by the loss of ligand moiety occurs in the temperature range 290-575oc, 320-510oc, 290-722oc and 300-793oC. The 
solid residues above 6640, 530, 650 and 6200C were recognized as Mn, Co, Ni and Cu metal oxides respectively. In 
all the complexes [20] the final products are metal oxides. 
 
3.4 Conductivity Measurements of RAPPTH metal complexes 
The p-Toluic hydrazone and Resacetophenone (RAPPTH) metal complexes are freely soluble in dimethyl form 
amide (DMF). Perform conductivity measurements by using DMF. The solid metal complexes were transferred into 
25 ml standard flask and dissolved in DMF and made up to the mark.This complex solution was pour into a clean 
and dry 100 ml beaker and measures the molar conductance values.  The molar conductance values are 6.50, 5.00, 
7.20 and 4.80 respectively for RAPPTH –Mn (II), Co (II), Ni (II) and Cu (II) metal complexes [21]. These values 
are predictable non-electrolytic nature for theses complexes. 
 
3.5 ESR Spectral studies of RAPPTH-Cu complex 
ESR spectra of RAPPTH-Cu (II) ion complex is presented in Fig.7.and data is presented in table.4. The ESR   
anisotropic spectrum obtained for this metal complex in DMF at LNT.. 
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In the low temperature spectrum, four small intensity peaks are identified which are considered to originate from gơ 
component. The G value of the   present complex is greater than four and suggests that there is   no interaction 

between Copper-Copper centers in DMF medium. The ESR spectroscopic parameters gơ , g⊥ , Aơ
*  and A⊥*  of the 

complexes and the energies of d-d transitions which are used to evaluate the orbital  reduction parameters ( Kơ ,K⊥ ), 

the bonding parameters (α2), the dipolar interaction (P). The observed Kơ < K⊥ indicates the presence of out of plane 
π−bonding. The α2 value for the present chelate is 0.524. It indicates that the complex has covalent character. This 
shows a significant covalency in the inplane σ bonding. The reduction of P values from the free ion value (0.036cm-
1) might be attributable to the strong covalent bonding. The value of P obtained for the present complex is 0.0159 
cm-1 and remain constant with bonding of Copper ions to oxygen and nitrogen donor atoms respectively. The shape 
of ESR lines, ESR data together with the electronic spectral data proposed [22-24] an octahedral geometry for 
RAPPTH-Cu complex. 
 

Table.4. ESR spectral data of RAPPTH-Cu complex 
 

Parameters g║ g⊥ gave G A║*  A⊥
*  Aave

* d-d K║ K⊥ P* α 2 
RAPPTH-Cu 2.252 2.063 2.126 4.006 0.0198 0.0035 .0089 1622 0.616 0.742 0.0159 0.524 

 
Table 5.  X-ray Diffraction data of RAPPTH-Cu complex 

 
S.No. d expt d Calc 2θ expt 2θ Calc h k l 

1 22.3067 22.3015 3.9577 3.9263 1 0 0 

2 12.8488 12.8239 6.8737 6.8526 2 0 0 
3 8.7215 8.6959 10.1337 10.1257 3 3 0 
4 8.1831 8.1734 10.8049 10.8026 2 2 1 
5 7.3312 7.3215 12.0621 12.0517 3 2 2 
6 6.4608 6.4579 13.6941 13.6927 4 3 0 
7 5.4234 5.4198 16.3304 16.3298 4 4 2 
8 3.7839 3.7697 23.4919 23.3926 6 5 3 
9 3.6567 6.6478 24.3197 24.3086 7 5 2 
10 3.4382 3.4297 25.8916 25.8912 7 6 1 
11 2.5951 2.5902 34.5335 34.5296 9 6 5 
12 1.4542 1.4523 63.9676 63.9521 9 9 8 

 
3.6 Powder XRD study of RAPPTH-Cu complex 
The diffractogram (12 diffractions) reflects Fig. 8 between 3-80 (2θ) values for Cu complex. Where θ is Brages 
angle all the main peaks are indicted and calculated values of Miller indeces (h k l) along with observed d-specified 
and reveled intensities are specified in the Fig. 8. All the peaks have been indexed 2θ values compared in graph. 
Comparison values revels that there are good agreement values of 2θ and d-values. The powder x-ray diffraction 
data showed identical features with very poor crystalinity. The patterns are qualitative and dispersive in intensity for 
Cu complex. The X-RD patterns [25-26] are used to explain qualitatively the degree of crystalinity. X-ray 
Diffraction data of RAPPTH-Cu complex is presented in table 5. 
 
3.7 Anti bacterial activity 
The biological activity studies of the RAPPTH ligand and their metal complexes [27-28] were tested against 
bacteria. All the synthesized compounds were evaluated for their in vitro antibacterial activity studies against four 
bacteria’s namely E.coli, staphylococcus aureus, pseudomonas aereuguinosa and B. subtiles. The comparison 
studies of antibacterial activity these metal complexes [29-30] and ligand with the reference of streptomycin drug. 
The biological activity data present in Table 6. The antibacterial activity studies clearly suggest that the most of the 
metal chelates [31] are shows a good antibacterial activity when compared to streptomycin. RAPPTH-Cu (II) 
complex showed high activity compared to all the remaining synthesized compounds. 
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    Table 6.  Antibacterial Activity of RAPPTH Schiff base Ligand and its metal complexes 
 

Compound E. Coli B. Subtiles 
Staphylococcus 

aureus 
Pseudomonas 
aereuguinosa 

RAPPTH Ligand 6 6 7 5 
RAPPTH-Mn(II)  14 10 12 11 
RAPPTH-Co(II) 9 7 6 8 
RAPPTH-Ni(II) 10 9 10 9 
RAPPTH-Cu (II) 18 15 17 15 

Streptomycin 22 24 20 22 
                                                                                  

CONCUSION 
 
In this paper, the coordination chemistry of a Schiff base ligand obtained from the reaction of p-toulic hydrazide and 
resacetophenone. The RAPPTH - Mn (II), Co (II), Ni (II), and Cu (II) metal complexes have been characterized by 
spectral and analytical data. The IR, electronic transition and g tensor data lead to the conclude,  that the  geometry 
of the complexes of  Mn (II), Co (II), Ni (II), and Cu (II) are octahedral in nature and hence the structure of 
RAPPTH Schiff base metal complexes are given in Fig.9. In all the complexes, the ligand acts as bidentate. The 
results of in –vitro biocidal activities of the ligand and its metal complexes clearly show antibacterial activity against 
the tested organisms. The antibacterial activity indicates the metal complexes have more biological activity than free 
ligands. All the metal chelates are found to be non-electrolytes 
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Fig 11: Structure of  RAPPTH Metal Complex 

M=Mn+2, Co+2, Ni+2 andCu+2. 
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ABSTRACT 
 
A simple rapid,accurate and stability indicating HPLC method is described for the quantification of Pramipexole in 
bulk drug. Chromatographic quantification of Pramipexole is achieved on Xterra RP 18 column using isocratic 
Mobile phase  of Sodium dodecyl sulphate, ethyl acetate,2-propanol and 0.2% Triflouroacetic acid in water 
(33:66:1:900,w/w) at a flow rate of  1.0mL/min with injection volume10µL. Column temperature was maintained at 
30°C .The proposed method was validated for  system suitability, linearity, precision, specificity, stability, Limit of 
Detection and Limit of quantification. Degradation studies were conducted as per ICH guidelines. Limit of 
Detection and Limit of Quantification of Pramipexole were 2.96µg/mL and 6.85µg/mL respectively. The proposed 
method can be used for routine analysis and stability studies. 
 
Keywords: Micellar liquid chromatography, Pramipexole, microemulsions,stability indicating methods, 
degradation, ICH guidelines. 
_____________________________________________________________________________________________ 

 
INTRODUCTION 

 
Pramipexole is a dopamine agonist  which works by mimicking the effects of dopamine in the patient’s brain and 
allows for increased control over muscle movements.It belongs to the non-ergoline class and is indicated for treating 
early-stage Parkinson's disease (PD) and restless legs syndrome (RLS).Pramipexole, (S)-2-amino-4,5,6,7-tetrahydro-
6-(propylamino) benzothiazole has good oral bioavailability(greater than 90%) indicating that it undergoes little first 
pass metabolism. [1] 

 
Several chromatographic methods in conventional reverse phase mode are available for quantification of pramiexole 
are available in literature. [2-9]  But,Till date, no stability-indicating HPLC assay method for the determination of 
pramipexole is available in the literature by using novel liquid chromatography technique, Micellar Liquid 
chromatography. So,It was felt necessary to develop a stability indicating liquid chromatography method for the 
determination of pramipexole as bulk drug and separate the drug from the degradation products. Therefore, the aim 
of the present study was to develop and validate a stability-indicating HPLC assay method for pramipexole as bulk 
drug as per ICH guidelines by using Novel HPLC technique Micellar liquid chromatography.  
 
Micellar liquid chromatography (MLC) is one of the powerful tools available to face the challenges posed by 
different complex substances as an alternate to ion pair chromatography. MLC is a kind of alternate technique for 
reverse phase chromatography and ion pairing chromatography. It is superior in terms of extraction of active 
components from complicated matrixes (serums, biological fluids, gels, etc.,) and retention of  mixtures of charged 
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ionic species to highly lyophilic and hydrophobic samples with adequate resolution. Micellar chromatography 
technique was introduced by Daniel W Armstrong in early seventies, though the technique was explored so long ago 
its potential  breakthrough happened only in eighties, John Dorsey was the first person to address the issue of 
efficiency. [10]   
 
Micellar chromatography involves Micellar solutions of surfactants (anionic, cationic, neutral and amphoteric salts) 
slightly above their critical micellar concentration,(CMC), where specific ordered arrangement of micelles was 
formed. In MLC, microemulsions were often used in mobile phases with slight amounts of organic modifiers, for 
better efficiency. These micro emulsions were often bicomponent solutions, if a third component oil (for water in oil 
emulsion), is added in excess its solubility/miscibility exceed the limit and results in the formation of emulsion, a 
biphasic solution. However the water droplets dispersed in continuous oil phase, were unstable and results in 
coalescence. In order to retain the emulsion characteristics another component is added to the water/oil/surfactant 
mixture, which was a linear medium chain alcohols such as n-butanol, n-pentanol etc., These alcohols often 
associate with the surfactants and reduces the interfacial tension between oil and water, and increases the interfacial 
area, which leads to the formation of a very stable emulsion. These micro emulsions so formed were so stable 
ranging from months to years, and almost it becomes impossible for the two components oil and water to get 
separated. Though the surfactants/ion pairing agents used in ion pairing chromatography need not reach critical 
micellar concentration, (CMC), it’s necessary for the surfactant concentration to reach CMC in MLC 
 

MATERIALS AND METHODS 
 

Materials and Reagents 
Pramipexole drug substance and its related compounds were obtained gratuitously from f Mylan Laboratories 
Ltd.HPLC grade 2-propanol and Ethylacetate and 100% Trifluro acetic acid were purchased from Merck, 
Darmstadt, Germany. GR grade Sodium dodecyl sulphate , Hydrochloric acid, 30%hydrogen peroxide and Sodium 
Hydroxide were purchased from Rankem Chemicals, India. High purity Water was collected from Millipore Milli-
Q-plus water purification system. All the samples used for this study were of greater than 95% purity. 
 
Instrumentation 
HPLC System used for method development and Method validation was of Waters make, equipped with 2695 
binary pump with auto sampler, and 2996 photo diode array detector with Empower 2 software (Waters 
Corporation, MA, USA). The result chromatogram was processed using Empower 2 Software on Pentium 4 
processor Dell make computer. Sonicator of Bandelin sonorex, model DK 255 P lit 5, (BANDELIN electronic 
GmbH & Co. KG) were used in sample preparation for extraction of active components from the sample matrix. 
Analytical Precision balance of Mettler Toledo (Mettler Toledo India Pvt. Ltd.,) was used for weighing. 
 
Chromatographic conditions 
The chromatographic column used for the study was Waters Xterra (150x4.6mm), with 5µm particles. Mobile phase 
constitutes 33g SDS, 1g ethylacetate, 66g 2-propanol and 900 g of 0.2% Trifluroacetic acid buffer in aqueous 
media.The column temperature was maintained at 30°C temperature and the detector wavelength was set at 264 nm. 
The injection volume was 10 µL with mobile phase as such as diluent.  
 
Standard solutions 
Stock solutions of Pramipexole drug substance was prepared by dissolving appropriate amounts in Mobile phase to 
achieve 1 mg/ml concentration. Working standard solutions were prepared from the above stock solutions by 
diluting required aliquots to cover the concentration range of 25µg/mL to 500µg/mL for Pramipexole. The 
concentration for Target solution was 0.2 mg/mL of Pramipexole.All the solutions were prepared in mobile phase. 
 
General Procedure 
Into the series of  volumetric flasks Pramipexole drug substance is weighed added few mL of mobile phase to 
disperse the material and further added sufficient quantitiy of mobile phase and sonicated for 15minutes.Allowed the 
flasks to settle down and diluted to the volume to achieve 1mg/mL of pramipexole. The stock solutions were diluted 
with mobilephase further to achieve target concentration. All the solutions diluted are  filtered with 0.45 µ Nylon 
filter discarding initial 2mL filtrate, transferred to HPLC vial and capped, which was used for analysis. 
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Assay Validation 
• The selectivity of the proposed method has been studied by analyzing degraded sample solutions subjecting 
Pramipexole drug substance to forced degradation as per ICH guidelines.  
• The inter-day and intra-day precision was evaluated by injecting six replicates of control drug substance on two 
different days 
• The accuracy of the method was evaluated by analyzing  triplicates of control drug substance at four different 
concentrations of Pramipexole. 
• Recovery was calculated by comparing peak area obtained from the drug substance samples and from standard 
solution at target concentration. 
• The calibration curve of Pramipexole was constructed by plotting peak area vs drug concentration (seven levels), 
using least square regression equation 
• The limits of quantification and detection were calculated by standard deviation method. [11] 
 
           10 x SD 
 LOQ   =    ----------- 
             Slope 
  
                 3.3 x SD 
 LOD   =   ----------- 
         Slope 
 
• The stability of Pramipexole was established upto 48hours by comparing peak area of old standard solution with 
the peak area obtained from freshly prepared standard solution. 
 

RESULTS AND DISCUSSION 
 

Method development 
Two kinds of Mobile phases are used commonly in Micellar chromatography, one is oil in water (o/w) and the other 
one is water in oil (w/o). Each one has got its own advantage over the other and both the kinds are contradictory to 
each other with respect to elution and solubilization efficiencies.[12] For the current study Oil in water MELC (micro 
emulsion liquid chromatography) is chosen .For the surfactant, sodium dodecyl sulfate sodium salt, traditional 
surfactant was used in preparation of aqueous micellar solution, as the current compound has basic functional group, 
anionic surfactant was chosen.[13]  
 
Co solvent 2-propanol was used for non  polarity. Other additives include ethyl acetate for imparting selectivity to 
the mobile phase, Trifluroacetic acid (0.2%) a strong acid for reducing peak broadening of the active.[14-17]  
 
Different Stationary phases with octyl decyl packing on silica substrate were evaluated from different suppliers. 
However, as the pH is beyond conventional range (<2), special columns with extended pH stability were used for 
the study. Out of which Xterra (150x4.6mm) with 5µm particles was found to be suitable with optimum resolution 
and run time. Different trials were taken with different proportions of the afore mentioned components, out of which 
the most promising composition was 33g SDS, 1g ethylacetate, 66g 2-propanol and 900 g of 0.2% Trifluroacetic 
acid buffer in aqueous media. Using the optimized conditions Pramipexole was well resolved from its degradants  
and quantified. All the solutions were monitored in the range 200nm to 800nm, and quantified at 264nm. Column 
temperature has little impact on retention behavior of pramipexole and maintained at 30°C to suffice laboratory 
conditions. 
 
Assay Validation 
The proposed method was fully validated according to ICH guidelines.The validation parameters are summarized 
(Table 1) 
 
Selectivity and Specificity of the Method 
The selectivity and Specificity of the proposed method has been studied by analyzing Impurities Spiked  standard 
solution and degradation samples and evaluating peak purity of the main analyte in presence of its degradants in the 
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complete UV-VIS range 200nm to 800nm(Figure 1 and 2). The summary of forced degradation studies reveal the 
proposed method is capable of resolving the active from its degradants. (Table 2 and 3)  
 
Sensitivity 
The limit of detection and limit of Quantification were established by regression analysis by least squares method. 
LOD calculated from the formula was found to be in 2.96 µg/mL. Similarly LOQ is calculated using similar formula 
and was found to be in 6.85 µg/mL (Figure 3). 
 
Linearity 
Linear calibration plot for MLC assay method was obtained over the ranges from 10% to 250% of the target 
concentration and the correlation coefficient obtained was greater than 0.99999 for Pramipexole. The result confirms 
excellent correlation between the chromatographic response and concentration of the analyte.  
 
Reproducibility and Repeatability of the method 
Results (Table 3) showed that there were high intra- and inter-day precisions with %RSD 0.4 and 0.5 respectively 
(Figure 4). Intra-day precision was assessed by injecting of the six replicates of control drug substance and Inter-day 
precision was established in the same way by injecting the standard solution on second day (Table 4). 
 
Accuracy 
The % Recoveries for Pramipexole (Figure 5) was found to be within the range 98% to 102% showing the methods 
closeness to true value (Table 5). 
 
Solution stability and mobile phase stability 
The % RSD of Pramipexole during solution stability and Mobile phase stability evaluation study periods were 
within 2%. No significant change in % Assay values with respect to initial % assay value and %RSD less than 2% 
was observed. The study confirms that the sample solutions and Mobile phase solutions were stable up to 48 hr 
showing excellent stability of micro emulsions. Also the solution does not resulted in any precipitation or settling of 
any mobile phase component (Table 6). 

 

 

 
SCHEME 1 Chemical structure of Pramipexole, Related compound-A and Related compound-B (Ph. Eur) 
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FIGURE 1 Chromatograms of forced degradation 
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FIGURE 2 Chromatograms of Impurity spiked Pramipexole 
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FIGURE 3 Chromatograms of Linearity for pramipexole 
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FIGURE 4 Chromatograms of Precision 
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FIGURE 5 Chromatograms of Pramipexole recovey with the proposed method 

 
Table 1  Validation Data for the determination of Pramipexole by the Proposed   

Method 
 

Validation Parameter      Pramipexole   
 System Suitability 

%RSD       0.1 
N       3602  
USP Tailing factor      

 Linearity range (µg/mL)     25-500 
 Regression equation 
 Intercept (a)      3.8 x 103 
 Slope (b)       4.4 x 104 
 Correlation coefficient (r)     0.99999 
 Accuracy (%RSD) 
 Precision       
 Within day       0.4 
 Between day      0.5 
 Limit of quantification (µg/mL)     6.85 
 Limit of detection (µg/mL)     2.96 
 
 %RSD: % Relative standard deviation 
 N: Theoretical plates 
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Table 2 Forced Degradation conditions for Pramipexole 
 

 
Validation Parameter      
Forced Degradation   Stress conditions 
Acid Stress study   Refluxed with 1N HCl for 1hour at 60°C 
Base Stress study   Refluxed with 1N NaOH for 1hour at 60°C  
Oxidation Stress study  Stressed with 1% Peroxide at Room      

temperature  
Aqueous Stress study   Refluxed with water for 1hour at 60°C 
Sun Light Stress study  Subjected to 1.2million lux hours intensity 
UV irradiation   Subjected to 200Watt hours/ sqm intensity 
Thermal Stress study   Subjected to 105°C for 24hours 
  

HCl: Hydrochloric acid 
NaOH: Sodium Hydroxide 

  
Table 3 Forced Degradation for Pramipexole 

 
 
Validation Parameter     Pramipexole 
Forced Degradation   Purity angle  Purity threshold                Mass  
                       balance 
Acid Stress study   0.115   0.297   99.0  
Base Stress study   0.120   0.305   98.2 
Oxidation Stress study  0.138   0.322   98.3   
Aqueous Stress study   0.109   0.301   99.5  
Sun Light Stress study  0.116   0.308   99.3   
UV irradiation   0.121   0.301   98.1  
Thermal Stress study   0.132   0.310   97.9   
  

Table 4 Inter and Intra day Precision for Pramipexole 
 

 
     Inter day    Intra day  
 Average    98.2    97.9  
 %RSD    0.4    0.5 
 USP Tailing   1.08    1.08 
 N    3626    3638 
 

Table 5 Recovery  for Pramipexole 
 

 
Validation Parameter      Pramipexole  

 Recovery      Average  %RSD 
 20% Recovery Level     99.2  0.8 
 50% Recovery Level     98.1  0.6 
 100% Recovery Level     99.7  0.4 
 200% Recovery Level     99.4  0.6 
 

Table 6 Solution Stability and Mobile phase stability 
 

 
Validation Parameter                      Pramipexole  

 Solution Stability                         %Assay 
        24 hours  48 hours 
        99.2  98.6  
 Mobile phase stability                         %RSD 
        24 hours  48 hours 
            0.1     0.4 

  
CONCLUSION 

 
A valid and stability indicating HPLC-MLC method was established for the quantification of Pramipexole. The 
proposed method showed satisfactory results for separation of Pramipexole from its related compounds and 
degradants, linear range. Also the proposed method ensured precise and accurate determinations of pramipexole. No 
interference from its related compounds and degradation products was observed. The proposed Micellar liquid 
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chromatography method was found to be applicable for assay of pramipexole in bulk drug  and suitable for stability 
studies. 
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INTRODUCTION

Rotigotine (Rotigotine) is chemically
named as 6-{propyl[2-(thiophen-2-yl)ethyl]amino}-
5,6,7,8-tetrahydronaphthalen-1-ol. Rotigotine
(Neupro) is a non-ergoline dopamine agonist
indicated for the treatment of Parkinson’s disease
(PD) and restless legs syndrome (RLS) in Europe
and the United States. It is formulated as a once-
daily transdermal patch which provides a slow and
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ABSTRACT

The purpose of the investigation was to develop a new RP-HPLC Method for estimation of
Rotigotine in pharmaceutical dosage forms. Chromatography was carried out on an BDS C-8
column (4.6 x 150mm, 5ì particle size) with a isocratic mobile phase composed of 0.01N Potassium
dihyrogen Ortho phosphate (adjusted to pH 4.8 with OPA solution), Acetonitrile (45:55v/v) at a flow
rate of 1 mL/min. The column temperature was maintained at 30°C and the detection was carried
out using a PDA detector at 224 nm. Validation parameters such as system suitability, linearity,
precision, accuracy, specificity, limit of detection (LOD), limit of quantification (LOQ), Stability of
sample and standard stock solutions and robustness were studied as reported in the International
Conference on Harmonization guidelines. The retention time for Rotigotine was 2.691 min. The
percentage recoverie of Rotigotine was 100.33%. The relative standard deviation for assay of
patch was found to be less than 2%. The Method was fast, accurate, precise and sensitive hence
it can be employed for routine quality control of patchs containing both drugs in quality control
laboratories and pharmaceutical industries.

Key words: Rotigotine, ICH guidelines.

constant supply of the drug over the course of 24
hours1.

Rotigotine behaves as a partial or full
agonist (depending on the assay) at all dopamine
receptors listed, as an antagonist at the á2B-
adrenergic receptor, and as a partial agonist at the
5-HT1Areceptor2. Rotigotine is an agonist at all 5
dopamine receptor subtypes (D1-D5) but binds to
the D3 receptor with the highest affinity. It is also an
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antagonist at α-2-adrenergic receptors and an
agonist at the 5HT1A receptors. Rotigotine also
inhibits dopamine uptake and prolactin secretion.
There is no indication of a QT/QTc prolonging effect
of Neupro in doses up to 24 mg/24 hours3. 

Various UPLC & HPLC assay Methods are
also reported in the literature for the estimation of
Rotigotine4-5. According to literature survey there is
official Method for the estimation of Rotigotine by
RP-HPLC in patch dosage forms. Hence, an attempt
has been made to develop better Method for
estimation and validation of Rotigotine in formulation
in accordance with the ICH guidelines6-10.

EXPERIMENTAL

Instrumentation
Chromatography was performed with

Alliance waters 2695 HPLC provided with high
speed auto sampler, column oven, degasser and &
2996 PDA detector to provide a compact and with
class Empower-2 software.

Reagents and chemicals
The reference sample of Rotigotine was

provided as gift samples from Spectrum pharma
research solutions, Hyderabad. HPLC grade
acetonitrile, HPLC grade Methanol and all other
chemicals were obtained from Merck chemical
division, Mumbai. HPLC grade water obtained from
Milli-Q water purification system was used
throughout the study. Commercial formulation
(Neupro ; Dosage: Rotigotine-4mg patch) were
purchased from the local pharmacy.

Chromatographic condition
The chromatographic separation was

carried out under the isocratic conditions.
Chromatographic separation was achieved by
injecting a volume of 10ìl of standard into BDS (150
x 4.6 mm, 5m) column. The mobile phase composed
of 0.01N Potassium dihyrogen Ortho phosphate
(adjusted to pH 4.8 with triethylamine solution),
Acetonitrile (45:55v/v) was allowed to flow through
the column at a flow rate of 1 ml per minute for a
period of 7 min at  300C column temperature.
Detection of the component was carried out at a
wavelength of 224 nm. The retention time of the
component was found to be 2.691 min for

Rotigotine.

Preparation of diluent solution
Diluent solution was prepared by mixing

500 ml of HPLC grade water with 500ml of
Acetonitrile, in a 1000ml beaker and sonicated for
15min.

Preparation of standard stock solution
Accurately Weighed and transferred 4mg

of Rotigotine working Standards into 10ml clean
dry volumetric flasks, add 3/4th vol of diluent,
sonicated for 30 minutes and make up to the final
volume with diluents.From the above stock solution,
1 ml was pipeted out in to a 10ml Volumetric flask
and then make up to the final volume with diluent.

Preparation of Working Standard Solutions
Aliquot of 0.25, 0.50, 0.75, 1, 1.25 & 1.5

mL were pipette out from stock solution into 10 mL
voluMetric flask separately for both ROTIGOTINE
and volume was made up to 10 mL with diluent.
This gives the solutions of 10, 20, 30, 40, 50and
60µg/mL for Rotigotine.

Sample preparation
5 patchs were weighed and calculate the

average weight of each patch then the weight
equivalent to 1 patch was transferred into a 10mL
volumetric flask, 7mL of diluent added and sonicated
for 25 min, further the volume made up with diluent
and filtered. From the filtered solution 1ml was
pipette out into a 10 ml volumetric flask and made
upto 10ml with diluent.

Method validation
System suitability tests

To ensure the resolution and
reproducibility of the HPLC system was adequate
for the analysis, a system suitability test was
established. Data from six injections of 10 µL of the
working   standard   solutions of Rotigotine was
used for the evaluation of the system suitability
parameters like tailing factor, the number of
theoretical plates, retention time.

Linearity
By appropriate aliquots of the standard

Rotigotine solution with the mobile phase, six
working solutions ranging between 10-60 ìg/mL
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was prepared. Each experiment linearity point was
performed in triplicate according to optimized
chromatographic conditions. The peak areas of the
chromatograms were plotted against the
concentration of Rotigotine to obtain the calibration
curve.

Accuracy
Recovery studies by the standard

addition Method were performed with a view to
justify the accuracy   of   the   proposed   Method.
Previously analyzed samples of Rotigotine to
which known amounts of standard Rotigotine
corresponding to 50%, 100% and 150% of target
concentration were added. The accuracy was
expressed as the percentage of analyte recovered
by the proposed Method.

Precision
Precision was determined as

repeatabil ity and intermediate precision
(ruggedness), in accordance with ICH guidelines.
The intra-day and inter-day precision were
determined by analyzing the samples of
Rotigotine. Determinations were performed on the
same day as well as well as on consequent days.

Limit of detection and the limit of quantification
Limit of detection (LOD) and limit of

quantification (LOQ) of Rotigotine was determined
by calibration curve Method. Solutions of both
Rotigotine was prepared in linearity range and
injected in triplicate. Average peak area of three
analyses was plotted against concentration. LOD
and LOQ were calculated by using following
equations. LOD = (3.3 ×Syx)/b, LOQ= (10.0×Syx)/b
Where Syx is residual variance due to regression;
b is slope.

Robustness
The robustness of Rotigotine was

performed by deliberately changing the
chromatographic   conditions.  The   organic
strength was varied by ±5%, column temperature
was varied by ±50c and the flow rate was varied by
±0.1mL.

Stability
The sample and standard solutions

injected at 0 hr (comparison sample) and after 24

hr (stability sample) by keeping at ambient room
temperature. Stability was determined by
determining %RSD for sample and standard
solutions.

Degradation studies
Oxidation

To 1 ml of stock solution of Rotigotine, 1
ml of 20% hydrogen peroxide (H2O2) was added
separately. The solutions were kept for 30 min at
600c. For HPLC study, the resultant solution was
diluted to obtain 40µg/ml solution and 10 µl were
injected into the system and the chromatograms
were recorded to assess the stability of sample.

Acid Degradation Studies
To 1 ml of stock s solution Rotigotine, 1ml

of 2N Hydrochloric acid was added and refluxed
for 30mins at 600c .The resultant solution was
diluted to obtain 40µg/ml l solution and 10 µl
solutions were injected into the system and the
chromatograms were recorded to assess the
stability of sample.

Alkali Degradation Studies
To 1 ml of stock solution Rotigotine, 1 ml

of 2N sodium hydroxide was added and refluxed
for 30mins at 600c. The resultant solution was
diluted to obtain 40µg/ml solution and 10 µl were
injected into the system and the chromatograms
were recorded to assess the stability of sample.

Dry Heat Degradation Studies
The standard drug solution was placed in

oven at 1050c for 6 h to study dry heat degradation.
For HPLC study, the resultant solution was diluted
to 40µg/ml solution and10µl were injected into the
system and the chromatograms were recorded to
assess the stability of the sample.

Photo Stability studies
The photochemical stability of the drug

was also studied by exposing the 40µg/ml solution
to UV Light by keeping the beaker in UV Chamber
for 7days or 200 Watt hours/m2 in photo stability
chamber. For HPLC study, the resultant solution
was diluted to obtain 40µg/ml solutions and 10 µl
were injected into the system and the
chromatograms were recorded to assess the
stability of sample.
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Neutral Degradation Studies
Stress testing under neutral conditions

was studied by refluxing the drug in water for 6hrs
at a temperature of 60º. For HPLC study, the
resultant solution was diluted to 40µg/ml solution
and 10 µl were injected into the system and the
chromatograms were recorded to assess the
stability of the sample.

Statistical analysis
Wherever applicable, results were

expressed as the Mean±SD, %RSD and data were
analyzed statistically by using t- test with aid of
Microsoft excel-2007 software and data were
considered not significantly different at 5%
significance level of probability P ≤0.05.

RESULTS AND DISCUSSION

Rotigotine method development
Initially reverse phase liquid

chromatography separation was tried to develop
using various ratios of Methanol and Water,
Acetonitrile and Water as mobile phases, in which
drugs did not responded properly, and the resolution
was also poor. The organic content of mobile phase
was also investigated to optimize the separation of
both drugs. To improve the tailing factor, the pH of
mobile phase becomes important factor. Thereafter,
0.01N Potassium dihyrogen Ortho phosphate buffer
(adjusted to pH 4.8 with dil. Orthophosphoric acid
solution): acetonitrile were taken in isocratic ratio:
45:55 and with flow rate of 1.0 mL/min was
employed.  BDS column (4.6 x150mm, 5ì particle
size) was selected as the stationary phase to
improve resolution and the tailing of both peaks

Table 1: System suitability of Rotigotine

System suitability parameters Rotigotine

No of theoretical plates 3999
Tailing Factor 1.58
RT 2.6 min
Mean Area 3072763
%RSD 0.5

Table 2: Results of accuracy of Rotigotine

Sample Amount Amount Recovery %
Taken Recovered (%) RSD
(µg/ml) (µg/ml)

Rotigotine 20 19.9 99.96 0.67
40 40.34 100.87 1.79
60 60.36 100.61 0.58

Table 3: Results of Precision for Rotigotine

Repeatability data   Inter day precision

S. No. Rotigotine S. No. Rotigotine

1 3077904 1 3053027
2 3096311 2 3050091
3 3116531 3 3077065
4 3111634 4 3073134
5 3098633 5 3084300
6 3070659 6 3090325
Mean 3095279 Mean 3071324
Std. Dev. 18107.9 Std. Dev. 16439.4
%RSD 0.59 %RSD 0.54

Table No. 4: Results of Robustness for Rotigotine

Analytical Flow rate (ml/min) Column temperature (oc) Mobile phase
conditions composition

→→→→→ Evaluation 1.1 0.9 35 25 +5% -5%
paraMeters↓↓↓↓↓

Mean RT 2.591 2.987 2.611 2.731 2.600 2.721
Mean area 3048031 3403787 3018805 3064543 3053761 3067798
SD 10666.3 39797.1 6636 48289.2 39506.9 58676.3
RSD 0.35 1.17 0.22 1.58 1.29 1.91
Tailing factor 1.40 1.57 1.49 1.48 1.39 1.49
No. of theoretical plates 4759 4031 4375 4626 4760 4379
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Table 5: Results of stock solution stability for Rotigotine

Drug %Assay at 0 hr %Assay at 24 hr %Devaition

ROTIGOTINE 100.33 99.07 1.26

Table 6: Results of HPLC Analysis of patcht for Rotigotine

Label amount  (mg) Amount found(mg) n=6 %Assay (Mean±SD) RSD

4 4.013 100.33±1.098 0.59

Table 7: Results of HPLC Degradation of Rotigotine

Degradation parameter Purity angle Purity treshould %Drug degradated

Acid degradation 0.128 0.273 3.87
alkali degradation 0.089 0.263 1.99
oxidative degradation 0.190 0.267 5.91
Thermal degradation 0.091 0.268 0.83
Photolytic  degradation 0.109 0.267 0.97
Neutral degradation 0.090 0.273 0.72

were reduced considerably and brought close to 1.
To analyze drug detection were tried at wavelengths
224nm. Rotigotine showed maximum absorption
at 224nm of wavelength and 224 nm was selected
as the detection wavelength for PDA detector. The
retention times were found to about 2.691 min for
Rotigotine. The chromatogram obtained was shown
in the Fig. 2.

Rotigotineand met method Validation:
System suitability and Specificity

System suitability parameters such as
number of theoretical plates, peak tailing, and
retention time was determined. The total run time
required for the method is only 6 minutes for eluting
Rotigotine. The results obtained were shown in
Table No.1.  The chromatogram obtained for blank
and spiked was shown in the Fig. 3.

Linearity
Rotigotine showed a linearity of response

between 10-60 ìg/mL. These were represented by
a   linear   regression   equation   as follows: y
(Rotigotine) = 62185x + 290.46 (r2=0.999),
(r2=0.999) and regression line was  established by
least sqsuares method and correlation coefficient

(r2 ) for Rotigotine is found to be greater than 0.98.
Hence the curves established were linear.

Accuracy
To pre analyzed sample solution, a

definite concentration of standard drug (50%,
100% & 150 % level) was added and recovery was
studied. The % Mean recovery for Rotigotine are
100.48% and these results are within acceptable
limit of 98-102. The % RSD for Rotigotine was 1.08
and %RSD for Rotigotine is within limit of d”2,
hence the proposed method is accurate and the
results were summarized in Table No.2.

Precision
Repeatability

Six replicates injections in same
concentration (40ìg/ml of Rotigotine) were
analyzed in the same day for repeatability and the
% RSD for Rotigotine found to be 0.59 and % RSD
for Rotigotine found to be within acceptable limit of
d”2 and hence method is reproducible and the
results are shown in Table No. 3.

Intermediate Precision
Six replicates injections in same
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Fig.1: Chemical structures of drugs
investigated in this study

Rotigotine

Fig. 2: A typical Chromatogram of Rotigotine

Fig. 3: Chromatograms of Blank(a) and spiked (b)

concentration were analyzed on two different days
with different analyst and column for verifying the
variation in the precision and the % RSD for
Rotigotine is found to be 0.54 and it is within
acceptable limit of d”2. Hence the Method is
reproducible on different days with different analyst
and column. This indicates that the method is
precise and the results are as shown in Table No. 3.

Robustness
The robustness was established by

changing the flow rate, column temperature and
composition of the mobile phase within allowable
limits from actual chromatographic conditions. It was
observed that there were no marked change in
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Fig. 4: Degradation overlay chromatogram

mean Rt and RSD is within limit of d”2 .The tailing
factor, resolution factor and no. of theoretical plates
are found to be acceptable limits for Rotigotine.
Hence the Method is reliable with variations in the
analytical conditions and the results of Rotigotine
was shown in Table No.5.

Stability of sample solution
The sample solution injected after 24 hr

by keeping at ambient room temperature 30OC did
not show any appreciable change. The % Deviation
in the assay is not more than 2 and the results are
shown in table-6.

LOD and LOQ
LOD and LOQ for Rotigotine were 0.05

and 0.15 µg/mL respectively. The lowest values of
LOD and LOQ as obtained by the proposed Method
indicate that the Method is sensitive.

Patch Analysis
The Content of Rotigotine in the patchs

was found by the proposed method. RSD values
for both Rotigotine was within limit of d”2 and the
results were shown in Table No. 7.

Degradation studies
The degradation studies for Rotigotine

was performed by various conditions like Acid,
Alkali, Oxidation, Thermal, Photolytic and Neutral
Degradation Studies and their limits like purity
angle and purity threshold values like purity angle<
purity threshold and the results shown in table no.8.

CONCLUSION

A new precise accurate and simple HPLC
Method was developed and validated for estimation
of Rotigotine pharmaceutical dosage form. This
Method is fast, accurate, precise and sensitive
hence it can be employed for routine quality
control of patch containing drug in QC laboratories
and industries.
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face acetylated and internally
quaternized poly(propylene imine) dendrimer as
a biocompatible drug carrier for piroxicam as
a model drug†

E. Murugan,*a V. Yogaraj,a D. P. Geetha Rania and Alok Kumar Sinhab

Two types of new surface acetylated and internally quaternized poly(propylene imine) (PPI) dendrimers with

generation 2 and 3 QPPI-NHAc (G2)/(G3) were prepared and characterized by FT-IR, NMR and MALDI-TOF

spectral techniques and then demonstrated as potential and biocompatible drug carriers using piroxicam

(PXM, an anti-inflammatory drug) as a model drug. The drug carrying potential of QPPI-NHAc (G2)/(G3)

along with their commercial parent dendrimers PPI (G2)/(G3) and linear branched polyethyleneimine

(PEI) were investigated in terms of aqueous solubility, in vitro release of PXM and cytotoxicity studies.

Pharmacokinetic and biodistribution studies were also carried out in male albino Wistar rats and the

efficiency of dendrimer formulation was tested by carrageenan induced paw edema model. The

observed results showed that the aqueous solubility of PXM significantly increased in the presence of the

higher generation modified dendrimer, namely QPPI-NHAc (G3), to the tune of 50 fold compared with

its intrinsic solubility and it is noted that the complexation of PXM with QPPI-NHAc (G3) is responsible

for the increased solubility. The degree of complexation was evidenced through UV-Vis and NMR (1H &

2D) spectral analyses. The in vitro release of PXM in the presence of modified dendrimers was

remarkably slow as compared to PPI (G3)/(G2) as well as PEI and thus proves their ability for sustained/

delayed release of PXM. The cytotoxicity study on Vero cell line was performed through MTT assay and

the results reveal that the QPPI-NHAc (G2)/(G3) showed appreciable increase in cell viability and thus

indicate the reduced cytotoxicity and improved biocompatibility. Pharmacodynamic results reveal that in

the case of QPPI-NHAc (G3)–PXM, 75% of inhibition was observed at the 4th h and this was maintained

above 50% until the 8th h compared to plain PXM and proves that when the drug is associated with the

dendrimer carrier, it was retained for longer in the bio system. The 2nd, 4th and 8th h organ distribution

data showed that a higher recovery of PXM was observed for rat paws with dendrimer–drug formulation

QPPI-NHAc (G3)–PXM than plain PXM and it may be concluded that dendrimer–drug formulations not

only enhanced the solubility but also controlled the delivery of bioactive material with localized action at

the site of inflammation.
1. Introduction

Nonsteroidal anti-inammatory drugs (NSAIDs) are the most
widely prescribed medications in the world. As a therapeutic
class, NSAIDs exhibit analgesic, anti-inammatory, antipyretic
and platelet inhibitory properties.1,2 However, these drugs have
serious side effects such as gastrointestinal (GI) toxicities,
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gastric mucosal ulcerations and hemorrhage due to inhibition
of prostaglandin production.3,4 The mechanism of action of
NSAIDs has been attributed to their ability to inhibit the
cyclooxygenase enzyme (COX). Out of the 2 isoforms of COX,
COX-1 is responsible for mediating the production of prosta-
glandin while COX-2 is primarily associated with inammation,
pain and fever.5,6 The traditional NSAIDs are nonselective COX
inhibitors. COX-2 selective NSAIDs are ideal anti-inammatory
drugs with minimum drug-related side effects, since they
spare COX-1 activity. Piroxicam (PXM) is one such COX-2
selective acidic non-steroidal anti-inammatory drug (NSAID)
with analgesic and antipyretic properties. PXM is quite efficient
in the short or long term treatment of rheumatoid arthritis,
osteoarthritis and other painful inammatory disorders.7–9

However, there are number of aspects that limit its
RSC Adv., 2015, 5, 106461–106475 | 106461
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pharmaceutical application, the chief being its aqueous insol-
ubility that immensely creates formulation tribulations.10 Apart
from this, oral administration shows low absorption and
gastrointestinal tract associated adverse effects, which displays
poor bioavailability.11 This restricts their use in topical and
parenteral applications. Further, poorly water-soluble drugs
oen require high doses in order to reach therapeutic plasma
concentrations aer oral administration and hence its solu-
bility has to be increased by suitable means.

Dendrimers are new class of articial macromolecules with
tree-like topological structure, nano-scale size, excellent mon-
odispersity and dense peripheral groups.12 Dendrimers have
generated much interest in diverse areas more specically for
drug delivery due to their unique structure and chemical
versatility.13,14 Surface functionalities of dendrimers can be
functionalized with drugs, targeting moieties and biologically
active components.15 Drugs or genes can be either encapsu-
lated within the dendrimers through non-covalent strategies
such as hydrophobic, ionic and hydrogen bond interactions or
conjugated to the peripheral groups of dendrimers via covalent
methods.16 Among the various dendrimers used for drug
delivery, poly(amidoamine) (PAMAM) and poly(propylene
imine) (PPI) dendrimers are the two commercially available
and most extensively investigated for drug delivery applica-
tions.17 A plethora of reports are available which evidence the
drug carrying potential of dendrimers through properties like
increased solubility of the hydrophobic drugs, sustained drug
release behavior and increased efficiency of the drugs.18–20

Dendrimer based drug-delivery systems provide an attractive
platform for loading and release of conventional drug mole-
cules which improve the pharmacodynamic and pharmacoki-
netic behaviors of several families of drugs. These reveal
promising future of dendrimer based drug delivery systems.
Dendrimers such as PAMAM and PPI possess cationic primary
amine groups at the surface showed excellent drug delivery
efficacy, but the cytotoxicity issue of these dendrimer is
a serious setback which limits the clinical applications of most
dendrimer based drug formulations.21 Generally, the cytotox-
icity of dendrimer is dependent on dendrimer generation,
surface functionality/charge and concentration.22 To overcome
this, there are several studies undertaken by various
researchers to neutralize the cationic surface group through
acetylation,23 PEGylation,24 glycosylation25 and hydroxylation
reactions.26 Nair et al. described the dendron based octa-
guanidine appended molecular transport using poly-
(propylene imine) for efficient delivery of doxorubicin in to
cancer cells.27 Saha et al. designed the peptide–docetaxel for
targeted delivery with reduced toxicity and enhanced efficiency
of docetaxel.28 Surface acetylated dendrimers reduced the
cytotoxicity signicantly but at the same time such dendrimers
failed to load the hydrophobic drugs due to the absence of
cationic binding sites.29 In a subsequent study, the neutral
dendrimer namely, PAMAM-OH was employed to form poly-
plex with DNA, with the analogy that the surface neutral
PAMAM-OH dendrimer may be advantageous in terms of
cytotoxicity. However, PAMAM-OH dendrimer is unable to
form DNA polyplex because of low pKa value of its interior
106462 | RSC Adv., 2015, 5, 106461–106475
tertiary amines.30 With a view to alleviate this, internal
quaternary ammonium salt was introduced to the tertiary
amines of PAMAM-OH dendrimers by methylation and thereby
provides cationic binding sites for negatively charged plasmid
DNA.31 In continuation of this study, synthesis of surface
modied and internally quaternized PAMAM dendrimer was
carried out and employed as efficient siRNA delivery systems.32

However, to the best of our knowledge there are no studies
reported so far for synthesis of new dendrimer drug carrier
having increased solubility, biocompatibility with reduced
cytotoxicity and improved pharmacokinetic properties which
obtained from surface acetylation and quaternization of
commercial PPI (G2) and PPI (G3).
2. Materials and methods
2.1 Materials

PPI dendrimer diamino cored (DAB) with terminal amino
groups of generation 2 and generation 3 was purchased from
Symo Chem (Netherlands) and branched poly ethylene imine
(PEI) from Alfa Aesar were used as received. Acetyl chloride,
triethylamine, chloroform, methyl iodide and dimethyl form-
amide were of analytical grade and were procured from SRL.
MTT (3-(4,5-dimethyl-2-thiazolyl)-2,5-diphenyl-2H-tetrazolium
bromide) was purchased from Sigma-Aldrich, India. Amberlite
IRA-402 Cl anion resin was from Sd ne Chem. Dialysis
membranes (Float-A-Lyzer) were obtained from Spectra Pore.
Membrane lter of pore size 0.45 mm was obtained from
Himedia lab. Double distilled water was used for solubility and
in vitro release studies. Piroxicam was obtained as gi sample
from Mesha Pharma Ltd, Mumbai, India.

UV-Vis spectra were recorded on TECHCOMP 8500 instru-
ment. Fourier transform infrared (FTIR) spectra were recorded
on a Bruker Tensor-27 FTIR spectrometer. 1H, 13C and 2D NMR
spectra were recorded with Bruker 500 MHz UltraShield Plus
instrument. MALDI-TOF spectra were taken in perceptive bio
systems voyager-DE instrument in negative ion mode taking
dithranol as the matrix. Cytotoxicity study was done in King
Institute of Preventive Medicine, Chennai, India.
2.2 Synthesis and characterization of QPPI-NHAc (G2) and
QPPI-NHAc (G3) dendrimer

Quaternised poly(propylene imine) dendrimers QPPI-NHAc
(G2) and QPPI-NHAc (G3) was synthesized from generation 2
and generation 3 of poly(propylene imine) dendrimer PPI (G2)
and PPI (G3) by performing acetylation followed by quaterni-
zation reaction by adopting the reported procedure,32 with
slightly modied and simplied. The typical synthetic route
followed is shown in Fig. 1a. The commercial PPI (G2) (0.3 g,
0.388 mmol) and PPI (G3) dendrimer (0.3 g, 0.180 mmol) was
taken in a 50 mL RB ask and dissolved in 10 mL chloroform.
The temperature of this ask was reduced to 0 �C by placing it in
freezing mixture. To this an excess amount of acetyl chloride
(5 equivalents per surface primary amine) and triethylamine
(1.2 equivalent of acetyl chloride) were added. The temperature
of the container was brought back to room temperature. The
This journal is © The Royal Society of Chemistry 2015



Fig. 1 (a) Synthetic route to get QPPI-NHAc (G2)/(G3) dendrimer from PPI (G2)/(G3) dendrimer. (b) Structure of piroxicam (PXM).
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reaction mixture was stirred for 36 h under N2 atmosphere. The
excess solvent from the container was evaporated under
reduced pressure and the resulting residue was dissolved in
5 mL water. The mixture was dialyzed extensively (MW cutoff
1000 Da) against double distilled water for 24 h with frequent
replacement (once in 2 h) of outer aqueous medium to remove
This journal is © The Royal Society of Chemistry 2015
excess reactants and side products from the residual solution.
The dialyzed solution was lyophilized to yield the corresponding
reddish brown semi solid products i.e. PPI (G2)/(G3) den-
drimers attached with –COCH3 as the surface group, viz., PPI-
COCH3 (G2)/(G3). The acetylated product was further used for
the quaternization reaction.
RSC Adv., 2015, 5, 106461–106475 | 106463
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In this step, PPI-COCH3 (G2) (0.1 g, 0.0917 mmol) and PPI-
COCH3 (G3) (0.1 g, 0.0428 mmol) was taken in a 50 mL RB ask
and the same was dissolved in 2 mL DMF. To this, an excess
amount of methyl iodide (1 mL) dissolved in DMF was added.
The reaction mixture was stirred at 50 �C for 48 h. The resulting
reddish brown clear/transparent reaction mixture was precipi-
tated by the addition of diethyl ether and the residue was dried
in vacuum. It was dissolved in double distilled water and I�

exchanged for Cl� ions. The eluted solution was lyophilized and
named as QPPI-NHAc (G2) and QPPI-NHAc (G3). This product
was characterized by FTIR, 1H & 13C NMR and MALDI-TOF
spectral techniques. The observed spectral results strongly
conrmed its structure. The degree of functionalization of the
product was determined by 1H NMR and MALDI-TOF spectral
techniques and the newly prepared quaternized dendrimers
was assessed for its drug carrying potential using PXM as
a model drug.
2.3 Solubility study of PXM using QPPI-NHAc (G2) and QPPI-
NHAc (G3) dendrimer carrier

The newly prepared dendrimer based drug carrier viz., QPPI-
NHAc (G2) and QPPI-NHAc (G3) was tested for the solubility
study of PXM under identical conditions. Additional control
experiment was also carried out using poly ethylene imine (PEI)
to compare for highlighting the signicance of modied den-
drimers under identical conditions. The degree of solubility of
PXM was quantitatively estimated by adopting the previously
described phase solubility analysis method.33 The experimental
procedure adopted for this solubility study involves 7 different
concentrations of drug carrier in the range from 0.05 mM to
0.35 mM. Then from each concentration, 5 mL was taken in
20 mL vials and to which excess PXM (5 mg) was added. These
vials were sonicated for 30 min and subsequently shaken
mechanically for 24 h at 35 �C. In parallel, controlled experi-
ment was also performed by taking 5 mg of drug in 5 mL of
phosphate buffer solution (without dendrimer). The vials were
allowed to stand for 24 h to attain equilibrium. Then these
solutions were centrifuged at 5000 rpm for 20 min and ltered
Table 1 Solubility of PXM in various concentrations of PEI and dendrim

S. No.
[Carrier]
10�4 M

[PXM] 10�4 M

PEI

Parent
dendrimers Modied dendrime

PPI
(G2)

PPI
(G3)

QPPI-NHAc
(G2)

QP
(G3

1 0.50 8.51 5.38 9.51 3.82 7.
2 1.00 9.31 8.75 16.97 5.02 12.
3 1.50 10.12 12.2 23.54 7.30 19.
4 2.00 13.29 15.4 29.46 9.04 22.
5 2.50 17.18 18.8 36.33 10.98 27.
6 3.00 18.46 20.8 40.15 12.92 31.
7 3.50 19.18 22.8 45.70 15.48 34.

a S*0 is the intrinsic solubility of PXM (0.023 mg mL�1), absorbance measu
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using cellulose acetate membrane lter having pore size
0.45 mm. The respective ltrate was diluted appropriately with
PBS and analyzed spectrophotometrically using UV-Vis spec-
trophotometer. The quantum of solubility of PXM was esti-
mated by measuring the characteristic peak observed at 354 nm
(lmax). Though the increase in absorption of PXM is the indi-
cation for the extent of drug solubilised, but to get the exact
amount of the drug solubilised in the respective dendrimer
carrier solution, a calibration curve was constructed within the
drug concentration range of 3.5–35 mM which is described by
the equation, y ¼ (17 545 � 224.34)x, (R2 ¼ 0.998). The direc-
tional coefficient of the equation is equal to the absorption
coefficient of PXM, 3max ¼ 17 545 M�1 cm�1. Using this cali-
bration curve, the amount of drug solubilised in each test
solution was determined. The blanks were performed on the
same concentrations of dendrimer delivery solutions so as to
cancel any absorbance that may be exhibited by the dendrimer
molecules. The results of phase solubility studies are shown in
Table 1. The solubility experiments were repeated three times.
The loading efficiency of drug in dendrimers was calculated by
below mentioned formula.

Loading efficiencyð%Þ ¼ actual drug contentðACÞ
theoretical drug contentðTCÞ

AC – actual quantity of drug present in the carrier, TC – 100%
theoretical quantity of drug present in the carrier.
2.4 UV-Vis spectroscopy studies

The association of PXM to QPPI-NHAc (G3) dendrimer carrier
was conrmed by UV-Vis spectroscopy where PXM gives
maximum absorbance at its characteristic wavelength (354 nm).
The saturated solutions obtained from the solubility studies
were diluted to a proper concentration. Since the dendrimers in
the diluted solutions give extremely low absorbance between
250 and 700 nm, the absorbance obtained from PXM-QPPI-
NHAc (G3) dendrimer solution would be solely from PXM.
The absorbance of PXM at its characteristic wavelengths was
er carrier solutionsa

Solubility increment St/S*0

rs

PEI

Parent
dendrimers Modied dendrimers

PI-NHAc
)

PPI
(G2)

PPI
(G3)

QPPI-NHAc
(G2)

QPPI-NHAc
(G3)

783 12.25 7.75 13.69 5.50 11.20
83 14.31 12.60 24.30 7.23 18.46
27 14.57 17.57 33.87 10.51 27.74
58 19.14 22.18 42.43 13.02 32.49
94 24.75 27.08 52.30 15.81 40.21
79 26.59 29.96 57.83 18.61 45.76
72 27.63 32.84 65.83 22.30 49.97

red at lmax of PXM.
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related with the amount/solubility of PXM in the dendrimer
solutions or buffer solutions.

2.5 NMR spectral studies for interactions between PXM and
QPPI-NHAc (G3) dendrimer carrier

2.5.1 1H NMR studies. 1H NMR experiments were con-
ducted on a Bruker Advance 500.149 MHz NMR spectrometer at
298.2 K for QPPI (G3) dendrimer/PXM complex (2 mg of QPPI
(G3) and 1 mg of PXM dissolved in 1 mL of D2O). The temper-
ature was kept constant within 0.2 K by the use of a Bruker
temperature control unit.

2.5.2 2D NMR studies. NOESY experiments were obtained
for a QPPI-NHAc (G3) dendrimer/PXM solution (2 mg of QPPI-
NHAc (G3) and 1 mg of PXM dissolved in 1 mL of D2O)
acquired at 500.149 MHz, using a 300 ms mixing time and
a 8.2 ms 1H 90� pulse width. The experiments were done with
a 2 s relaxation delay and 205 ms acquisition time. Eight tran-
sients were averaged for each 400 � 1024 complex t1 increment.
The data were processed with Lorentz–Gauss window function
and zero lling in both dimensions to display data on a 2048 �
2048 2Dmatrix. All data were processed with NMR Pipe soware
on a Linux workstation.

2.6 In vitro drug release studies

The extent of drug released from the dendrimer carriers, QPPI-
NHAc (G2), QPPI-NHAc (G3) and PEI were studied by an equi-
librium dialysis method under in vitro conditions as described
in the references. The drug–dendrimer formulation for in vitro
study was as follows. That is, 2 mg of PXMwas dissolved in 5mL
of dendrimer carrier (0.02 mM) to get the formulation having
drug concentration 1.3 mM. Using this formulation, in vitro
release study was performed by taking 5 mL of respective drug–
dendrimer solution in dialysis bag (MW cutoff 1 kDa) and it was
placed immediately in 150 mL beaker, containing 100 mL of
phosphate buffer solution. The outer phase was stirred
continuously to maintain sink conditions. At scheduled inter-
vals, 3 mL of sample was withdrawn from outer phase and
subsequently replenished with equal amount of fresh buffer
solution. The withdrawn sample irrespective of type was
analyzed spectrophotometrically with UV using the drug char-
acteristic peak at 354 nm. Similarly, in vitro release of PXM from
their parent dendrimers viz., PPI-NH2 (G2) & PPI-NH2 (G3) and
branched polyethyleneimine (PEI) was also studied by adopting
the same experimental condition. The quantum of drug
released by the parent dendrimer and PEI was determined as
before. The control experiment was also carried out by taking
2 mg of PXM in 5 mL of phosphate buffer solution to get the
same drug concentration as in the drug–dendrimer formula-
tions. This was also studied for in vitro release by usual UV
analysis. Three repeats were conducted for each sample. Irre-
spective of the dendrimer carriers, PEI and the control, plots
were drawn for the % of drug released vs. time.

2.7 Cytotoxicity assay

The cytotoxicity of modied dendrimer drug complex QPPI-
NHAc (G2)–PXM, QPPI-NHAc (G3)–PXM and its parent
This journal is © The Royal Society of Chemistry 2015
dendrimers PPI-NH2 (G2)–PXM, PPI-NH2 (G3)–PXM complexes
along with PXM (without dendrimers) were evaluated by
the well-established 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl-
trazolium bromide (MTT) colorimetric assay. Vero cell line
(NCCS) was chosen for the MTT colorimetric assay. The Vero
cell line used for this study is “normal cells” and it was isolated
from kidney epithelial cells extracted from an African green
monkey. One of the reasons for choosing the normal cell line is,
while performing/discharging its assigned role; i.e. it should not
disturb or cause toxicity to normal cells. Further, our objective
in this study is to examine the compatibility of synthesized
dendrimer carriers for the poorly soluble drugs (or) to prove that
the therapeutic value for the formulation of QPPI-NHAc (G2)/
(G3)–piroxicam should be improved and thus have plan to
recommend the same to human cell line. In this context, it is
observed and known that the genetical similarities between
human cell line and Vero cell line are very close and hence we
decided and choose Vero cell line as a model for this study. The
assay procedure involves the incubation of cell line at 37 �C in
5% CO2 and minimum essential medium (MEM) with Earle's
salts supplemented with 10% fetal calf serum. The cells were
used when they reached 70–80% conuence. These cells were
seeded in 96 well plates for 48 h before MTT assay to allow
adherence of the cells to the plates. Then culture medium from
the plates was replaced with fresh medium containing different
concentrations of QPPI-NHAc (G3) and PPI-NH2 (G3). The
control study was performed by treating the cells only with the
medium without the dendrimer samples. Following the stan-
dard protocol for MTT, the mediums were removed aer 24 h
from each of the well and the cells were incubated with MTT in
PBS at a concentration of 1 mg mL�1 (100 mL) for 4 h. Aer this,
in each well, the MTT containing medium was replaced with
DMSO to dissolve the resulted purple formazan crystals which
was generated from MTT by the living cells. Absorbance of the
solutions in each well irrespective of carrier was recorded at
570 nm using a micro plate reader (Thermo multiscan EX). The
viability of cells was calculated with regard to the untreated cell
control, which was considered as 100% viability. The viability of
cells treated with the different dendrimer carrier is expressed as
a percentage of the untreated cell control. The obtained cell
viability was plotted against the concentration of the carrier.
2.8 In vivo anti-inammatory activity

The animal studies were performed in accordance with the
protocol approved by the Ministry of Social Justices and
Empowerment, Government of India and Institutional Animal
Ethical Committee Guidelines (approval no. 02.01.2012) for the
investigation of experimental pain in conscious animals. In this
study, a pharmacodynamic study was performed using non-
immunological carrageenan induced hind paw edema
method.34,35 In the anti-inammatory activity 0.1 mL of 1%
carrageenan was taken as phlogistic agent. Acute inammatory
activity was determined by measuring the change in volume of
inamed paw produced by injection of carrageenan using
a plethysmometer. On the basis of solubilization efficacy as well
as better in vitro performance of PPI dendrimers compared to
RSC Adv., 2015, 5, 106461–106475 | 106465
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PEI (branched) it is selected for in vivo evaluation. Male albino
Wistar rats weighing around 160–180 g were procured from
Tamil Nadu veterinary and Animal Sciences University, Chennai
and were housed under standard husbandry conditions and the
rats were fasted for 12 h before dose administration. The
animals were numbered and marked on the right hind paw on
each animal. Each time the paw was dipped in the plethys-
mometer up to the xed mark to ensure constant paw volume
and the study was carried out at daytime to avoid any variation
due to circadian rhythms. Animals were divided into ve groups
(including one control group), each group comprising six
animals. The dendrimer–drug test formulations namely PPI
(G2)–PXM, PPI (G3)–PXM, QPPI-NHAc (G2) and QPPI-NHAc (G3)
which in turn were solubilized in PBS solution (pH 7.4) and
used for the study. The plain drug PXM (control) was solubilized
in PBS pH 7.4 using DMSO as cosolvent. The dose of 2 mg kg�1

(equivalent to PXM) body weight was administered through an
intravenous route in albino rats of the respective group,
precluding the control. A dose of 0.1 mL solution of carrageenan
(1% w/v in normal saline) was injected in the right hind paw of
the animals to be tested, 10 min post administration of the test
formulation. The paw volume was measured every hour until
the eighth hour, the last two observations were recorded at 12th

h and 24th h, and from the result obtained a graph was plotted
between percentage inhibitions of edema vs. time (h).
Percentage inhibition of edema was calculated for respective
group by following the equation36 % inhibition of edema ¼
(Vcontrol � Vtreated/Vcontrol) � 100, where Vcontrol and Vtreated are
the mean edema volume of rats in control and test groups
respectively.
2.9 Pharmacokinetics and biodistribution studies

Pharmacokinetic and organ distribution studies of dendrimer–
drug complexes and free drug along with their parent den-
drimers were carried out in male albino Wistar rats with
carrageenan-induced inammation in the right hind paw.
Albino rats were divided in ve groups each comprising six rats
were numbered and marked. The test formulations of den-
drimer–drug complexes QPPI-NHAc (G2)–PXM & QPPI-NHAc
(G3)–PXM and plain drug PXM in the doses of 2 mg kg�1

body weight were administered through an intravenous route.
The blood samples were collected from the retro-orbital plexus
at regular intervals of time duration and the blood samples were
allowed to stay for 15 min and then centrifuged at 3000 rpm for
15 min to separate RBCs and serum. The supernatant (serum)
was collected with the help of micropipet and were analyzed for
drug content using HPLC (Waters 2489 UV/Vis detector, USA)
for the determination of various pharmacokinetic parameters.

For organ distribution studies, animals were divided into
ve groups, and each group was administered with the same
intravenous dose (2 mg kg�1) of dendrimer–drug formulations
and plain PXM with their corresponding parent dendrimers.
Five rats from each group were humanly sacriced at 2, 4, and
8 h, and the organs, viz., paw, kidney, liver and spleen were
removed immediately and weighed then the organs were
refrigerated at �20 �C by wrapping them in aluminum foil. The
106466 | RSC Adv., 2015, 5, 106461–106475
organs were homogenized, centrifuged at 4000 rpm for 15 min
followed by collection of supernatant and assayed for PXM by
the HPLC method as reported earlier, with slight modica-
tions37,38 employing a C18 column, 5 mm particle size (analytical
column protected by a compatible guard column). The HPLC
system (Waters 2489 UV/Vis detector, USA), and the elution was
carried out by using water : methanol : acetic acid (44 : 50 : 6)
as the mobile phase. The ow rate was kept at 1.0 mL min�1

throughout the process.

3. Results and discussion
3.1 Synthesis and characterization of QPPI-NHAc (G2) and
QPPI-NHAc (G3) dendrimers

Earlier studies reveal that the commercial PAMAM and PPI
dendrimer have been modied by surface functionalization
using different moieties and explored the same for different
applications and found convincing results.39,40 In connection to
our expertise in this eld, in this study, we have modied the
commercial PPI (G2) and PPI (G3) in to QPPI-NHAc (G2) &
QPPI-NHAc (G3) via procedure followed in the earlier study.
That is, in the rst step acetyl chloride was surface function-
alized on PPI (G2)/(G3) and the obtained surface acetylated
product was then quaternized using methyl iodide and the
product obtained in each reaction was characterized with FTIR,
1H and 13C NMR and MALDI-TOF techniques. The FTIR
spectra of commercial PPI-NH2 (G2) & PPI-NH2 (G3) and
hydroxylated PPI-NHAc (G2) & PPI-NHAc (G3) were shown in
Fig. 2a, b, d and e respectively. The spectra for PPI-NH2 (G2)
(Fig. 2a) and for PPI-NH2 (G3) (Fig. 2d) shows stretching
vibration at 3356 cm�1 & 3280 cm�1 and 3334 cm�1 and 3284
cm�1 assigned for the surface amine groups. In the FTIR
spectra of PPI-NHAc (G2) (Fig. 2b) & PPI-NHAc (G3) (Fig. 2e)
these –NH2 peaks disappeared and also individual peaks at
1717 cm�1 and 1715 cm�1 appeared corresponding to the
characteristic C–O (str) vibrations of carbonyl group in acetyl
chloride. This observation conrms the alkylation of PPI (G2)
and PPI (G3) with acetyl chloride. The FTIR spectrum of QPPI-
NHAc (G2) (Fig. 2c) shows characteristic peaks at 2958 cm�1

and 2740 cm�1 for C–H (str), 1434 cm�1 for C–H (bend) and
1160 cm�1 for C–N (str) and the FTIR spectrum of QPPI-NHAc
(G3) (Fig. 2f) shows characteristic peaks at 2991 cm�1 and 2773
cm�1 for C–H (str), 1454 cm�1 for C–H (bend) and 1162 cm�1

for C–N (str). The new intense peaks at 1160 cm�1 and 1162
cm�1 respectively which correspond to the C–N+

str due to the
quaternization of tertiary amines in PPI-NHAc (G2) and PPI-
NHAc (G3). The chemical shi value from the 1H & 13C NMR
spectra of QPPI-NHAc (G2) and QPPI-NHAc (G3) dendrimers
further provide the convincing evidence for surface alkylation
and internal quaternization. The 1H NMR for QPPI-NHAc (G2)
(Fig. 3a) gives a sharp singlet at d 2.734 due to –COCH3 (acetyl
protons) and a sharp singlet at d 3.353 which is due to (N–CH3)
methyl protons. Similarly, 1H NMR recorded for QPPI-NHAc
(G3) (Fig. 3b) gives an intense singlet signal at d 2.673 due to
–COCH3 (acetyl protons) and a sharp singlet at d 3.241 due to
(N–CH3) methyl protons. In 13C NMR for QPPI-NHAc (G2),
methyl carbons (N–CH3) show peak at d 49.321, acetyl carbons
This journal is © The Royal Society of Chemistry 2015



Fig. 2 FTIR Spectrum of (a) PPI-NH2 (G2), (b) PPI-NHAc (G2) and (c) QPPI-NHAc (G2), (d) PPI-NH2 (G3), (e) PPI-NHAc (G3) and (f) QPPI-NHAc
(G3) respectively.
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(–COCH3) show peak at d 38.837 and carbonyl carbons
(COCH3) show peak at d 176.96 respectively. Likewise, 13C NMR
spectrum of QPPI-NHAc (G3), methyl carbons (N–CH3) show
peak at d 46.839, acetyl carbons (–COCH3) show peak at
d 36.096 and carbonyl carbons (COCH3) show peak at d 174.34
respectively.

The structures of the QPPI-NHAc (G2) and QPPI-NHAc (G3)
dendrimers were also evidenced through MALDI-TOF analysis
and the observed spectra are shown in Fig. S1a and b.† The
characteristic peaks corresponding to m/z values at 2154 and
4559 for QPPI-NHAc (G2) and QPPI-NHAc (G3). The obtained
experimental m/z values agree well with the theoretical values
for the modied dendrimers. The collective results observed
from FT-IR, NMR (1H & 13C) and MALDI-TOF spectra strongly
conrm the respective structure of surface alkylated and inter-
nally quaternized PPI (G2) and PPI (G3) dendrimers. This
modied dendrimer QPPI-NHAc (G2) and QPPI-NHAc (G3) was
employed for drug delivery applications using PXM as a model
drug.

3.2 Solubility studies of PXM using QPPI-NHAc (G2) and
QPPI-NHAc (G3) dendrimer carriers

Drug solubility is one of the core factors, which inuences the
movement of a drug from the site of administration into the
blood stream. It is widely acknowledged that insufficient drug
solubility can lead to poor absorption.41 The poor solubility of
PXM can be addressed with newly developed QPPI-NHAc (G2)
and QPPI-NHAc (G3) dendrimers by employing it as solubility
enhancer. Additionally in order to project the signicance of
modied dendrimers in drug delivery the PPI (G2) & PPI (G3)
and branched PEI also employed and studied. Solubility
studies were performed by keeping the seven different
concentrations in the range from 0.05 mM to 0.35 mM. The
amount of solubilised drug was estimated in each concentra-
tion of dendrimer carriers from the UV absorption and the
This journal is © The Royal Society of Chemistry 2015
calibration curve was drawn. The observed drug solubility with
increasing trend is given in Table 1. To record precisely, at the
maximum concentration (0.35 mM) the QPPI-NHAc (G2), QPPI-
NHAc (G3) and PEI has promoted the solubility of PXM to the
tune of 22, 50 and 27 folds respectively higher than with the
intrinsic solubility of plain drug. In the case of commercial PPI
(G2) & PPI (G3) under similar experimental conditions, the
solubility of PXM has increased to 32 and 65 fold to its
intrinsic solubility. However, the parent dendrimers are able to
load the drug but at the same time its cytotoxicity is not
tolerable. Therefore, the quaternized forms of modied den-
drimers with reduced toxicity are reasonable in drug loading
and releasing behaviour. This observation in turn ensures that
the water solubility of PXM has been signicantly increased
proportionally to the concentration of dendrimer carriers. The
comparative results reveal that the dendrimer derived from
higher generation viz., QPPI-NHAc (G3) has increased the
solubility of PXM to the tune of 50 folds compare to its
intrinsic solubility and 2 fold than with their corresponding
lower generation dendrimer viz., QPPI-NHAc (G2). Also it is
clearly explained that the solubility of PXM in the presence of
branched PEI is substantially lower than PPI (G3) and QPPI-
NHAc (G3), due to poor ionic interaction and signies that
the higher generation of modied dendrimers is better way of
delivering drug.

The linear equations for QPPI-NHAc (G2) and QPPI-NHAc
(G3) carriers were obtained from their solubility plots (Fig. 4b)
and it is calculated as y ¼ (3.89 � 0.129)x + (1.452 � 10�4 �
0.285 � 10�4) (R2 ¼ 0.994) and y ¼ (9.10 � 0.415)x + (4.216 �
10�4 � 0.928 � 10�4) (R2 ¼ 0.988) respectively. The directional
coefficients of former one is n¼ 3.89� 0.129 and for later one is
n ¼ 9.10 � 0.415 respectively and these values in turn can be
interpreted as a number of drug molecules combined/bound by
one molecule of dendrimeric unit. That is, the tentative number
of drug molecules combined/bound by a single molecule of
RSC Adv., 2015, 5, 106461–106475 | 106467



Fig. 3 1H NMR spectrum of (a) QPPI-NHAc (G2), (b) QPPI-NHAc (G3) and (c) QPPI-NHAc (G3)–PXM complex.
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dendrimeric unit was determined as 3.89 � 0.129 for QPPI-
NHAc (G2) and 9.10 � 0.415 for QPPI-NHAc (G3) carriers.
Further, we also found that the drug loading efficiency of QPPI-
OH (G2) is 64.3% and for QPPI-OH (G3) is 58.4% respectively.
The increased solubility noticed in the presence of QPPI-NHAc
(G2) and QPPI-NHAc (G3) is due to (i) the availability of internal
positive binding sites with neutral outer surface. (ii) The multi
charged cations viz., QPPI-NHAc (G2)/(G3), attracted the anion
106468 | RSC Adv., 2015, 5, 106461–106475
of PXM whose formation is facilitated by the generation of HCl,
a stronger acid compared to PXM, (iii) thus PXM binds electro
statically with QPPI-NHAc (G2)/(G3) in aqueous medium and
thus forming the complex viz., (PXM-O�)n–(QPPI-NHAc)n+, (iv)
thereby PXM gets internalized within the QPPI-NHAc (G2)/(G3)
dendrimer branches. This interaction substantially promotes
the solubility of PXM. The increased solubility has directly helps
to increase its bioavailability.
This journal is © The Royal Society of Chemistry 2015



Fig. 4 (a) UV-Vis spectra of plain PXM (dotted line) and PXM with
different concentrations of QPPI-NHAc (G3) (bold lines) and (b) solu-
bility behaviour of PXM at various concentrations of PPI-NH2 (G2), PPI-
NH2 (G3), QPPI-NHAc (G2) and QPPI-NHAc (G3) dendrimer solutions.
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3.3 UV-Vis spectroscopy for the interactions between PXM
and QPPI-NHAc (G3) dendrimer carrier

The use of dendrimer as a drug delivery carrier usually depends
on its ability to form a complex with the drug. Interactions
between PXM and dendrimer molecules were determined by
UV-Vis spectroscopy. PXM gives maximum absorbance at its
characteristic wavelength (354 nm). Aer the addition of
increasing concentrations of QPPI-NHAc (G3) dendrimers, blue
shis were observed (Fig. 4a) (the lmax peak shied about 8–10
nm from 354 nm). In general, any shi in lmax suggests the
existence of interaction between the complex forming compo-
nents.42 In this study, electrostatic interaction between the
anionic group of PXM and the cationic groups of QPPI-NHAc
dendrimer can explain this blue shi. It is known that
increase in polarity of the solvent generally shis n–p bands to
shorter wavelength. The hypsochromic groups diminish the
color of chromogen i.e. they cause displacement to shorter wave
lengths. In our study, acetylation of NH2 groups i.e. COCH3 and
This journal is © The Royal Society of Chemistry 2015
NHCOCH3 produces hypsochromic shi (blue shi). Further,
saturated sulphoxide absorbs with high intensities. In our study
also, SO2 absorption is due to n–p transition present in the PXM
drug. Therefore, the occurrence of shi noticed in (lmax)
supports the formation of complex through electrostatic
interaction.
3.4 NMR spectral studies for interactions between PXM and
QPPI-NHAc (G3) dendrimer carrier

3.4.1 1H NMR studies. It is well known that the 1H NMR
spectroscopy is a useful technique to investigate the intermo-
lecular interactions in solutions because it gives information
pertinent to the formation of aggregates, ion pairing, encap-
sulation and size variations.43 The 1H NMR technique was
employed here to investigate the molecular interactions
between QPPI-NHAc (G3) dendrimer and PXM drug molecules.
The chemical shi assignment for each proton in the den-
drimer, PXM and dendrimer–PXM complex is so critical
because the shi of each signal is helpful to dene the zone of
interaction between the dendrimer and PXM.44 The Fig. 3c
shows the 1H NMR spectra and chemical shi assignments for
QPPI-NHAc (G3)/PXM complex. The protons of PXM and QPPI-
NHAc (G3) dendrimer were labeled with numbers 1–11 and
characters a–e, respectively as shown in Fig. 3c. It can be
observed that PXM has scattered NMR peaks in the range of
2–8.5 ppm and that QPPI-NHAc (G3) dendrimer has seven NMR
peaks in the range of 1.0–4.0 ppm. Having assigned the chem-
ical shis of the QPPI-NHAc (G3) dendrimer and PXM, we can
analyze the complexation of the dendrimer and PXM by 1H
NMR. The QPPI-NHAc (G3)–PXM complex has shown two types
of peaks which correspond to PXM molecule and dendrimer
scaffold respectively. It is observed that signicant changes
were noticed in chemical shis of methylene protons (c, d and
e) in QPPI-NHAc (G3) dendrimer induced by the addition of
PXM. The downeld chemical shi of these protons have
localized at the outermost layer of the QPPI-NHAc (G3) den-
drimer and thus proves the ionic interactions between quater-
nized ammonium groups of the dendrimer and deprotonated
group of PXM.45

3.4.2 2D-NOSEY analysis. It is well known that 2D NOESY
technique is proved to be an effective method for providing
insights into the molecular features of host–guest interac-
tions.46–48 It is capable of revealing a spatial relationship
between nuclei in a molecule or in a complex of molecules.46 If
the host and guest are bound, they should be in close proximity
to each other and NOE cross-peaks should be seen in the cor-
responding spectral region. In other words, the absence of
a NOE cross-peak in the region can be used to rule out the
interaction between related nuclei.48 In this study, 1H–1H
NOESY experiments were performed to determine the dipolar
contacts for both intermolecular and intramolecular interac-
tions of QPPI-NHAc (G3) dendrimer with PXM. The 1H–1H
NOESY spectrum of a QPPI-NHAc (G3)/PXM/DMSO solution at
a mixing time of 300 ms is shown in Fig. 5a. Strong NOE cross-
peaks are observed between the hydroxyl protons of PXM and
RSC Adv., 2015, 5, 106461–106475 | 106469



Fig. 5 (a) 1H–1H NOESY spectrum of the QPPI-NHAc (G3)/PXM/DMSO solution at a mixing rate of 300 ms. (b) Expanded region of the 1H–1H
NOESY spectrum shown in (a), showing the cross-peaks between protons of drug and QPPI-NHAc (G3). The cross-peaks are indicated by
rectangles.
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scaffold protons of the QPPI-NHAc (G3) dendrimer, which
indicates close proximity between these protons.

The partial 1H–1H NOESY spectrum (the region of the den-
drimer proton signals with chemical shis ranging from 1.0 to
4.5 ppm) for QPPI-NHAc (G3) dendrimer–PXM complex (Fig. 5b)
106470 | RSC Adv., 2015, 5, 106461–106475
shows 5 peaks corresponding to three CH2 protons (a–c) in the
interior of the dendrimer, one N–CH3 proton (d) and one
COCH3 proton (e) in the outermost layer of QPPI-NHAc (G3)
dendrimer and these observations are in accordance with the
1H NMR spectrum of the QPPI-NHAc (G3)–PXM complex.
This journal is © The Royal Society of Chemistry 2015
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Several cross peaks were obtained between the protons of QPPI-
NHAc (G3) and the protons of PXM. Intermolecular NOE peaks
such as (c-8, 9), (d-8, 9) and (e-8, 9) as well as similar intra-
molecular NOE peaks (a–c), (b and c), (a–e) and (b–e) were also
noticed. In addition to this, some intramolecular cross peaks (8,
9 and 10, 11) and (1, 2 and 8, 9) were also observed and this in
turn indicates the interaction between the aromatic protons of
PXM. Therefore, all these observations strongly conrm the
interactions of PXM molecules with the scaffold protons of
QPPI-NHAc (G3) dendrimer.
3.5 In vitro drug release studies

The very purpose of drug carrier is to carry the drugs and deliver
them at the right site of action. One of the prerequisite of a good
carrier is it should deliver the drug in a sustained/delayed
manner. Thereby the side effect of drug can be minimized by
preventing the uctuation of the therapeutic concentration of
the drug in the body. It also eliminates the chance of over or
under dosing. Normally, one of the methods to achieve this
sustained/delayed release is via diffusion through a matrix.
According to the previous reports, dendrimers are able to pack
hydrophobic drugs and these formulations are suitable for
different administration routes. These polymeric delivery
systems with sustained release behaviors can improve the
biocompatibility of drugs loaded in the carriers, simplify the
dosing schedule and improve patient compliance.40–44 To study
the extent of drug release from drug–dendrimer formulations,
we investigated the release proles of PXM from QPPI-NHAc
(G2), QPPI-NHAc (G3) and its parent dendrimers PPI (G2) &
PPI (G3) and as well as from PEI. The release pattern was plotted
as percentage of drug released vs. time and the same is shown in
Fig. 6. The obtained plot clearly shows that aer 1 h, 90% of
drug gets released from the control formulations (drug alone)
Fig. 6 Release behaviour of PXM alone (control) and also in presence
of PEI, PPI (G2), PPI (G3) and modified dendrimers QPPI-NHAc (G2) &
QPPI-NHAc (G3). PXM and dendrimer concentrations were 1.3 mM
and 0.2 mM in dialysis bag respectively. Each data point represents
mean � standard error (S.E) (n ¼ 3).
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and 70% of drug gets released from the PEI–PXM formulations,
whereas in commercial dendrimers 50% of drug was released
from PPI-NH2 (G2)–PXM formulations and it is 40% from PPI-
NH2 (G3)–PXM formulations. Further, in the case of QPPI-NHAc
(G2)–PXM formulation the release gets slower to 20% and in the
case of QPPI-NHAc (G3)–PXM formulation the release gets
sustained to 13% in the same span of time (1 h). That is, as
much as 90% drug gets released within 60 min from the control
formulations, and it takes 90min to get released from PEI–PXM.
Whereas, it takes 110 min for 90% of drug release from PPI-NH2

(G2)–PXM formulation and 180 min for the same amount of
drug to get released from the PPI-NH2 (G3)–PXM formulations.

However, important observation that has to be necessarily
highlighted is that the same amount (90%) of drug released
from quaternized form of dendrimers QPPI-NHAc (G2)–PXM is
extended to 390 min and for higher generation QPPI-NHAc
(G3)–PXM formulation it was extended to 570 min. These
results suggested that the QPPI-NHAc (G3) dendrimer has
signicantly contributed for the sustained release of PXM than
with their control, commercial and PEI formulations. In
general, it is well established fact that the sustained/delayed
release of a drug by any drug carrier is an indication of forma-
tion of stable complex due to the interaction between drug
carrier and drug or it is an indication for effective internaliza-
tion of drug with the drug carrier. In this study, we established
that the complexes formed between the quaternary ammonium
dendrimer drug carriers and the drugs should facilitate via
electrostatic interaction, whose magnitude depends on the
ionic strength and structure of QPPI-NHAc (G2)/(G3).
The developed quaternary ammonium dendrimer drug
carriers have sustained the drug release signicantly, which is
due to the formation of stable complexes in the form of HCl
(PXM-O�)n–(QPPI-NHAc (G2)/(G3))n+. The formation of this
stable complex and their internalization within the dendrimer
branches greatly contributed towards the sustained/slower
release of the drug. However, in this study it is observed that
QPPI-NHAc (G2)/(G3) entraps the PXM more stably and thus
reected in the sustained release of PXM. The multi charged
cations with hydrophilic character which made to interact well
with the anionic drugs. The electrostatic interaction between
them are intensively attracted the anionic PXM drug and which
in turn favors more drug loading and thus forms stable complex
which in turn reected in the sustained release of respective
drug molecule. The prolonged sustain release prole of PXM
from the QPPI-NHAc (G2)/(G3) under both generation implied
that quaternized poly(propylene imine) dendrimers are
extremely important for effective encapsulation and retention of
piroxicam.
3.6 Cytotoxicity assay

An ideal polymeric drug carrier should be biocompatible by
performing its expected functions without the concomitants of
toxic and immunologic effects to normal cells.49 The effect of
dendrimers and their complexes with PXM on the viability of
Vero cell lines were measured by theMTT assay. The variation of
percentage cell viability incubated in Vero cell line with
RSC Adv., 2015, 5, 106461–106475 | 106471



Fig. 7 Cytotoxicity of PXM (control), PPI (G2/G3) and QPPI-NHAc (G2/
G3) dendrimers with PXM at different concentrations after 24 h of
incubation as determined by MTT assay on Vero cell line. Each data
point represents mean � standard error (S.E) (n ¼ 3).

Fig. 8 Photographs of (a) Vero cell line and the same cell lines treated
with (b) PXM, (c) PPI-NHAc (G3) and (d) QPPI-NHAc (G3).

Fig. 9 Anti-inflammatory activity of PXM and various dendrimer–drug
formulations (n ¼ 6).
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different concentrations of QPPI-NHAc (G3) and PPI-NH2 (G3)
are shown in Fig. 7. From the plot, it is observed that, the
modied dendrimer carrier viz., QPPI-NHAc (G3) has proved to
be signicantly less cytotoxic than its parent dendrimer PPI (G3)
and PXM. The presence of PXM with the dendrimer carriers did
not reduce cell viability on incubation over the tested concen-
tration. Photographs of Vero cells (100 mm) shown in Fig. 8a–d,
which reect the cytotoxicity, caused by 0.125 mM PPI-NH2 (G3)
dendrimers on Vero cells aer 24 h. The cells got distorted and
a signicant decrease in cell density can be found (Fig. 8c).
However, cells treated with QPPI-NHAc (G3) dendrimers were
observed by retaining the cell structure and also considerable
cell density (Fig. 8d), suggesting that modied dendrimers were
less toxic on Vero cells compare to PXM. Normally, under in
vitro conditions, the degree of cytotoxicity usually been evalu-
ated based on the IC50 values (concentrations where 50% of
cells are viable) and this value (IC50) increases signicantly for
QPPI-NHAc (G3) dendrimers. That is, IC50 value for PXM
(control) and PPI-NH2 (G3) is less than 0.0625 mM, whereas for
QPPI-NHAc (G3), it is 0.5 mM. These results show that the QPPI-
NHAc (G3) dendrimer can effectively increase the tolerance
concentration during its administration. Previously reported
studies reveal that electrostatic interaction between positively
charged polymers and negatively charged cell membranes is
responsible for cytotoxicity.21,32,50,51 Particularly, cationic den-
drimers containing –NH2 surface group, are prone to attract the
negatively charged cell membrane that in turn damaged the cell
lines and thus reected more cytotoxic effect.

Therefore, it is necessary that in any delivery, the cationic
surface group of the polymer/dendrimer must be neutralized so
as to eliminate the electrostatic interaction of surface group
with the negatively charged cell membranes and this in turn
reduced the cytotoxicity. On par with this, QPPI-NHAc (G3) is
a carrier containing neutral surface group viz. –COCH3 and CH3
106472 | RSC Adv., 2015, 5, 106461–106475
and thereby their electrostatic interaction with Vero cell line
was sizably reduced and hence lower cytotoxicity is noticed than
its parent dendrimer and plain PXM. This proves that QPPI-
NHAc (G3) dendrimer provides a potential platform to reduce
the cytotoxicity and thus gives the pathway to increase its
biocompatibility.
3.7 In vivo anti-inammatory activity

The anti-inammatory studies were performed using
carrageenan-induced paw edema model. It is observed that the
inhibition level of plain drug aer 12 and 24 h was found to be
29.85% and 26.71% respectively (Fig. 9). But there was a marked
observation in the case of dendrimer–drug formulations as in
This journal is © The Royal Society of Chemistry 2015
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PPI-NHAc (G2)–PXM 35.96% (12 h) & 31.18% (24 h), in PPI NHAc
(G3)–PXM it was found to be 41.37% (12 h) & 37.96% (24 h) and
in the modied dendrimer formulations namely QPPI-NHAc
(G3)–PXM it was found as 43.82% (12 h) & 41.38% (24 h) and
in the case of higher generation viz., QPPI-NHAc (G3)–PXM
displayed a maximum inhibition of 79.31% aer 4 h and until
the 8th h inhibition level was maintained above 50% and even
aer 12 and 24 h 49.42% and 45.83% inhibition was observed.
However, in the case plain PXM drug the maximum inhibition
was shown in 4th h with magnitude of 56% and just aer 4th h it
scored below 50%. The plausible reason for this may be the
drug concentration in the body which was maintained for
a longer duration in case of QPPI-NHAc (G3)–PXM when
compared to plain PXM drug which signies the localized
action of QPPI-NHAc (G3)–PXM formulation in inamed paw.
3.8 Pharmacokinetics and biodistribution studies

Pharmacokinetic results reveal that the blood levels of PXM in
edema induced paw tissues were more with QPPI-NHAc (G3)–
PXM formulation as compared with other formulations
including the plain drug. The area under the plasma concen-
tration time prole with QPPI-NHAc (G3)–PXM was 298.54 �
2.07 mg mL�1 h�1 which was higher compared to other formu-
lations and plain drug which was 281.28 � 1.98 (QPPI-NHAc
Fig. 10 Percentage of drug recovery in various organs after intravenous a
(c) liver and (d) spleen (n ¼ 6).
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(G2)–PXM), 278.36 � 1.38 (PPI-NHAc (G3)–PXM), 275.24 �
1.33 and 268.11 � 1.29 (plain PXM) respectively. The elimina-
tion rate constant for PXM observed in QPPI-NHAc (G3)–PXM
formulation was 0.0149 as against QPPI-NHAc (G2)–PXM, PPI-
NHAc (G3)–PXM, PPI-NHAc (G2)–PXM and plain drug as
0.0165, 0.0178, 0.0197 and 0.0186 respectively. Also the half-life
of the drug PXM with QPPI-NHAc (G3)–PXM formulation was
38.1 h which is signicantly higher compared to other formu-
lation and the plain drug (QPPI-NHAc (G2)–PXM, PPI-NHAc
(G3)–PXM, PPI-NHAc (G2)–PXM and plain drug as 33.4, 35.2,
32.6 and 31.7 respectively). All the results collectively suggested
the extended plasma level of PXM.

From the organ distribution in the case of plain drug,
percentage of drug recovered in paw increased in 4th h (2.32 �
0.38) compared to 2nd h (1.49 � 0.24) and diminished slightly
aer 8th h with 0.30 � 0.64 (Fig. 10). But in the case of QPPI-
NHAc (G3)–PXM formulation it was observed that a contin-
uous increase in percentage of drug recovered from paw with
3.65 � 0.80 (2 h), 4.58 � 1.02 (4 h) and 4.92 � 1.24 (8 h)
respectively. The same trend of drug recovery in paw was also
observed in other formulations i.e. in QPPI-NHAc (G2)–PXM the
trend was 3.18 � 0.62 (2 h), 3.97 � 0.81 (4 h) & 4.31 � 0.94 (8 h),
in the case of parent formulations PPI-NHAc (G3)–PXM the
trend was 2.87 � 0.24, 3.36 � 0.75 and 4.39 � 1.09 and similarly
for PPI-NHAc (G2)–PXM it was 2.21 � 0.27, 2.92 � 0.34 and 3.45
dministration of the PXMwith different formulations (a) paw, (b) kidney,

RSC Adv., 2015, 5, 106461–106475 | 106473
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� 0.78 respectively. Further it was also observed that the
percentage of drug recovered in paw with QPPI-NHAc (G3)–PXM
formulation was higher compared to others. It is noted that
aer 2 h of administration of plain drug, higher concentration
of drug was observed in kidney and liver than in paw and also
similar observations were made with other formulations. Aer
4th h, the plain PXM, QPPI-NHAc (G2)–PXM and their parent
dendrimers continued to show higher recovery in liver (3.26 �
0.92, 2.07 � 0.28, 2.88 � 0.49 & 3.02 � 0.51 respectively) than in
paw (2.32 � 0.38, 2.92 � 0.34, 3.97 � 0.81 & 3.36 � 0.75
respectively). However, it is worth to mention here that, from
the formulation QPPI-NHAc (G3)–PXM, aer 4th h higher
concentration of PXM was recovered from paw 4.58 � 1.02
against 3.47 � 0.84 and 3.98 � 0.90 in kidney and liver
respectively. From the collective results, it is evident that the
preferred sites of drug associated with dendrimer formulation
are the liver and inammed paw.

In general, hydrophobic particles are immediately recog-
nized as “foreign” and are generally covered by plasma proteins
known to function as opsonins, which facilitate phagocytosis,
thus in the present strategy, surface characteristics increase
hydrophilicity and hence decrease macrophage phagocyte
systems (MPS) clearance.52 Because of this the drug levels
observed in edema-induced paw tissues with dendritic formu-
lation were much higher than the free drug at all-time intervals
of study. As the dendritic formulation exhibits prolonged
retention in blood, it may be proposed that the greater perfu-
sion of blood at the inamed site could bring a larger amount of
PXM from QPPI-NHAc (G3)–PXM formulation in paw tissues.
Also, as there is considerable change in vasculature at the site of
inammation, the chances of QPPI-NHAc (G3)–PXM localiza-
tion increase further owing to the enhanced permeability and
retention (EPR) effect at such sites as reported for macromo-
lecular polymeric structures like PAMAM.53,54 The other more
plausible reason could be the interaction of PAMAM dendrimer
with albumin protein as reported with bovine serum albumin.55

4. Conclusions

Dendrimer based drug delivery system provides an attractive
platform to load and release of poorly soluble drug molecules
and thus improves the pharmacodynamic and pharmacokinetic
behavior of those drugs. In the present study, for the rst time
an efficient biocompatible dendrimer based drug carrier viz.,
QPPI-NHAc (G2) and QPPI-NHAc (G3) were synthesized through
simple reactions like surface acetylation and internal quater-
nization of their commercial PPI (G2) & PPI (G3) dendrimers.
The presence of acetyl group on the surface and quaternary
onium in the internal cavities of QPPI-NHAc (G2)/(G3) were
established through spectral techniques. The drug carrying
potential of these surface acetylated and interior quaternized
dendrimers viz., QPPI-NHAc (G2) & QPPI-NHAc (G3) with
respect to piroxicam drug was investigated through aqueous
solubility, in vitro release and cytotoxicity studies and proved
these dendrimers are more active as compared with their PPI
(G2), PPI (G3) and PEI. The observed result reveals that the
higher generation dendrimer i.e., QPPI-NHAc (G3) has
106474 | RSC Adv., 2015, 5, 106461–106475
signicantly solubilizing the PXM to the tune of 50 folds
compared to its intrinsic solubility and ensures the promising
loading of PXM. It is proved that the complexation of PXM with
QPPI-NHAc (G3) is responsible for drug loading and in turn for
increased solubility. The drug release noticed under in vitro
conditions have suggested that QPPI-NHAc (G3) is a potential
one to release the PXM for long time up to 570 min and hence it
is more suitable for sustained/delayed release. The extent of
sustained release observed in this study has reected the
magnitude of interaction between the dendrimer carrier and
the drug molecule. Further, QPPI-NHAc (G3) dendrimers have
showed increased cell viabilities on Vero cell lines which is
correlated with its reduced cytotoxicity over the parent den-
drimer as well as plain PXM and hence they are more biocom-
patible. The increased IC50 value observed for QPPI-NHAc (G3)
implies that it can effectively increase their tolerance concen-
tration during the preparation of QPPI-NHAc–PXM (G3) den-
drimer formulations. To suggest real time applications, the
newly synthesized dendrimer based drug carriers were
employed for in vivo studies namely (i) in vivo anti-inammatory
activity and (ii) biodistribution. The pharmacodynamic results
in the case of dendrimer–drug formulation QPPI-NHAc–PXM
(G3) which displays a maximum inhibition aer 4th h (79.31%)
and signicant level was observed even aer 12th and 24th h
(49.42% and 45.83%). The 2nd, 4th and 8th h organ distribution
results show higher recovery of PXM in rat paw with QPPI-
NHAc–PXM (G3) formulation. In conclusion, dendrimer-based
formulation may not only improve the solubility of PXM but
also can certainly helpful to localization of drug at the site of
inammation and hence provide better therapeutic efficacy at
a lower dose. Therefore, considering all the observed results, it
is reported that the surface acetylated and internally quater-
nized dendrimer, QPPI-NHAc (G3) is undisputedly a promising
candidate in the design of polymeric drug delivery system by
selectively inhibiting cyclooxygenase (COX) located at the
inammation site.
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A COMPARITIVE AND EXPERIMENTAL STUDY ON THE MECHANICAL 

PROPERTIES OF VARIOUS STEEL AND GLASS FIBER REINFORCED HIGH 

STRENGTH CONCRETE 

B. VAMSI KRISHNA 
M.S, Structural Engineering, Assistant Professor, Department of Civil Engineering 

Malla Reddy Engineering College (Autonomous), Hyderabad, Telangana, India 

 

Dr. M. KAMESWARA RAO 

Structural Engineering, Professor  & HOD, Department of Civil Engineering, 

Malla Reddy Engineering College (Autonomous), Hyderabad, Telangana, India

 ABSTRACT                  

Cement concrete is the most extensively used construction material in the world. It has been found that 

different type of fibers added in specific percentage to concrete improves the mechanical properties, 

durability and serviceability of the structure. It is now established that one of the important properties of 

hooked steel, crimped steel& glass Fiber Reinforced Concrete is its superior resistance to cracking and 

crack propagation. Concrete is most widely used construction material in the world. Fiber reinforced 

concrete (FRC) is a concrete in which small and discontinuous fibers are dispersed uniformly. The fibers 

used in FRC may be of different materials like steel, G.I., carbon, glass, aramid, asbestos, polypropylene, 

jute etc. The addition of these fibers into concrete mass can dramatically increase the compressive strength, 

tensile strength, flexural strength and impact strength of concrete. FRC has found many applications in civil 

engineering field. Based on the laboratory experiment on fiber reinforced concrete (FRC), cube and 

cylinders specimens have been designed with steel fiber reinforced concrete (SFRC) and Glass fiber 

reinforced concrete (GFRC) containing fibers of 0% and 0.5% volume fraction of hook end Steel fibers of 

53.85, 50 aspect ratio and alkali resistant glass fibers containing 0% and 0.25% by weight of cement of 

12mm cut length were used without admixture 

 In this paper effect of fibers on the different mechanical properties of grade M 80 have been 

studied. It optimizes 1.5% for steel Fiber content and 1% for glass fiber content by the volume of cement is 

used in concrete. The percentage increase in compressive strength at 28 days for hooked end steel fiber 

when compared to conventional concrete is 7.3% , crimped steel fiber with 6.08%, glass fiber with 4.3. The 

percentage increase in split tensile strength at 28 days hooked end steel fiber when compared to 

conventional concrete is 4.54%, crimped steel fiber with 3.40%, glass fiber with 2.27% and also The 

percentage increase of flexural strength at 28 days for hooked end steel fiber when compared to 

conventional concrete is 3.57%, crimped steel fiber with 2.380%, glass fiber with 2.140%. 
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Keywords— Steel fiber reinforced concrete (SFRC) and Glass fiber reinforced concrete (GFRC), High 

strength concrete, M-80 Grade, IS:1386, IS:383 

 

1.  INTRODUCTION  

Concrete is a composite material containing 

hydraulic cement, water, coarse aggregate and fine 

aggregate. The resulting material is a stone like 

structure which is formed by the chemical reaction 

of the cement and water. This stone like material is 

a brittle material which is strong in compression but 

very weak in tension. This weakness in the concrete 

makes it to crack under small loads, at the tensile 

end. These cracks gradually propagate to the 

compression end of the member and finally, the 

member breaks. The formation of cracks in the 

concrete may also occur due to the drying 

shrinkage. These cracks are basically micro cracks. 

These cracks increase in size and magnitude as the 

time elapses and the finally makes the concrete to 

fail. 

The formation of cracks is the main reason for the 

failure of the concrete. To increase the tensile 

strength of concrete many attempts have been 

made. One of the successful and most commonly 

used methods is providing steel reinforcement. Steel 

bars, however, reinforce concrete against local 

tension only. Cracks in reinforced concrete 

members extend freely until encounter ring are bar. 

Thus need for multidirectional and closely spaced 

steel reinforcement arises. That cannot be 

practically possible. Fibre reinforcement gives the 

solution for this problem. So to increase the tensile 

strength of concrete a technique of introduction of 

fibres in concrete is being used. These fibres act as 

crack arrestors and prevent the propagation of the 

cracks. These fibres are uniformly distributed and 

randomly arranged. This concrete is named as fibre 

reinforced concrete. The main reasons for adding 

fibres to concrete matrix is to improve the post 

cracking  response of the concrete, i.e., to improve 

its energy absorption Fibre Reinforced Concrete can 

be defined as a composite material consisting of 

mixtures of cement, mortar or concrete and 

discontinuous, discrete, uniformly dispersed 

suitable fibres. Continuous meshes, woven fabrics 

and long wires or rods are not considered to be 

discrete fibres FRC increases the tensile strength of 

the concrete, it reduce the air voids and water voids 

the inherent porosity of gel. It increases the 

durability of the concrete. Fibres such as graphite 

and glass have excellent resistance to creep. The 

addition of small closely spaced and uniformly 

dispersed fibres to concrete would act as crack 

arrester and would substantially improve its static 

and dynamic properties. Fibre reinforced concrete is 

in use since many years in India, but the structural 

applications are very much limited. However, its 

application is picking up in the recent days. 

2. FIBRE REINFORCED CONCRETE 

Fiber reinforced concrete (FRC) is concrete 

containing fibrous material which increases its 

structural integrity. So we can define fibre 
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reinforced concrete as a composite material of 

cement concrete or mortar and discontinuous 

discrete and uniformly dispersed fibre. Fibre is 

discrete material having some characteristic 

properties. The fibre material can be anything. But 

not all will be effective and economical. Some 

fibres that are most commonly used are: 

• Steel  • Glass  • Carbon 

• Natura l• NBD 

Steel fibre is one of the most commonly used fibre. 

Generally round fibres are used. The diameter may 

vary from 0.25 to 0.75mm.The steel fibre 

sometimes gets rusted and lose its strength. But 

investigations have proved that fibres get rusted 

only at surfaces. It has high modulus of elasticity. 

Use of steel fibres makes significant improvements 

in flexure, impact and fatigue strength of concrete. 

It has been used in various types of structures. Glass 

fibre is a recently introduced fibre in making fibre 

concrete. It has very high tensile strength of 1020 to 

4080Mpa. Glass fibre concretes are mainly used 

3. PROPERTIES OF FIBRE REINFORCED 

CONCRETE 

Properties of concrete are affected by many factors 

like properties of cement, fine aggregate, coarse 

aggregate. Other than this, the fibre reinforced 

concrete is affected by following factors: 

• Type of fibre 

• Aspect ratio 

• Quantity of fibre 

• Orientation of fibre 

3.1 Type of Fibre 

A good fibre is the one which possess the following 

qualities: 

• Good adhesion within the matrix. 

• Adaptable elasticity modulus (sometimes higher 

than that of the matrix) 

• Compatibility with the binder, which should not 

be attacked or destroyed in the long term 

• An accessible price, taking into account the 

proportion within the mix 

• being sufficiently short, fine and flexible to permit 

mixing, transporting and placing 

• Being sufficiently strong, yet adequately robust to 

withstand the mixing process. 

3.2 Aspect ratio 

Aspect ratio is defined as the ratio of length to 

width of the fibre. The value ofaspect ratio varies 

from 30 to 150. Generally the increase in aspect 

ratio increases the strength and toughness till the 

aspect ratio of 100. Above that the strength of 

concrete decreases, in view of decreased 

workability and reduced compaction. From 

investigations it can be found out that good results 

are obtained at an aspect ratio around 80 for steel 

fibres. Keeping that in view we have considered 

steel hooked end fibres with aspect ratio of 80 

(Length 60 mm and Diameter 0.75 mm). 

 

3.3 Fibre quantity 

Generally quantity of fibres is measured as 

percentage of cement content. As the volume of 

fibres increase, there should be increase in strength 

and toughness of concrete. Regarding our fibre, we 

hope that there will be an increase in strength, with 

increase in fibre content. We are going to test for 

percentages of1.0, 2.0 and 3.0. 
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3.4 Orientation of fibre 

The orientations of fibres play a key role in 

determining the capacity of concrete. In RCC the 

reinforcements are placed in desired direction. But 

in FRC, the fibres will be oriented in random 

direction. The FRC will have maximum resistance 

when fibres are oriented parallel to the load applied. 

 

3.5 Bridging Action 

Pullout resistance of fibres (dowel action) is 

important for efficiency. Pullout strength of fibres 

significantly improves the post-cracking tensile 

strength of concrete. As an FRC beam or other 

structural element is loaded, fibres bridge the 

cracks. Such bridging action provides the FRC 

specimen with greater ultimate tensile strength and, 

more importantly, larger toughness and better 

energy absorption. An important benefit of this 

fibre behavior is material damage tolerance. Bayasi 

and Kaiser (2001) performed a study where damage 

tolerance factor is defined as the ratio of flexural 

resistance at 2-mm maximum crack width to 

ultimate flexural capacity. At 2% steel fibre 

volume, damage tolerance factor according to 

Bayasi and Kaiser was determined as 93%. 

 

Fig:1 Pullout Mechanism 

3.6 Workability 

A shortcoming of using fibres in concrete is 

reduction in workability. Workability of FRC is 

affected by fibre aspect ratio and volume fraction as 

well the workability of plain concrete. As fibre 

content increases, workability decreases. Most 

researchers’ limit volume of fibres to 4.0% and 

aspect ratio to 100 to avoid unworkable mixes. In 

addition, some researchers have limited the fibre 

reinforcement index [volumeof fibres as % ×aspect 

ratio] to 1.5 for the same reason. To overcome the 

workability problems associated with FRC, 

modification of concrete mix design is 

recommended. Such modifications can include the 

use of additives. 

4. EXPERIMENTAL INVESTIGATION 

The materials used in the experimental investigation 

are locally available cement, sand, coarse aggregate, 

mineral and chemical admixtures. The chemicals 

used in the present investigation are of commercial 

grade. 

4.1 STEEL FIBRES 

Steel fibre-reinforced concrete (SFRC) 

is concrete (spray concrete) with steel fibres added. 

It has higher tensile strength than unreinforced 

concrete and is quicker to apply 

than weldmesh reinforcement. It has often been 

used for tunnels 

 Addition of steel fibers into the concrete 

improves the crack resistance (or ductility) 

capacity of the concrete. Traditional rebars 

are generally used to improve the tensile 

strength of the concrete in a particular 

direction, whereas steel fibers are useful for 

multidirectional reinforcement. This is one 

http://en.wikipedia.org/wiki/Shotcrete
http://en.wikipedia.org/wiki/Tensile_strength
http://en.wikipedia.org/wiki/Weldmesh
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of the reasons why steel fiber reinforced 

(shotcrete form) concrete successfully 

replaced weldmesh in lining tunnels. 

 Less labour is required. 

 Less construction time is required 

 

 

Fig:2 crimped and hooked steel fibres 

 

4.2 GLASS FIBRES 

Glass fiber reinforced concrete, also known 

as GFRC or GRC, is a type of fiber reinforced 

concrete. Glass fiber concretes are mainly used in 

exterior building façade panels and as architectural 

precast concrete. Somewhat similar materials 

are fiber cement siding and cement boards. The 

photograph of glass fibres is shown in Fig. 3 

 

Fig:3 Glass fibre 

4.3 INITIAL TESTS     

 

Material test 

 

 

Result 

Specific gravity of cement 

 
3.12 

Specific gravity of  fly ash 

 
2.24 

Specific gravity of  silica fume 

 
2.21 

Specific gravity of  coarse 

aggregate 

 

2.74 

Specific gravity of  fine 

aggregate 

 

2.7 

Slump cone test 

 
2 inches 

Dry rod unit weight of fine 

aggregate 

 

107.7 lb/ft^3 

Dry rod unit weight of coarse 

aggregate 
101 lb/ft^3 

Initial and final setting time 96 min &207 

min 

Table: 1 Initial tests 

 

4.4 MIX PROPORTION 

 

Cem

ent 

Fly 

Ash 

Silic

a 

Fum

e 

Fine 

Aggreg

ate 

Coarse 

Aggre

gate 

Wat

er 

Super 

Plastici

zer 

 

 

1 0.28 0.28 1.38 2.38 0.23 

 

 

0.01 

 

 

Table: 2 Mix Proportions 

 

5. TESTING OF SPECIMENS 

Different tests were conducted on the specimens to 

determine and compare the mechanical properties 

between crimped steel fibres, hooked steel fibres 

and glass fibres.  

http://en.wikipedia.org/wiki/Fiber_reinforced_concrete
http://en.wikipedia.org/wiki/Fiber_reinforced_concrete
http://en.wikipedia.org/wiki/Fiber_cement_siding
http://en.wikipedia.org/wiki/Cement_board
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5.1 COMPRESSIVE STRENGTH 

 

 
 

Fig: 4 Cube specimens under test 

 

Sl no

cubes 

casted 

day

Conventi

onal 

concrete 

(N/mm
2
)

Hooked 

end steel 

fiber 

(N/mm
2
)

Crimped 

steel 

fiber(N/

mm
2
)

Glass 

fiber(N/

mm
2
)

1 3
rd

 day 27 31.75 29.3 29

2 7
th

 day 44 48 46.4 49

3 28
th

 day 69 74 73.2 72  

Table: 3 Compressive strength results 

5.2 FLEXURAL TEST 

 

 
 

Fig: 5 Flexural beam specimens under test 

 

Sl no

Beams 

casted 

day

Conventi

onal 

concrete

Hooked 

end steel 

fiber

Crimped 

steel 

fiber

Glass 

fiber

1 3
rd

 day 3.7 4.6 4.2 4.1

2 7
th

 day 6.7 7.2 6.8 7

3 28
th

 day 8.4 8.7 8.6 8.5
 

Table: 4 Flexure test results 

5.3 SPLIT TENSILE TEST 

 

 
 

Fig: 6 Cylinder specimens under test 

 

Sl no

Cylinder

s casted 

day

Conventi

onal 

concrete 

(N/mm
2
)

Hooked 

end steel 

fiber 

(N/mm
2
)

Crimped 

steel 

fiber 

(N/mm
2
)

Glass 

fiber 

(N/mm
2
)

1 3
rd

 day 1.9 2.6 2.4 2.3

2 7
th

 day 5.2 5.7 5.3 5.5

3 28
th

 day 8.8 9.2 9.1 9
 

Table: 5 Split Tensile Strength results 

 

 



7 

 

CONCLUSIONS  

 

The present study is about using different fibres 

i.e., crimped steel fibres hooked steel fibres and 

glass fibres after optimising them; comparison 

is made between the three fibres for different 

mechanical properties  

 

 The increasing percentage of compressive 

strength of hooked end steel fiber reinforced 

concrete cubes when compared to the 

conventional concrete cubes at 28 days is 

7.3%.And the increasing percentage of 

compressive strength of crimped steel fiber 

reinforced concrete cubes when compared to the 

conventional concrete cubes at 28 days is 

6.08%.And The increasing percentage of 

compressive strength of hooked end steel fiber 

reinforced concrete cubes when compared to the 

conventional concrete cubes at 28 days is 4.34%. 

 The increasing percentage of split tensile strength 

of hooked end steel fiber reinforced concrete 

cylinders when compared to the conventional 

concrete cylinders at 28 days is 4.54%.And the 

increasing percentage of split tensile strength of 

crimped steel fiber reinforced concrete cylinders 

when compared to the conventional concrete 

cylinders at 28 days is 3.40%.And The increasing 

percentage of compressive strength of hooked end 

steel fiber reinforced concrete cylinders when 

compared to the conventional concrete cylinders 

at 28 days is 2.27%. 

 The increasing percentage of flexural strength of 

hooked end steel fiber reinforced concrete beams 

when compared to the conventional concrete 

beams at 28 days is 3.57%.And the increasing 

percentage of flexural strength of crimped steel 

fiber reinforced concrete beams when compared 

to the conventional beams at 28 days is 

2.380%.And The increasing percentage of 

flexural strength of glass fiber reinforced concrete 

beams when compared to the conventional 

concrete beams at 28 days is 2.140%. 
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 ABSTRACT                  

Objectives: To evaluate the strength properties of concrete mixtures, in which river sand was partially 

replaced with Waste Foundry Sand by weight. 

Methods/Analysis:  Compression test was carried out at the age of   28 days of curing. Split tensile test was 

performed at the age of 28 days. Flexural strength was tested at 28 days of curing. Test results indicate an 

increase in compressive strength of plain concrete by inclusion of WFS as a partial replacement of fine 

aggregate 

Findings: The maximum strength was achieved at 40% replacement, after which there was loss in 

compressive strength, split tensile strength and Flexural strength decreased. The results indicate in concrete. 

However, the partial replacement should not exceed 40% in plain concrete. 

Novelty/Improvement: Foundry sand will replace the river & Robo sand in future because of huge 

scarcity. The mechanical properties will also improve for the better serviceability of the structures.

Keywords:   Plain Cement Concrete, Foundry Sand, bentonite, Compression strength, Split Tensile 

strength, Flexural strength. 

 

 1. Introduction 

An acute shortage of river sand which is generally 

used as a fine aggregate in concrete has been 

affecting the construction sector. The scarcity has 

led to the skyrocketing price of sand, escalating 

construction costs. The situation has dashed the 

dreams of many in the lower- and middle-income 

groups to own a house. There were studies about 

the depletion of river sand and the need for 

scientific management and exploitation of the 

available resource. Following the shortage of river 

sand, some research institutions are searching 

alternatives that can be used for construction. 

Ferrous and non ferrous metal casting industries 

produce several million tons of byproduct in the 

world. In India, approximately 2 million tons of 

waste foundry sand is produced yearly. WFS is a 

major byproduct of metal casting industry and 

successfully used as a land filling material for many 
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years. In an effort to use the WFS in large volume, 

research is being carried out for its possible large 

scale utilization in making concrete as partial 

replacement of fine aggregate. Foundry sand 

consists primarily of silica sand, coated with a thin 

film of burnt carbon, residual binder (bentonite, sea 

coal, resins) and dust from Reference 
[1]

. Foundry 

sand can be used in concrete to improve its strength 

and other durability factors. Foundry Sand can be 

used as a partial replacement of fine aggregates or 

total replacement of fine aggregate and as 

supplementary addition to achieve different 

properties of concrete. 

Solid waste management has become one of the 

global environmental issues, as there is continuous 

increase in industrial by-products and waste 

materials. Due to lack of land filling space and its 

ever increasing cost, utilization of waste material 

and by-products has become an attractive 

alternative to disposal. Waste foundry sand (WFS) 

is one of such industrial by-product.  

Ferrous and non ferrous metal casting industries 

produce several million tons of by-product in the 

world. In India, approximately 2 million tons of 

waste foundry sand is produced yearly. WFS is 

major by-product of metal casting industry and 

successfully used as a land filling material for many 

years. But use of waste foundry sand for land filling 

is becoming a problem due to rapid increase in 

disposal cost. Metal foundries use large amounts of 

sand as part of the metal casting process. Foundries 

successfully recycle and reuse the sand many times 

in a foundry. When the sand can no longer be 

reused in the foundry, it is removed from the 

foundry and is termed “Waste Foundry Sand”.  

Foundry industry produces a large amount of by-

product material during casting process. The ferrous 

metal casts in foundry are cast iron and steel, non 

ferrous metal are aluminum, copper, brass and 

bronze. Over 70% of the total by-product material 

consists of sand because moulds consist usually of 

molding sand, which is easily available, 

inexpensive, resistance to heat damage and easily 

bonded with binder and other organic material in 

mould. Foundry industry use high quality specific 

size silica sand for their molding and casting 

process. These WFS is black in color and contain 

large amount of fines. The typical physical and 

chemical property of WFS is dependent upon the 

type of metal being poured, casting process, 

technology employed, type of furnaces (induction, 

electric arc and cupola) and type of finishing 

process (grinding, blast cleaning and coating)  

Reference 
[1-2]

. 

2. Chemical Composition 

Chemical Composition of the foundry sand relates 

directly to the metal molded at the foundry. This 

determines the binder that was used, as well as the 

combustible additives.  Typically, there is some 

variation in the foundry sand chemical composition 

from foundry to foundry from Reference 
[3]

. Sands 

produced by a single foundry, however, will not 

likely show significant variation over time. 

Moreover, blended sands produced by consortia of 

foundries often produce consistent sands. The 

chemical composition of the foundry sand can 

impact its performance. Waste foundry sand 
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consists primarily of silica sand, coated with a thin 

film of burnt carbon, residual binder (bentonite, sea 

coal, resins) and dust from Reference 
[3]

. 

3. Objectives of Present Investigation 

 To investigate the effect of waste foundry sand 

as a partial replacement of fine aggregate on 

strength properties of M20, M40 and M60 grades 

of concrete  

 To reduce the problem of disposal of industrial 

waste.   

 

4. Scope of the Present Work  
 

 

The present experiment is carried out to investigate 

on strength properties of concrete mixes of grade 

M20, M40 and M60 in which fine aggregate (river 

sand) is to be partially replaced with Waste Foundry 

Sand. Fine aggregate will be replaced with six 

percentages (0%, 20%, 40%, 60%, 80% and 100%) 

of WFS by weight. Some of the strength properties 

such as Compressive strength, Split tensile strength 

and Flexural strength of Plain Concrete Reference 

[5-10]
. 

5. Preliminary Investigation on Foundry 

Sand 

Chemical Composition of Waste Foundry Sand, 

Sieve Analysis Chart for Waste Foundry Sand, 

Physical Properties of Waste Foundry Sand was 

investigated. 

 

6. Concrete Mix Design 

In the present investigation using the properties of 

cement, aggregate concrete mix of M20, M40 and 

M60 grade was designed as per IS 10262-1982 the 

mix design procedure and calculations are presented 

in Appendix A the following proportions by weight 

were obtained. 

7. Results and Discussions 

7.1 Compressive Strength of Concrete 

Cube specimens were tested for compression and 

the ultimate compressive strength was determined 

from failure load, measured using compression 

testing machine. The average values of compressive 

strength of 3 specimens for each category at the age 

of 28 days are tabulated in the Table 4.2. The 

relative compressive strength of various concrete 

mixes (0%, 20%, 40%, 60%, 80% and 100%) for 

different grades (M20, M40 and M60) of concrete. 

 

7.2 Split Tensile Strength of Concrete 

Cylinder specimens were tested for split tensile 

strength and strength was determined from failure 

load, measured using compression testing machine. 

The average values of split tensile strength of 3 

specimens for each category at the age of 28 days 

are tabulated in the Table 4.3 and Figure 4.3 show 

the graphical representation of variation of split 

tensile strength of plain concrete of various concrete 

mixes (0%, 20%, 40%, 60%, 80% and 100%) for 

different grades (M20, M40 and M60) of concrete. 

 

7.3 Flexural Strength of Concrete 

Beam specimens were tested for flexural strength 

using universal testing machine. The tests were 

carried out confirming to IS 516-1959;
 

the 

specimens were tested under two point loading. The 

average value of 3 specimens for each category at 

the age of 28 days is tabulated in the Table 4.4. 
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Figure 4.4 shows the graphical representation of 

variation of flexural strength of plain concrete of 

various concrete mixes (0%, 20%, 40%, 60%, 80% 

and 100%) for different grades (M20, M40 and 

M60) of concrete. 

 

Conclusions  
 

 Increase in compressive strength of the concrete 

with increases in waste foundry sand up to 40% 

and the maximum compressive strength is 

achieved at 40% replacement of natural fine 

aggregate with waste foundry sand which comes 

to be  33.86 MPa for (M20 grade), 54.65 MPa 

for ( M40 grade) and 73.83 MPa
  

for (M60 

grade)respectively and then there was a 

considerable decrease in the strength. 

 Replacement of fine aggregate with waste 

foundry sand showed increase in the split tensile 

strength of plain concrete of grade M20, M40 

and M60 up to 40% and then there was a 

considerable decrease in the strength. Maximum 

strength was achieved at 40% i.e. 4.34 MPa , 

6.37 MPa  and 9.06 MPa
  
respectively. 

 Replacement of fine aggregate with waste 

foundry sand showed increase in the Flexural 

strength of plain concrete of grade M20, M40 

and M60 up to 40% and then there was a 

considerable decrease in the strength. Maximum 

strength was achieved at 40% i.e. of 6.02 MPa, 

9.05 MPa and 11.64 MPa 
  
respectively. 

 When percentage of waste foundry sand was 

increased beyond 40% the mix started losing its 

workability. 

 Use of foundry sand in concrete can save the 

ferrous and non-ferrous metal industries 

disposal, cost and produce a „greener‟ concrete 

for construction. 

 Environmental effects from wastes and disposal 

problems of waste can be reduced through this 

research. 

 A better measure by an innovative Construction 

Material is formed through this research. 

The used foundry sand can be innovative 

Construction Material but judicious decisions 

are to be taken by engineers 

Future scope of work 

 Further research can be carried out to study the 

durability properties of concrete incorporating 

waste foundry sand as a partial replacement of 

fine aggregate. 

 The investigation of concrete incorporating 

waste foundry sand can be carried out with 

addition of different types of fibers like steel 

fibers, recron fibers, synthetic fibers, dura 

fibers, natural fibers and glass fibers and with 

different aspect ratio.  

 Further research can be carried out to study the 

properties of concrete with partial replacement 

of fine aggregate with waste foundry sand and 

partial replacement of cement with different 

mineral admixtures like GGBS, flyash, 

metakaolin, micro silica, rice husk ash etc, with 

addition of different percentages of fibers. 
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( Introduction) 

Fig: 1 Waste Foundry Sand  

 

Fig: 2 Deleterious Materials in WFS  

 

Preliminary Investigation 

Table No: 1 Chemical Composition of Waste   

Foundry Sand 

S.NO. Constituent Percentage 

1 SiO2 83.8 

2 Al2O3 0.81 

3 TiO2 0.22 

4 CaO 1.42 

5 MgO 0.87 

6 Fe2O3 5.39 

7 Na2O 0.87 

8 K2O 1.14 

9 SO3 0.21 

10 Mn3O4 0.047 

 

Table No:2 Sieve Analysis Chart for Waste 

Foundry Sand 

IS sieve 

size 

Weight 

retained 

(gms) 

Cumulative 

weight 

retained 

(gms) 

Cumulative 

percentage 

weight 

retained 

Cumulative 

percentage 

passing 

4.75mm 7 7 0.70 99.30 

2.36mm 10 17 1.71 98.29 

1.18mm 10 27 2.72 97.28 

600µ 80 107 10.77 89.23 

300µ 493 600 60.42 39.58 

150µ 293 893 89.92 10.08 

Pan 100 993 ----- ----- 

          

  ΣF= 

             

166.24 

 

 

Table No: 3 Physical Properties of Waste 

Foundry Sand 

S.No. Property Test Method 
Test 

Results 

1 
Fineness 

modulus 

Sieve analysis 

(IS 2386-1963 

Part 2) 

1.66 

2 
Specific 

gravity 

Pycnometer 

(IS 2386-1963 

Part 3) 

2.35 

3 

Bulk 

density  

(kg/m
3)

 

(IS 2386-1963 

Part 3) 
1350 
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Table No: 4&5 Mix Proportion for different 

Grades 

GRADE OF 

CONCRETE 
CEMENT F.A C.A 

W/C 

Ratio 

M 20 1 1.85 3.42 0.5 

M 40 1 1.33 2.55 0.38 

M 60 1 1.01 2.06 0.32 

 

GRADE OF 

CONCRETE 
CEMENT F.A C.A WATER 

M 20 350 650 1200 175 

M 40 430 575 1100 164 

M 60 520 530 1075 166 

 

Results & Discussion 

Table No: 6  Compressive Strength of Various 

Concrete Mixes with Replacement of Fine 

Aggregate over Waste Foundry Sand for 

Different Grades of Concrete 

 

Sl. 

No. 

Mix 

ID 

Compressive Strength (MPa) 

M 20 

Grade 

M 40 

Grade 

M 60 

Grade 

1 WFS0 26.89 48.69 69.76 

2 WFS20 30.37 52.76 72.23 

3 WFS40 33.86 54.65 73.83 

4 WFS60 26.31 45.63 61.62 

5 WFS80 21.95 41.57 57.41 

6 WFS100 19.77 34.59 43.45 

 

 

Table No: 7  Split Tensile Strength of Various 

Concrete Mixes with Replacement of Fine 

Aggregate over Waste Foundry Sand for 

Different Grades of Concrete 

 

Sl. 

No. 

Mix 

ID 

Split Tensile Strength (MPa) 

M 20 

Grade 

M 40 

Grade 

M 60 

Grade 

1 WFS0 3.26 5.05 7.12 

2 WFS20 3.63 5.61 7.88 

3 WFS40 4.34 6.37 9.06 

4 WFS60 3.16 4.91 6.89 

5 WFS80 2.93 4.25 6.28 

6 WFS100 2.22 3.82 4.86 

 

Table No: 8 Flexural Strength of Various 

Concrete Mixes with Replacement of Fine 

Aggregate over Waste Foundry Sand for 

different Grades of Concrete 

 

Sl. 

No. 

Mix 

ID 

Flexural Strength (MPa) 

M 20 

Grade 

M 40 

Grade 

M 60 

Grade 

1 WFS0 4.73 7.30 9.57 

2 WFS20 5.34 8.08 10.49 

3 WFS40 6.02 9.05 11.64 

4 WFS60 4.50 6.80 9.00 

5 WFS80 4.08 5.47 7.04 

6 WFS100 3.45 4.71 6.15 
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Graph No: 1  

 
Graph No: 2 

 

Graph No: 3 

 

Graph No: 4 

 

Graph No: 5 

 

Graph No: 6 
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Abstract 

Objective: The present study focused on the MUSI River contamination and its impacts on 
health of downstream villages of MUSI in Hyderabad city. These pollutants are responsible for 
the degradation of aquatic ecosystems and groundwater resources.  

Methods and Analysis: The areas from PEERIZADIGUDA to PRATAPASINGARAM selected 
for analysis which are located at down streams of MUSI River. Ground water samples are 
collected from each location and  Physical, chemical and biological parameters are analyzed by 
using suitable methodologies of  PH, Total dissolved salts, Turbidity, Total Hardness, chlorides 
sulphates and Biological oxygen demand water quality parameters are assessed. A study has 
made on these selected areas of population for health hazards due water born diseases by 
sampling method. 

Finding: This paper discuss about Environmental sanitation, water pollution constitutes a serious 
problem particularly in the mega cities. City like Hyderabad has seen rapid economic 
development and urbanization which lead to the burden of illness and severity of skin and 
communicable diseases in and around MUSI River due to its worst contamination in recent days 
due to poor hygienic and to explore the importance of treated water supply.  

 Novelty /Improvement: Poor hygiene and polluted ground waters interventions are causing 
health hazards in these of areas. So, safe treatment of wastewater before disposal may sustain its 
natural environment. It protects the life in our rivers and ensures that all water sources are clean 
and may be easily used for the public supply. 

_____________________________________________________________________________ 

Key words: water pollution, hygiene, and sanitary, health problems, waste water treatment 

 

 

 



1. Introduction 

Water is the most essential 
commodity for all living creatures. 
Organisms cannot survive without water. 
Water is one of the most essential 
constituents of the human environments. 
The expansion of agriculture and industrial 
development has not only increased water 
consumption considerably but has also 
affected water quality. Reference [3] .Water 
is easily polluted because of its great ability 
to dissolve substances. Even before 
raindrops touch the earth, they stand picking 
up pollutants. Once on the ground, water 
picks up things rapidly, and becomes 
contaminated. Reference [4]  

The Hyderabad city discharges about 
600 million liters per day untreated 
sewerage water into Musi River. The 
drinking water in entire area is brought from 
distant places; they were spending lots of 
money. There are at least 30 villages with a 
population of 1.00.000 that are directly 
affected in this region. Reference [2, 4] The 
quality of water in Musi is beyond 
description .Health problems can ensue for 
agricultural workers due to pathogenic 
bacteria, viruses and parasites present in the 
wastewater as well as for consumers of 
wastewater-irrigated produce particularly if 
the produce is not cooked before it is 
consumed. Hookworm infections are more 
common in agricultural workers who go 
barefoot in wastewater- irrigated fields 
Reference [8]. 

This review was done to explore the 
impact of poor water treatment, hygiene, and 
sanitary interventions on health conditions, 
to reduce new and emerging infectious 
diseases have brought important new 
challenges to public health. In this research a 
systematic study has carried out on surface 
and ground waters pollution in the Musi 
River Basin, to evaluate its contamination, 

and causes. Samples of water were obtained 
from individual water sources (wells) from 
villages and from surface water sources. 
Reference [5].Contamination from different 
sources reaches groundwater through 
leaching of organic and inorganic fertilizers, 
animal waste, domestic effluents and 
industry. The untreated municipal sewage 
and solid waste into water bodies increases 
nitrogen concentrations and sometimes can 
reach more than 60mg/l. Reference [6]. The 
present study is an attempt to report a 
comparative account of health effects due to 
untreated municipal sewages, untreated 
effluent and water quality of the River Musi 
surrounding water ground Reference [7]. 
 

 Groundwater quality comprises the 
physical, chemical and biological 
characteristics of groundwater. The 
suitability of groundwater for various uses 
majorly depends on quality of groundwater. 
Hence protecting the quality of groundwater 
is a major concern Reference [1]. 
Groundwater pollution has been reported in 
many aquifers because of high concentration 
of organic and inorganic compounds in 
groundwater. The differences in health risks 
that these variations represent lead to 
different priorities for the treatment and 
provision of drinking water. Reference [11] 
Microbial contamination of drinking water 
remains a significant threat and constant 
vigilance is essential, even in the most 
developed countries, Reference [6]  More 
recent research has suggested a possible 
association between disinfection by-
products. But potential risks are largely 
outweighed by the benefits of drinking water 
with a low microbial load. Reference [12]  

 
2. Study area 
The study area is the upper part of the Musi 
basin a tributary of river Krishna of 
Telangana in India and downstream of 
Hyderabad. The area  



falls in the Survey of India Topographic 
map number 56K/10 to a scale of 1:50,000. 
The area lies between to 17 ° 22 ' 58.8 "N 
latitude and to 78 ° 39 ' 39.276 "E longitude. 
The area is located between 
PEERIZADIGUDA to 
PRATAPASINGARAM of RANGA 
REDDY District, TELANGANA. The 
groundwater and river water quality analysis 
has been carried out for the water sample 

Collected from the five locations located 
PEERIZADIGUDA bore well, RTC colony 
bore well, PARVATHAPURAM bore well, 
MUTHYLAGUDA bore well, and 
PRATAPASIGARAM bore well.  In the 
present work attempts have been made to 
detect the quality by using conventional 
hydro geochemical methods.  

3. Methodology 

Ground water samples are collected from 
each location and Physical Properties and 
chemical properties and biological 
parameters are analyzed by using suitable 
methodologies for, PH, TDS, Turbidity, 
Total Hardness, chlorides sulphates and 
BOD water quality parameters are assessed. 

A study has made on these selected areas of 
population for health hazards due water born 
diseases by sampling method 

4. Results and Interpretation 

PH of the water of the study area 
between8.51 to 7.81 the 
PARVATHAPURAM and 
PRATAPSINGARAM ground water 
samples are not within normal range. 
Hence they are not suitable to be 
consumed as drinking water, why 
because due to the industrial effluents, 
the pH is also altering with the different 
time intervals at the same stations. From 
Table [1] 

Total Dissolved Solids, the presence of 
dissolved salts in the water sample and 
From Table [1] the study area shows 
very high amount of TDS which 
indicates the water in not suitable for 
direct consumption and different 
components are responsible for the 
different types of the health hazards. 
Like diarrhea, joint pains, skin allergies, 
gastrointestinal disturbances, and 
vomiting. These symptoms also persist 
even by the consumption of agriculture 
productivity of those areas. 

Turbidity and Colour is slightly 
varying in the study area, From Table 
[1]. It is due to leaching of Musi River 
which contain high amount of organic 
and inorganic wastes. 

Total hardness is less than total 
alkalinity then the difference indicates 
the presence of sodium bicarbonate, it 
also influences the soil fertility. Excess 
Alkalinity in water is not good to 
consume and relatively not better and 
can cause Gastrointestinal problems. 

Chlorides: Chloride levels in the study 
are slightly beyond the limits From 
Table [1]. It indicates that excess 
presence of Chlorine in water leads to 
gastrointestinal, diarrheic, and skin 
allergies 

Sulphates induces the formation of 
sulphuric acid, Hydrogen sulphate, its 
man may be a cause for the 
gastrointestinal and skin allergies. And 
study shows high amounts of sulphates 
as per From Table [1] 

BOD is within the limits for the ground 
water samples of the study area From 
Table [1]. 

 



From Table [2] It has been found that the 
pollution has been given rise four major 
problems namely, pollution of drinking large 
incidence of diseases like arthritis, diarrheic, 
skin allergies, stomach pain, malaria, food 
poison, eye diseases, pediatric problems and 
jaundices diseases suffered by the people, 
are rich in these ground water and due to 
this has force people to buy water from 
outside, resulting extra burden on their 
family budget. But people of these areas are 
with less economic standards. So, they have 
satisfy with available ground waters and 
impact of pollution of Musi River 
surrounding ground water on these selected 
areas as health effects 

5. Conclusions 

The city of Hyderabad disposes very large 
quantities of untreated domestic sewage into 
the dry bed of the Musi River. Sewage 
disposal had a mixed impact on downstream 
users. Poor water quality had a negative 
impact on farmer health and undesirable. 
Ground water is the primary source of water 
used in these areas, thus knowledge about its 
availability and sustainability are essential 
for the successful 
Management and future development of this 
limited resource. Ground-water availability 
and sustainability are influenced by many 
factors, one of which is water quality. Water 
quality generally has been over looked in 
these because the primary focus has been on 
obtaining a sufficient water supply. 

As a result, people in poor areas are 
falling victim to water-borne diseases. Non-
implementation of the environmental laws 
and hazard planning and growth of 
Hyderabad city have reduced the Musi river 
to a sewer drain carrying the domestic and 
industrial waste generated in Hyderabad city 
adversely impacting on the river ecology.  
Drinking water treatment as applied to 
public water supplies consists of a series of 
barriers in a treatment train that will vary 

according to the requirements of the supply 
and the nature and vulnerability of the 
source. The Guidelines are now based on 
Water Safety Plans that encompass a much 
more proactive approach to safety from 
source-to-tap. 

The contamination of drinking water 
by pathogens causing diarrheal disease is the 
most important aspect of drinking water 
quality. The problem arises as a 
consequence of contamination of water by 
faecal matter, particularly human faecal 
matter, containing pathogenic organisms. 
The areas from PEERIZADIGUDA to 
PRATAPSINGARAM selected for analysis 
are located at down streams of Musi and the 
Musi conditions in these regions made worst 
due to heavy dumping of the organic waste, 
sewage from various sources from industrial 
and municipal waste. And the safe water 
supply for these areas is very less and people 
of these areas depend on ground water and 
poor hygiene, sanitary and polluted ground 
waters, interventions are causing health 
hazards in these of PRATAPSINGARAM. 
So, safe treatment of our wastewater and its 
return to the natural environment (rivers or 
the sea) is a key part of the water cycle. It 
protects the life in our rivers and ensures 
that all water sources are clean and may be 
easily used for the public. Thus, 
anthropogenic activity only can be a source 
of contaminants to the water table. 

Sustainable developments like waste water 
treatment systems and natural techniques of 
filtration methods can sustain or help the 
environment surrounding of Musi, and from 
various skin and health hazards through 
water pollution. 
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Table no: 1 

 

PARAMETER
S 

PEERIZADIGUD
A 

RTC 
COLON
Y 

PARVATHAPURA
M 

MUTHYLAGUD
A 

PRATAPSINGARA
M 

INDIAN 
STANDAR
D OF 
DRINKING 
WATER 

PH 7.97 7.83 8.23 7.89 8.51 6-8 
TDS 
 mg/l 

1250 1820  2410  2175  2250  500 

Turbidity 
NTU 

8 NTU 7 7.3  7.56  8.2  10 

Total 
hardness 
mg/l 

340  355  328  329  342  100  

Chlorides 
mg/l 

140  138  135  209  202  200  

Sulphates 
mg/l 

345  231  246  302  359  200  

BOD mg/l 2.2  1.2  2.4 mg/l 2.3 2.6 3 
 

Ground water quality parameters of the study area  

 

 

Table no: 2  

Study Areas Sample 
distribution 

Skin 
diseases 
%  

Diarrheic 
% 

Arthis 
% 

Gastero 
intestinal 
problems% 

Skin 
allergies 
% 

Malaria 
% 

PEERIZADIGUDA 57 55 35 45 45 65 35 
RTC COLONY 63 68 46 52 50 75 45 

PARVATHAPURAM 43 46 32 56 44 68 48 
MUTHYLAGUDA 65 54 37 55 34 85 55 
PRATAPSINGARAM 85 86 52 65 48 83 58 

 

Field survey conducted randomly on Jan15 to April-15 in the study area for health 
hazards 
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Abstract- This paper deals with a variable speed device to 

produce electrical energy on a power network based on a 

doubly-fed induction machine used in generating mode 

(DFIG). This device is intended to equip nacelles of wind 

turbines. First, a mathematical model of the machine 

written in an appropriate d-q reference frame is 

established to investigate simulations. In order to control 

the power flowing between the stator of the DFIG and the 

power network, a control law is synthesized using two 

types of controllers: PI and RST. Their respective 

performances are compared in terms of fault. After 

modeling the DFIG and choosing the appropriate d-q 

reference frame, the transfer function of DFIG is 

calculated and with that transfer function PI and RST are 

synthesized mathematically. Using MATLAB SIMULINK 

software LG and LLLG faults are created without and with 

controllers like PI and RST controllers. Response of the 

system is studied. It is found that the RST controller offers 

better performance.  

Keywords: DFIG, Parks transformation, RST controller, 

PI controller, wind turbine, d-q reference frame.  

NOMENCLATURE:  
Vds, Vqs: Two-phase statoric Voltages  

Vdr, Vqr: Two-phase rotoric Voltages  

Ψds, Ψqs:Two-phase statoric fluxes.  

Ψdr, Ψqr:Two-phase rotoric fluxes.  

Ids, Iqs : Two-phase statoric currents.  

Idr, Iqr: Two-phase rotoric currents  

θs, θr: Statoric flux and rotoric mechanical 

position.  

Ω: Mechanical speed  

Γm ,Γe: Prime mover and electromagnetic 

torque.  

P : Number of pole pairs.  

Rs, Rr : Per phase statoric and rotoric 

resistances.  

M: Magnetizing inductance.  

Ls : Total cyclic statoric inductance.  

Lr: Total cyclic rotoric inductance.  

g : generator slip.  

J, F: Inertia rotoric inductances viscous friction. 

p : Laplace operator 

I. INTRODUCTION 

In order to meet power needs, taking into 

account economical and environmental factors, 

wind energy conversion is gradually gaining 

interest as a suitable source of renewable energy. 

The electromagnetic conversion is usually 

achieved by induction machines or synchronous 

and permanent magnet generators. Squirrel cage 

induction generators are widely used because of 

their lower cost, reliability, Instruction and 

simplicity of maintenance [1].But when it is 

directly connected to a power network, which 

imposes the frequency, the speed must be set to 

a constant value by a mechanical device on the 

wind turbine. Then, for a high value of wind 

speed, the totality of the theoretical power 

cannot be extracted. To overcome this problem, 

a converter, which must be dimensioned for the 

totality of the power exchanged, can be placed 

between the stator and the network. In order to 

enable variable speed operations with a lower 

rated power converter, doubly-fed induction 

generator (DFIG) can be used. The stator is 

directly connected to the grid and the rotor is fed 

to magnetize the machine. 

In this paper, the control of electrical Power 

exchanged between the stator of the DFIG and 

the power network by controlling independently 

the torque (consequently the active power) and 

the reactive power is presented. Several 

mailto:2pscrbabu@gmail.com
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investigations have been developed in this 

direction using cyclo-converters as converters 

and classical proportional-integral regulators. In 

our case, after modeling the DFIG and choosing 

the appropriate d-q reference frame, active and 

reactive powers are controlled using respectively 

Integral-Proportional (PI) and an RST controller 

based on pole placement theory. Their 

performances are compared in terms of fault. 

II. DOUBLE-FED INDUCTION 

GENERATOR  

DFIG is an abbreviation for Double Fed 

Induction Generator, a generating principle 

widely used in wind turbines. It is based on an 

induction generator with a multiphase wound 

rotor and a multiphase slip ring assembly with 

brushes for access to the rotor windings. It is 

possible to avoid the multiphase slip ring 

assembly. The principle of the DFIG is that rotor 

windings are connected to the grid via slip rings 

and back-to-back voltage source converter that 

controls both the rotor and the grid currents. By 

controlling the rotor currents by the converter it 

is possible to adjust the active and reactive 

power fed to the grid from the stator 

independently of the generators turning speed 

 

Fig.1 :Double-fed Induction Generator 

 

A. MATHEMATICAL MODEL OF DFIG  

For a doubly-fed induction machine, the 

Concordia and Park transformation’s application 

to the traditional a,b,c model allows you to write 

a dynamic model in d-q reference frame. 

Vds=RsIds + d/dtΨds - θsΨqs2 ----Equation1  

Vqs= Rs Iqs+d/dtΨds + θsΨds2 ---Equation2  

Vdr= Rr Idr + d/dtΨdr – θrΨqr ----Equation3  

Vqr= Rs Iqr + d/dtΨqr + θrΨdr----Equation4  

Ψds= Ls Ids + M Idr -----------Equation5  

Ψqs= Ls Iqs + M Iqr -----------Equation6  

Ψdr= Lr Idr + M Ids -----------Equation7  

Ψqr= Lr Iqr + M Iqs ----------Equation8  

Γm=Γe + J dΩ/dt + fΩ ----------Equation9  

Γe= - P 𝑀𝐿𝑠 (Ψqs Idr - Ψds Iqr) ----Equation10  

By choosing this reference frame, statoric 

voltages and fluxes can be rewritten as follows:  

Vds=0 -------Equation11  

Vqs =Vs s ds -------Equation12  

ds=0 = Ls Iqs + M Iqr -------Equation13  

dr= Lr Ir+M Ids -------Equation14  

s= Ls Ids+M Idr ------Equation15  

qr= Lr Iqr+M Iqs -------Equation16 

The statoric active and reactive power, the 

rotoric fluxes and voltages can be written versus 

rotoric currents as:  

P= - Vs (𝑀𝐿𝑆) Iqr -----Equation17  

s/Ls – (VsM/Ls)Idr ---Equation18  

dr=(Lr–(𝑀2 /Ls))Idr + MVs s ----

Equation19  

dr=( Lr–(𝑀2 / Ls)) Iqr ----Equation20 

Vdr= RrIdr+(Lr–(𝑀2 / Ls))dIdr/dt - g s(Lr–(𝑀2 /Ls))Iqr -

Eq(21)  
Vqr= RrIqr+(Lr–(𝑀2 / Ls))dIqr/dt + g s(Lr–(𝑀2 /Ls))Idr –

Eq(22) 

 

In steady state, the second derivative terms of the 

two equations are nil. The third terms, which 

constitute cross-coupling terms, can be 

neglected because of their small influence. 

Knowing relations, it is possible to synthesize 

the regulators and establish the global block-

diagram of the controlled system. To realize 
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these objectives, two types of regulators are 

studied: Proportional Integral and RST 

controller based on pole placement theory [8]. 

Assuming that the cross-coupling terms are 

neglected, rotoric currents are then directly 

related to active and reactive power by constant 

terms. Then, internal current control loops are 

not necessary. The synthesis of proportional-

integral controller is achieved by the classical 

method of pole compensation and RST 

controller is achieved by robust pole placement 

method.  

III. DFIG CONTROL  

A. Aim Of The Control  

When the DFIG is connected to an existing 

network, this connection must be done in three 

steps: 

1)The first step is the regulation of the statoric 

voltages with the network voltages as reference. 

 

 
Fig. 2 : First & Third step of the DFIG 

connection  

2) The second step is the stator connection to this 

network. As the voltages of the two devices are 

synchronized, this connection can be done 

without problem.  

3) Once this connection is achieved, the third 

step is the power regulation between the stator 

and the network.  

B. PI Controller Synthesis  

In most systems of practical interest the problem 

is to reduce the steady-state error, while 

maintaining satisfactory transient response. a PI 

Controller (proportional-integral controller) is a 

feedback controller which drives the plant to be 

controlled with a weighted sum of the error 

(difference between the output and desired set 

point) and the integral of that value. This pi 

controller controls DFIG by classical method of pole 

compensation. Pole placement is the most 

straightforward means of controller design.  

1. The design starts with assumption of what 

form the controller must take in order to control 

the given plant.  

2.From that assumption a symbolic 

characteristic equation is formed.  

3. At this point the desired closed loop poles 

must be determined.  

4. Typically specifications designate overshoot, 

rise time, etc. this leads to the formation of 

second order equation.  

5. Once the closed loop poles are decided a 

desired characteristic equation is formed.  

6. The coefficients of each power of s are 

equated from the symbolic characteristic 

equation to the desired.  

7. Algebra is used to determine the controller 

coefficients necessary to achieve the desired 

closed loop poles with the assumed controller 

form.  

As Dfig has first order equation pi is also taken 

in first order equation. The block diagram 

containing Dfig and pi controller with unity 

feedback is shown below here 𝐺𝑐(s) is the pi 

controller and G(s) is the Dfig.  

R(s) is the step input and Y(s) is the output. 
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Fig.3: Block diagram of pi controller 

Transfer function of Dfig is 120.000262𝑠+0.019 

---Equation23  

The controller output is given by  

KpΔ + KI Δ 𝑑𝑡 -----------Equation24  

Δ = SP - PV. where Δ is the error or deviation of 

actual measured value (PV) from the set-point 

(SP).  

A PI controller can be modelled easily in 

software such as Simulink using a "flow chart" 

box involving Laplace operators:  

C = G(1+sτ)sτ -----------Equation25 Where G = 

KP = proportional gain, G / τ = KI = integral gain  

The transfer function of the above block diagram 

is  

K(s) = Gc s G(s)1+Gc s G(s) ------Equation26  

Here we have to find Gc(s)  

K(s)=Kps +Kis = sKp+Kis ------Equation27  

By multiplying K(s) with B/A and comparing 

with second order equation comparing the 

setting peak overshoot by 90% and time setting 

as 0.2sec the values of 𝑘𝑝 and 𝑘𝑖 are 0.000768 

and 5.6e-006 respectively. the total transfer 

function of the block diagram containing Dfig 

and pi controller with unity feedback is  

0.009216𝑠+6.805𝑒−50.000262𝑠2+0.02816𝑠+6.

805𝑒−5 ----Equation28  

The plot obtained for this transfer function by 

giving a step input is shown below: 

 
Fig.4: plot for step input 

C. Mathematical Synthesis Of Rst Controller To 

Dfig  

 

The block-diagram of a system with its RST 

controller is presented as follows: The RST 

controller is also called two-degree of freedom 

why because in the feedback path there is one 

transfer function and it is acts as a controller and 

in the feed-forward path there is another transfer 

function which also acts as an another controller. 

So it is called as two-degree of freedom. The 

system with the transfer-function B/A has Yref 

as reference and is disturbed by the variable γ. R, 

S and T are polynomials which constitutes the 

controller. In our case, we have:  

A= Ls Rr+ pLs(Lr–(𝑀2 / Ls)) and B=MVs ----

Equation29  

Where p is Laplace operator. In this part, 

simulations are investigated with a 13 kW 

generator connected to a 220V/50Hz grid. The 

machine's parameters are presented below :  

Rs=0.05Ω; Rr=0.38Ω; M=47.3mH ; Ls=50mH 

;Lr=50 mH ; J=0.5kg.m² ; f=0.0035N.m.s-1  

By substitution, A= 0.09+p0.000262 ; B=12 

By applying Besout equation, we put: D=AS 

+BR = CF  

Where C is the command polynomial and F is 

the filtering polynomial. 

 
Fig.5: Block diagram of RST controller  

Command polynomial is for reduce Robustness 

and the filtering polynomial is to maintain 

regulation. In order to have good adjustment 

accuracy, we choose a strictly proper regulator. 

So if A is a polynomial of n degree.  

(deg(A)=n) we must have :deg(D)=2n+1, 

deg(S)=deg(A)+1  

deg(R)=deg(A). In our case  

A =𝑎1p+𝑎0 --------------Equation30  
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R=𝑟1𝑝+𝑟0 --------------Equation31  

B=𝑏0 --------------Equation32  

S= 𝑠2𝒑𝟐 +𝑠1p+𝑠0 --------------Equation33  

D=𝑑3𝒑𝟑 + 𝑑2𝒑𝟐 + 𝑑1p+𝑑0 ---Equation34  

By robust pole placement method,  

Pc= −5LsRr𝐿𝑠(𝐋𝐫–(𝑴𝟐 /𝐋𝐬)) = -361.615  

Pf= −𝑃𝑐3 = -120.538  

D= (𝒑−𝟏𝟐𝟎.𝟓𝟑𝟖)𝟐 (p-361.615) = 𝒑𝟑 

+86573.99 𝒑𝟐 + 14529.409p-5254052.23.  

Here we are two poles of command polynomial 

and one pole of filtering polynomial,we need to 

reduce more Robustness than the Regulation. 

The Bezout equation leads to four equations with 

four unknown terms where the coefficients of D 

are related to the coefficients of polynomials R 

and S.  

𝑑3= 𝑎1 𝑠2 𝑑2= 𝑎1 𝑠1 𝑑1= 𝑎0𝑠1+ 𝑏0 𝑟1 𝑑0= 𝑏0𝑟0  

By calculating coefficients of R and S , now  

𝑅𝑆 = 2792.51𝑠+504908.843806𝑠2+ 

2294132.94𝑠 𝑇𝑆 = 504908.843806𝑠2+ 

2294132.94𝑠  

By placing the values in the RST block diagram 

and giving a step input , we get the scope as  

 
Fig.6: Response to step input  

IV. SIMULATION  

A. Construction Of DFIG To Grid  

 

The double fed induction generator is 

synchronized to the grid as shown the diagram: 

 
Fig.7: Simulation diagram representing fault 

at wind side  

The grid parameters (voltage, frequency) are: 

120kv, 60Hz.The total system consists of a 

thermal plant consisting a steam governor and an 

induction generator and wind plant consisting of 

double fed induction generator. The active and 

reactive power measurements are taken at the 

wind side and grid side with the help of three 

phase instantaneous active and reactive power 

measuring device. The system is connected in 

three phase PI section. Some loads are present 

across the grid or the system .In order to reduce 

harmonics, three phase harmonic filters are 

placed across the grid. Scopes are connected to 

the Three phase instantaneous active and 

reactive power measurements in order observe 

the active and reactive power.  

B. Simulations With Fault At Wind Side  

 

In order to check the performances of both 

controllers RST and PI which are fitted to the 

wind plant, the faults are applied at the wind side 

and grid side respectively. The reason behind 

applying the faults near the wind and grid is the 

variations can be clearly observed when the 

faults are applied to the nearest point with 

respect to the wind turbine. The faults which are 

applied are LLLG and LG fault. As the two 

faults are most severe (LLLG) and most frequent 

occurring (LG) faults. the performances of the 

controllers are checked with these faults. The 

fault is placed at the wind side and the fault 

parameters are: Ground resistance: 0.001Ω Fault 
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timings are: 14 ms to 17ms, Simulation timings 

are: 0 to 25ms. Blue colour line : Real power, 

Green colour line: Reactive power. 

 

 
Fig.7: Without controller for LG fault 

 
Fig.8:Without controller for LLLG fault 

 

 
Fig.9: PI controller for LG fault 

 
Fig.10:PI controller for LLLG fault 

 
Fig.11: RST controller for LG fault 

 

C. Result For Fault At Wind Side  

when LG fault is present at wind side when there 

is no controller connected to the wind plant the 

variations in active power are large but still the 

system’s active power is same to post fault 

condition. In case of PI controller the transients 

are reduced during the fault and both active, 

reactive power prior to post fault conditions are 

same. 

 
Fig.12: RST controller for LLLG 

In case of RST controller even though transients 

appear during fault, the magnitude drastically 

reduced compared to both above conditions, 

thus, with RST controller the performance is 

considerably better..In case of LLLG fault , in 

absence of controller both active and reactive 

power are zero during fault time and subsequent 

to the fault also, the transients in active and 

reactive power are more. With PI controller, the 

active and reactive power is zero during fault. 

After the fault, the reactive power is increased 

with considerable transients and gradually 

reduces. Active power drops to a large value 

with no transients.  

D. Fault At Grid Side  

 

The Simulation block Diagram is shown in Fig 

12 
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Fig.12: Simulation diagram of dfig with fault 

at grid side  

The fault is placed at the grid side and the fault 

parameters are:Ground resistance: 0.001Ω,Fault 

timings are: 14 ms to 17ms,Simulation timings 

are: 0 to 25ms,Simulations observed in the scope 

observed at wind side. Blue colour line: Real 

power, Green colour line: Reactive power. 

 
Fig.13: Without controller for LG fault 

 
Fig.14:Without controller for LLLG fault 

 
Fig.15:PI controller for LG fault 

 
Fig.16:PI controller for LLLG fault 

 
Fig.17:RST controller for LG fault 

 
Fig.18:RST controller for LLLG fault 

 

E. Result For Fault At Grid Side  

At the grid side, the transients are more when 

compared to wind side. For without controller 

and PI controller after post fault and pre fault are 

same. In RST controller the reactive power is 

increased at grid with reduction in active power. 

V. CONCLUSION  

This paper has presented a device intended to fit 

in a wind mill based on a Doubly Fed Induction 

Generator connected to the grid. In order to 

control statoric active and reactive power 

exchanged between the DFIG and the grid, a 

vector-control strategy has been presented. Two 

controllers RST and PI controller are taken for 
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controlling the Doubly Fed Induction Generator 

and their mathematical calculations are 

performed. The influences of faults at wind and 

grid side are observed with the action of 

controller and without the action of controller. 

the effect of controllers like PI and RST on DFIG 

limited to a short line. It is found that both PI and 

RST controllers are able to give better 

performance in improving the active power 

profile either by absorbing or delivering the 

reactive power. However, pi controller is 

producing certain oscillations in active power 

profile, but RST controller is able to give better 

performance than PI Controller in Active power 

profile.  

References  

[1] S. Heier, "Grid integration of wind energy 

conversion systems.", John Wiley & Sons 

Ltd,England, 1998.  

[2] L. Xu, W. Cheng, "Torque and reactive 

power control of a doubly-fed induction machine 

by position sensorless scheme.", IEEE 

Transactions on Industry Applications, Vol. 31, 

N°3, pp 636-642, May/June 1995.  

[3] M. Yamamoto, O. Motoyoshi, "Active and 

reactive power control for doubly-fed wound 

rotor induction generator.", IEEE Transactions 

on Power Electronics, Vol. 6, N°. 4, Oct. 

1991,pp 624-629.  

[4] M. B. Rifai, T. H. Ortmeyer, "Dynamic 

analysis of a doubly fed generator in power 

system applications." Electric Machines and 

Power Systems, Vol. 21, pp 41-150, 1993.  

[5] B. Hopfensperger, D.J. Atkinson, R.A. 

Lakin,:"Stator-flux-oriented control of a doubly 

fed induction machine with and without position 

encoder.", IEE Proc.-Electr. Power Appl., 

Vol.147, N°. 4, July 2000, pp 241-250.  

[6] L. Morel, A. Mirzaian, J.M. Kauffmann: 

"Field oriented control for double fed induction 

machine : simulation and experimental results.", 

ELECTRIMACS'96., Vol. 2, September 17-18-

19, 1996, pp 391,396.  

[7] Control Of A Doubly-Fed Induction 

Generator For Wind Energy Conversion 

Systems.F. Poitiers, M. Machmoum, R. Le 

Doeuff And M.E. Zaim.  

[8] D. Ramuz, A. Mirzaian, J.M. Kauffmann, 

S.Tnani, H. Godfroid: "Control strategy of 

double fed machine for variable speed drives.", 

proceedings of ICEM 98, Istanbul, Sept. 

1998,pp. 1340-1345

. 

 

 



International Conference On Emerging Trends in Science Technology Engineering and Management  
09th & 10th, October 2015 

 

111 

© Malla Reddy Engineering College (Autonomous) 

Synchronous Static Series Compensator (SSSC) on 

Enhancement of Voltage Stability and Power Oscillation 

Damping for unbalanced system 

S.Bharathi1, Y. Sudha2 

 1Assistant professor & MREC (A) 
2Assistant Professor & MREC (A)  

 

1barati.reddy10@gmail.com 

2Yelmareddy.sudha@gmail.com

 

Abstract— This paper investigates the problem of controlling 

and modulating power flow in a transmission line using a 

Synchronous Static Series Compensator (SSSC). The studies, 

which include detailed techniques of twelve pulse and PWM 

controlled SSSC, are conducted and the control circuits are 

presented. The developed control strategies for both twelve-

pulse and PWM-controlled SSSC use direct manipulations of 

control variables instead of typical d-q transformations.  

The SSSC, a solid state VSI coupled with a 

transformer is connected in series with a transmission line. 

This SSSC injects an almost sinusoidal voltage of variable 

magnitude, in series with a transmission line. This injected 

voltage is almost in quadrature with the line current, there by 

emulating an inductive or a capacitive reactance in series with 

the transmission line. This emulated variable reactance, 

inserted by the injected voltage source, influences the electric 

power flow in the transmission line. 

The complete digital simulation of the SSSC within 

the power system is performed in the MATLAB/Simulink 

environment using the Power System Blockset (PSB). 

Simulation results validate that Voltage and Power Oscillation 

can be damped properly using of Synchronous Static Series 

Compensator (SSSC) under unbalanced system. 

Keywords— SSSC, Reactive compensation, Control strategy, 

FACTS, PWM control and voltage stabilization. 

I. INTRODUCTION 

In the last decade, commercial availability of Gate Turn-

Off (GTO) thyristor switching devices with high power 

handling capability and the advancement of the other types 

of power-semiconductor devices such as IGBTs have led to 

the development of fast controllable reactive power sources 

utilizing new electronic switching and converter 

technology. These switching technologies additionally 

offer considerable advantages over existing methods in 

terms of space reductions and fast effective damping 

[1].The advent of FACTS systems is giving rise to a new 

family of power electronic equipment for controlling and 

optimizing the dynamic performance of power system, e.g., 

STATCOM, SSSC, and UPFC. The use of voltage-source 

inverter (VSI) has been widely accepted as the next 

generation of flexible reactive power compensation to 

replace other conventional VAR compensation, such as the 

thyristor-switched capacitor (TSC) and thyristor controlled 

reactor (TCR) [2,3].The SSSC controller consists of a 

solid-state VSC with several GTO thyristor switches, or 

any other   semiconductor switches with intrinsic turn-off 

capability valves, a dc capacitor, a transformer, and a 

controller. It is important to note that several of the VSCs 

can be connected together through a transformer of 

sometimes a Complex and custom made design 

configuration. The number of valves and the various 

configurations of the transformer depend on the desired 

quality of ac waveforms generated by the SSSC [4,5].The 

line side transformer winding is connected in series, 

placing the VSC also effectively in series with a 

transmission line, and thus allowing series compensation of 

the line. The SSSC is used to generate or absorb reactive 

power from the line, and hence can be utilized as a 

transmission line power flow controller. Basically, it 

generates on its output terminals a quasi-sinusoidal voltage 

of variable magnitude in quadrature with the transmission 

line current, if the SSSC losses are neglected. Thus, the line 

injected voltage emulates a capacitive or an inductive 

reactance in series with a transmission line, which increases 

or decreases the total transmission line reactance, resulting 

in a decrease or increase of the power flow in the 
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transmission line [6]. In general, the SSSC can be viewed 

as analogous to an ideal synchronous voltage Source as it 

can produce a set of three-phase ac voltages at the desired 

fundamental frequency of variable and controllable 

amplitude and phase angle. It also resembles a synchronous 

compensator, as it can generate or absorb reactive power 

from a power system and can, independently from the 

reactive power, generate or absorb real power if an energy 

storage device instead of the dc capacitor is used in the 

SSSC. The SSSC is typically restricted to only reactive 

power exchange with the nearby ac system, neglecting the 

small amount of real power used to cover the circuit and 

switching losses, because of the relatively small SSSC 

capacitor. If the dc capacitor were replaced with an energy 

storage system, the controller would be able to exchange 

real power with the ac system and compensate for the 

transmission line resistance [7, 8].    

II. BASIC OPERATING PRINCIPLES OF THE SSSC: 

Fig 1 Shows a functional model of the SSSC 

where the dc capacitor has been replaced by an energy 

storage device such as a high energy battery installation to 

allow active as well as reactive power exchanges with the 

ac system. The SSSC's output voltage magnitude and phase 

angle can be varied in a controlled manner to influence 

power flows in a transmission line. The phase displacement 

of the inserted voltage Vpq, with respect to the 

transmission line current line I , determines the exchange of 

real and reactive power with the ac system. Fig.2 shows the 

SSSC operation in four quadrants, again assuming an 

energy storage device connected at the SSSC’s input 

terminals. The line current phasor line I is used as a 

reference phasor while the injected SSSC voltage phasor is 

allowed to rotate around the center of the circle defined by 

the maximum inserted voltage Vpq
Max.  

Theoretically, SSSC operation in each of the four 

quadrants is possible, Theoretically, SSSC operation in 

each of the four quadrants is possible, but there are some 

limitations to the injected SSSC voltage due to operating 

constraints of practical power system. In capacitive mode, 

the injected SSSC voltage is made to lag the transmission 

line current by 90Deg; in this case, the SSSC operation is 

similar to the operation of a series capacitor with variable 

capacitance i.e.,Vpq = -jkXc * Iline, where k is a variable. 

By this action, the total transmission line reactance is 

reduced while the voltage across the impedance is 

increased, leading to increase in the line currents and 

transmitted power.This action is illustrated in Fig 3 It is 

also possible to reverse the injected SSSC voltage by 180 

Deg i.e., -Vpq = jkXc* Iline, causing an increase in the 

transmission line reactance, which results in a decrease of 

the line current and transmitted power. While this equation 

for Vpq shows changes in the phasor magnitude and phase 

angle, it can be somewhat misleading, since it shows that 

the series injected voltage magnitude is directly 

proportional to the line current magnitude.In reality, this is 

not true; the inserted voltage magnitude is set by the SSSC 

control and is independent of the network impedance and, 

consequently, line current changes. In Fig. 3, it is assumed 

that the SSSC losses are zero and, therefore, the series 

injected voltage is in perfect quadrature with the line 

current, leading or lagging. 

  

                        

Fig 1. Functional model of SSSC 

              

Fig 2. SSSC phasor diagram 

 

The operating conditions that limit the SSSC 

operation from the power system point of view are also 

depicted in Fig. 3 The SSSC can increase as well as 

decrease the power flow in the transmission line by simply 

reversing the operation from capacitive to inductive mode. 

In the inductive mode, the series injected voltage is in 
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phase with the voltage drop developed across the line 

reactance; thus, the series compensation has the same effect 

as increasing the line reactance. If the series inserted 

voltage magnitude is larger than voltage drop across the 

uncompensated line, i.e., Vpq ≥ Vline the power flow will 

reverse. This fact can limit the SSSC operation to values of 

Vpq ≤ Vline as in practice, it would be unlikely to use the 

SSSC for power reversal. Also, if the rating of the SSSC 

controller is high, it is possible to increase or decrease the 

receiving end voltage above or below the typical operating 

voltage range of 0.95p.u. – 1.05 p.u, but with possible 

negative consequences for other system devices. The SSSC 

output current corresponds to the transmission line current, 

which is affected by power system impedance, loading and 

voltage profile, as well as by the actions of the SSSC. Thus, 

the relationship between the SSSC and the line current is 

complex. The fundamental component of the SSSC output 

voltage magnitude is, on the other hand, directly related to 

the dc voltage that is either constant or kept within certain 

limits, depending on the chosen design and control of the 

SSSC. The SSSC output voltage phase angle is correlated 

to the line current phase angle by plus or minus few 

degrees for example, to account for changes in the dc 

voltage. It has to be noted that the injected SSSC voltage 

Vpq is different from the SSSC output voltage Vsssc , due 

to the voltage drop or rise across the series transformer 

reactance, i.e. 

  Vpq=Vsssc+-Xtr*Iline   (1) 

Where the minus sign corresponds to capacitive operation, 

while the positive sign corresponds to inductive operation 

of the SSSC and Xtr stands for the series transformer 

reactance. This voltage difference between the injected and 

output SSSC voltage can be small in the case of small 

transmission line currents, but it can be significant in high 

loading conditions  

 

 

Fig 3 Series compensation by a SSSC 

The active and reactive power exchanged between the 

SSSC and the transmission line can be calculated as 

follows:  

    Ppq = Vpq* Iline*cosϕ          (2) 

     Ppq = Vpq*Iline*sinϕ            (3) 

Where Φ represents the angle between the injected SSSC 

voltage and transmission line current. Inspection of the 

equations (2) and (3), considering that the angle between 

the SSSC output voltage and line current is approximately 

90 ° , shows that the SSSC real power should be small 

compared to the reactive power. This is expected, since the 

real power going into the SSSC is used only to cover for 

the losses and charging of the dc capacitor, i.e.  

Ppq = Pdc + Plosses           (4) 

The losses in the SSSC circuit are due to the transformer 

windings and especially due to the switching of the GTO 

valves [9, 10].  

III. TEST SYSTEM DESCRIPTION 

 

Test System Description under unbalanced three phase 

fault 

In this project the SSSC is used to damp power 

oscillation on a power grid following a unbalanced three-

phase fault. The power grid consists of two power 

generation substations and one major load center at bus B3. 

The first power generation substation (M1) has a rating of 

2100 MVA; representing 6 machines of 350 MVA and the 
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other one (M2) has a rating of 1400 MVA, representing 4 

machines of 350 MVA. The load center of approximately 

2200 MW is modeled using a dynamic load model where 

the active & reactive power absorbed by the load is a 

function of the system voltage. The generation substation 

M1 is connected to this load by two transmission lines L1, 

L2 and L3. L1 is 320-km long and L2 is split in two 

segments of 180 km in order to simulate a three-phase 

unbalanced fault (using a fault breaker) at the midpoint of 

the line. 

The generation substation M2 is also connected to the load 

by a 50-km line (L4). When the SSSC is bypass, the power 

flow towards this major load is as follows: 664 MW flow 

on L1 (measured at bus B2), 563 MW flow on L2 

(measured at B4) and 990 MW flow on L4 (measured at 

B3). The SSSC, located at bus B1, is in series with line L1  

A. Phase Control Technique for SSSC: 

Phase Control Technique for SSSC The modeled 

SSSC circuit with its two six-pulse VSCs and their series 

transformers is shown in Fig.5.2. The converters are 

connected in series to the transmission line through two 

banks of lossless three-phase single phase two-winding 

transformers with no saturation. The dc sides of the 

converters are connected in parallel and share the same dc 

bus. The GTO valves are switched at fundamental 

frequency, and the dc voltage varies according to the phase 

control technique used to control the output voltage. The 

SSSC switching is synchronized with respect to the 

transmission line current Iline, and its rms magnitude Iline 

is controlled by transiently changing the phase shift 

between this current and the SSSC output voltage Vpq  . 

The change in the phase shift between the SSSC output 

voltage and the line current results in the change of the dc 

capacitor voltage Vdc, which ultimately changes the 

magnitude of the SSSC output voltage VSSSC and the 

magnitude the transmission line current Iline .A block 

diagram of the SSSC controller is depicted in Fig.5 Fig 

6Transformer configuration of 12-pulse SSSC.  

The SSSC output voltage VSSSC is controlled by a 

simple closed loop; the per unit value of the measured line 

current is compared with the line current per-unit order and 

the error of these two values is passed to the PI controller. 

The output of the PI controller is the angle α, which is 

added to the synchronizing signal ϴ passed to the gate 

pulse generator by the current synchronization block. To 

this signal ϴ + α, an angle of -π/2 or +π/2 has to be added 

since the SSSC output voltage is lagging or leading the line 

current by 900 depending on the desired capacitive or 

inductive operation. The phase shift of the converter output 

voltage VSSSC with the respect to the line current Iline will 

cause the flow of a small amount of real power from or into 

the converter, thereby causing a change in the dc capacitor 

voltage, and consequently causing a change in the 

converter output voltage magnitude [5,11]. 

 

Fig 5. Transformer configuration of 12-pulse SSSC 

           

    Fig 6. Functional control diagram for the phase-controlled SSSC 

B. PWM Technique: 

SSSC is modeled as a three-phase, PWM-

controlled two-level VSC. The SSSC is modeled in detail, 

based on an ideal representation of the converter valves and 

diodes. RC parallel snubber circuits are used to reduce 

numerical oscillations due to switching, while a series 

inductance is employed at the converter output to smooth 

the output current. The series transformer is modeled as an 

ideal, three-phase, two-winding, Y-delta connected 
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transformer. The modeled PWM-controlled SSSC basic 

circuit is shown in Fig.7 The control of the SSSC is 

achieved by applying SPWM control technique with a 

small modification. A third harmonic of appropriate 

amplitude is added to the sinusoidal control waveform to 

increase the fundamental component of the SSSC output 

voltage. The frequency modulation ratio mf =15 is chosen 

to eliminate the even harmonics and moreover, since 15 is a 

multiple of 3, to cancel out the most dominant harmonics 

from the line-to-line output voltages (in the three-phase 

converters, only the harmonics in the line-to-line voltages 

are of concern). The control and triangular waveforms are 

synchronized with respect to the reference voltage at left 

side Bus, instead to the transmission line current, which 

was the case for the phase controlled SSSC. The 

synchronizing waveforms in this case can be any voltage or 

current waveform; this should have no influence the 

controller performance. The SSSC controller uses three 

reference signals and consequently consists of three major 

control loops. The reference signals to the controller are the 

instantaneous three-phase voltage waveforms at mentioned 

Bus, the instantaneous transmission line current, and the 

filtered voltage at the dc terminals. 

 

Fig 7. PWM-controlled basic SSSC circuit 

 

Fig 8. Functional control diagram for the PWM-controlled SSSC 

The SSSC control loops provide synchronization 

with the ac system voltage, maintain the dc capacitor 

voltage at a constant level and regulate the transmission 

line current. Fig.8 shows the functional control diagram, 

including the three control loops, of the PWM controlled 

SSSC. The voltage synchronization block is used to track 

voltage waveforms, and then, using Fourier analysis, 

recalculate ideal harmonic-free voltage waveforms. The 

control is synchronized to the voltage at that Bus, to which 

a +π/2 or -π/2 phase shift and the output of the dc voltage 

regulator are added. The sum of these three phase shifts 

provides the basic synchronizing signal δp. [9, 10]. 

IV. SIMULATION RESULTS: 

The simulation results of SSSC under an unbalanced three 

phase fault: 1).Double line to ground fault 2). Single line to 

ground fault 

 System with SSSC under an unbalanced three phase 

fault:  

1) Double line to ground fault: 

To further test the proposed SSSC controller, a 

double line to ground fault is applied at Bus 4.also, in this 

simulation the transition times is set as follows: [ 20/60 

30/60]; In Fig.7.6. The simulation result shows that the 

power oscillation on the L1 line following the three-phase 

fault. Moreover the performed simulation indicates that the 

SSSC compensator is a very effective tool to damp power 

oscillation. 

 
Fig.9 Simulation Result of System with SSSC under an unbalanced double 

line to ground fault for Voltage and Reactive Power 

2) Single line to ground fault: 

To further test the proposed SSSC controller, a 

single line to ground fault is applied at Bus 4.also, in this 

simulation the transition times is set as follows: [ 20/60 
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30/60]; In Fig. 13, the simulation result shows that the 

power oscillation on the L1 line following the three-phase 

fault. Moreover the performed simulation indicates that the 

SSSC compensator is a very effective tool to damp power 

oscillation. 

 

Fig.10 Simulation Result of System with SSSC under an unbalanced 

single line to ground fault for Voltage and Reactive Power 

V. CONCLUSION 

This project analyzed the problem of controlling 

and modulating power flow in a transmission line using a 

Synchronous Static Series Compensator (SSSC). The 

studies, which include detailed techniques of twelve pulse 

and PWM controlled SSSC, are conducted and the control 

circuits are presented. The SSSC operating conditions and 

constraints are compared to the operating conditions of 

other FACTS devices, showing that the SSSC offers 

several advantages over others. However, at the present 

time the total cost of a SSSC installation is higher than the 

cost of other FACTS devices. 

Comparisons of two implemented control 

strategies clearly show that the PWM based and phase 

controller have both disadvantages and advantages, which 

makes the design process somewhat complicated. The dc 

voltage pre-set value in PWM-based controllers has to be 

carefully selected. As the modulation ratio lies between 

zero and one, the dc voltage should not be lower than the 

maximum of the requested SSSC output phase voltage in 

order to obtain proper control. On the other hand, if the dc 

side voltage is too high, the rating of both the GTO valves 

and dc capacitor has to be increased, which means higher 

installation costs. Not only that, a higher dc side voltage 

means a lower amplitude modulation ratio, and the lower 

modulation ratio results in higher harmonic distortion. 

Phase control allows the dc voltage to change according to 

the power system conditions, which is clearly 

advantageous, but it requires a more complicated controller 

and special and costly series transformers. 

The simulation results validate that Voltage and 

Power Oscillation can be damped properly using of 

Synchronous Static Series Compensator (SSSC).  By using 

the SSSC will get the simulation results under unbalanced 

three phase fault that is single line to ground fault and 

double line to ground fault. 

References 

[1] “Static Synchronous Compensator,” CIGRE, Working group 14.19, 

1998. 

[2] N. G. Hingorani and L. Gyugyi, Understanding FACTS, Concepts and 

Technology of Flexible AC Transmission Systems. Piscataway, NJ: IEEE 

Press, 2000. 

[3] R. Mohan and R. K. Varma, Thyristor-Based FACTS Controllers for 

Electrical Transmission Systems. Piscataway, NJ: IEEE Press, 2002. 

[4] L. Gyugyi, N. G. Hingorani, P. R. Nannery, and N. Tai “Advanced 

StaticVar Compensator Using Gate Turn- Off Thyristors for Utility 

Applications”, CIGRE, 23– .203, August 26 September 1, 1990, France 

[5] J. Arrillaga, B. Barrett, N. A. Vovos “Thyristor Controlled Regulating 

Transformer for Variable Voltage Boosting”, IEE Proceedings, No. 10, 

October 1976. 

[6] N. G. Hingorani, and L. Gyugyi “Understanding FACTS: Conceptsand 

Technoloy of Flexible AC Transmission 

[7] L. Sunil Kumar and A. Ghosh, “Modeling and controldesign of a static 

synchronous series compensator,”IEEE Trans. Power Del., vol. 14, no. 4, 

pp. 1448–1453,Oct. 1999. 

[8] X.-P. Zhang, “Advanced modeling of the multicontrolfunctional static 

synchronous series compensator(SSSC) inNewton power flow,” IEEE 

Trans. PowerSyst., vol. 18, no. 4, pp. 1410–1416, Nov. 2003. 

 [9] R. Mihalic, and I, Papic “Mathematical Models andSimulation of a 

Static Synchronous SeriesCompensator”,IEEE Power Tech’99 

Conference,BPT99-315-42, August 1999. Budapest, Hungary. 

[10] K. K. Sen “SSSC – Static Synchronous SeriesCompensator: Theory, 

Modeling, And Applications”,IEEE Transactions on Power Delivery, 

Vol. 13, No. 1,pp.241–246,January1998. 

 [11] R. Mohan and R. K. Varma, Thyristor-Based FACTS Controllers for 

Electrical Transmission Systems. Piscataway, NJ: IEEE Press, 2002. 



International Conference On Emerging Trends in Science Technology Engineering and Management  
09th & 10th, October 2015 

136 

© Malla Reddy Engineering College (Autonomous) 

FUZZY LOGIC CONTROLLER BASED BLDC MOTOR DRIVE WITH SOURCE 

SIDE POWER FACTOR CORRECTION 

 

Abstract: 

This paper shows another greenhouse gas bridgeless (BL) 

buck–boost convertor for brushless DC (BLDC) motor 

commute application in low-control applications. A Fuzzy 

principle execution in versatile pace management of 

BLDC motor is completed here. a technique of rate 

management of the BLDC motor by dominant the dc 

transport voltage of the voltage supply electrical converter 

(VSI) is employed with one voltage detector the controller 

is projected to trace mixtures of pace references and 

settles the yield speed within the inside of weight 

assortments. The BLDC features a few inclinations 

diverge from the opposite style of motors; but the 

nonlinearity of the BLDC motor commute traits, in light-

weight of the approach that it\'s troublesome to handle by 

exploitation normal relative basic (PI) controller. To 

handle this principal issue, the Fuzzy principle 

management transforms into an acceptable management. 

to relinquish AN intrinsic greenhouse gas at provide air-

con mains a convertor taking under consideration buck-

help type is planned to figure in broken inductance 

current mode (DICM). The execution of the projected 

drive is imitated in MATLAB/Simulink surroundings 

Catchphrases Fuzzy principle (FL), Bridgeless (BL) 

buck–boost convertor, spasmodic inductance current 

mode (DICM), force element revision (PFC).  

 

I.INTRODUCTION 

 

ADEQUACY and cost range unit the numerous 

contemplations inside of the change of low-power motor 

drives spend significant time in family applications, as an 

illustration, fans, water pumps, blowers, blenders, so on [1], 

[2]. the job of the brushless power (BLDC) motor in these 

applications is popping twisted be uncommonly customary 

owing to segments of high profitability, high flux thickness 

per unit volume, low support needs, and low 

electromagnetic-hindrance issues [1]. These BLDC motors 

don't appear to be limited to family applications, however 

rather these zone unit fitting for different applications, as a 

case, helpful equipment, transportation, HVAC, 

development administration, and different mechanical 

devices [2]–[4].  

A BLDC motor has 3 stage windings on the mechanical 

gadget and enduring magnets on the rotor [5], [6]. The 

BLDC motor is generally alluded to as partner 

electronically commutated motor in lightweight of the very 

certainty that partner electronic substitution seeable of rotor 

position is utilized instead of a mechanical substitution that 

has blocks like starting and wear and tear of brushes and 

electric switch gathering [5], [6].  

Also, for PFC gadget enlivened PMBLDCM drives, the 

extra cost and unpredictability of the PFC gadget don't 

appear to be legitimized, therefore, gadget topologies with 

characteristic piece of PFC range unit supported in these 

drives. In this manner, a DC-DC gadget topology is for the 

principal half supported amongst two or three available 

topologies [7-15] e.g., buck, bolster, buck-help, Cuk, 

SEPIC, letter converters with types of capacitive/inductive 

imperativeness trade. net result's expanded execution, as an 

illustration, adjustment of AC mains current sounds, 

decline of acoustic uproar and attraction pollution, slightest 

mixture of parts, updated viability, utilization of the 

aggregate information voltage differ so on.  

This paper deals with a Cuk gadget as PFC AC-DC gadget 

to reinforce PMBLDCM driven air circulation and cooling 

framework. Since, the Cuk gadget with PFC gets central 

focuses like low current and voltage swell in yield, close 

shared characteristic power variable with basic 

administration and weakened size luring [7]. an express 

arrangement and execution appraisal of the anticipated PFC 

gadget for empowering PMBLDCM drive territory unit 

displayed for circulating air through and cooling system. 

The paper is sorted move into six essential segments, 

particularly presentation, operation and administration of 
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Cuk gadget supported PMBLDCM, their design, showing 

of the anticipated PMBLDCM drive, execution appraisal 

and conclusion.  

 

Up to now, very eightieth of the controllers range unit PI 

(Relative and critical) controllers in lightweight of the very 

certainty that they're clear and direct. The pace controllers 

region unit the quality PI controllers and current controllers 

zone unit the P controllers to perform transcendent 

commute. downlike Logic will be thought-about as partner 

wildcat hypothesis association multi-respected system of 

thinking, connected math, and imagine attention to breed 

the human approach inside of the amusement organize of 

different issues by exploitation partner anticipated that 

reasoning would relate entirely unexpected learning sets 

and to pick determinations. its been portray that fluffy 

controllers region unit less difficult to plant parameter 

changes than commonplace PI or controllers and have 

higher clamor dismissal points of confinement  

This paper demonstrates a BL buck–boost converter-fed 

BLDC motor commute with variable dc be a piece of 

voltage of VSI for expanded power quality at air-con mains 

with decreased fragments and unmatched  

 

II.PRINCIPLE OF BLDC MOTOR  

BLDC motor contains of the never-ending magnet rotor 

related a damage mechanical gadget. The brushless motors 

territory unit controlled using a 3 stage electrical converter. 

The motor obliges a rotor position detecting component for 

beginning and for giving genuine pay game plan to show 

on the power devices inside of the electrical converter 

augmentation. In lightweight of the rotor position, the 

power devices range unit commutated sequentially every 

sixty degrees. The electronic pay kills the issues joined 

with the brush and in this way the electric switch organize, 

exceptionally starting and annihilating of the electric switch 

brush strategy, on these lines, making a BLDC motor a 

great deal of unpleasant stood out from a dc motor. Fig.1 

shows the mechanical gadget of the BLDC motor and fig.2 

shows rotor magnet arranges.  

 
Fig.1 BLDC motor stator construction 

 
Fig.2  BLDC motor Rotor construction 

The brush less dc motor include 4 basic parts Power 

gadget, immutable magnet brushless DC Motor (BLDCM), 

sensors and administration estimation. The power gadget 

changes power from the supply to the BLDCM that so 

changes over electrical imperativeness to mechanical 

essentialness. one in every of the remarkable highlights of 

the brush less dc motor is that the rotor position sensors, 

seeable of the rotor position and request signs which can be 

a torsion charge, voltage summon, rate request and so forth; 

the administration counts center the dish sign to every 

semiconductor inside of the power convertor.  

The structure of the administration estimations chooses the 

sort of the brush less dc motor of that there territory unit 2 

standard classifications voltage supply principally {based} 

drives and current supply based drives. every voltage 

supply and current supply based for the most part drive 

utilized for unending magnet brushless DC machine. the 

back voltage wave type of the motor is incontestable  inside 

of the fig. 3. Be that in light of the fact that it could, 

machine with a non bending back voltage brings 

concerning diminishment inside of the electrical converter 

size and diminishes incidents for a comparative impact 

level..  

 
Fig.3 Hall signals & Stator voltages 

 

III. Operation and Control of Cuk Converter 

fed PMBLDCM 
 

Figure a couple of demonstrates the anticipated topology of 

Cuk PFC gadget bolstered PMBLDCM drive with 

administration subject for the rate administration besides as 

PFC with DC join voltage administration. For the rate 
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administration of the PMBLDCM, a relative basic (PI) 

controller [3] is utilized to drive a constant torsion 

mechanical gadget in cooling framework. The rotor 

position of PMBLDCM is seen exploitation Hall sway 

sensors and recover to rush flag, that is contrasted and a 

reference speed.  

The pace slip sign is experienced a rate controller to give 

the torsion proportionate that is recover to current 

proportional sign. This sign is expanded with an elongated 

unit sample to a limited extent with high level part of 

motor‟s back voltage to urge reference streams of the 

engine. The reference engine streams range unit contrasted 

and the apparent engine ebbs and flows. These present 

lapses territory unit intensified and opened up signs zone 

unit then contrasted with triangular radio radiation with get 

the PWM beats for killing on/the VSI switches. The 

administration of PMBLDCM needs rotor-position 

information exclusively at the substitution focuses, e.g., 

each 60°electrical inside of the three-stages [1-5], in this 

manner, generally simple managementler is required for 

recompense and current control.  

 
 

Fig 4: Extension circuit diagram DC-DC converter & 

BLDC motor with fuzzy controller 

 

 

 

The Cuk PFC gadget topology contains a regular DBR 

encouraged from single-stage AC mains took after by the 

Cuk DC-DC gadget, partner yield swell channel and a 

three-stage VSI to encourage the PMBLDC engine. The 

DC-DC gadget gives a controlled DC voltage from 

uncontrolled DC yield of DBR, while prevailing the office 

issue (PF) through high recurrence change of the PFC 

switch. The controlled yield DC voltage from the DC-DC 

gadget is situated by its obligation size connection (D). The 

change recurrence (fs) is situated by the change gadget 

utilized, in operation voltage, force level and change 

misfortunes of the gadget. amid this work, a gathering of 

protected entryway bipolar transistors (IGBTs) territory 

unit utilized on the grounds that the change gadgets inside 

of the PFC switch besides as in VSI span, as an aftereffect 

of IGBTs will work in wide change recurrence shift to 

shape ideal harmony between attractive, size of channel 

components and change misfortunes.  

The utilization of current multiplier variable methodology 

with normal current administration topic in nonstop 

conductivity mode (CCM) of the PFC gadget makes this 

topology partner practical plausibility. The administration 

circle used to execute PFC activity includes external 

voltage circle and inward current circle. For administration 

activity, the DC join voltage is seen and contrasted and the 

set reference voltage at DC join. The lapse voltage is 

experienced a voltage PI controller to give the tweaking  

current sign. This sign is expanded with a unit sample of 

data AC voltage that is contrasted and DC current saw once 

the DBR. Lobby sway voltage and current sensors region 

unit utilized for voltage and current detecting. This present 

blunder is enhanced and opened up sign is then contrasted 

with serration radio radiation with get the PWM beats for 

killing on/the DC-DC gadget switch. the whole 

administration system comprises of decision of sensors, 

style of administration algorithmic tenet and PWM 

controller for the drive.  

 

IV.PROPOSED FUZZY LOGIC CONTROLLER 

The administration structure is in lightweight of typical 

rationale. Everglade State controller is partner one sort non 

straight controller and modified. this sort of the 

administration moving closer the human feeling that 

delivers the occupation of the affirmation, powerlessness, 

looseness and fluff inside of the option making 

methodology, makes sense of an approach to give relate 

especially tasteful execution, while not the prerequisite of 

an express numerical model of the structure, just by 

intertwining the experts' learning into the downlike. Fig 

about six shows the Everglade State controller piece 

characterize. This downlike clarification administration 

system is seeable of the MAMDHANI downlike model. 

This system contains of 4 guideline parts. to begin with, by 

using the information enlistment limits, inputs region unit 

Fuzzified then seeable of standard bases and thusly the 
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inferencing structure, yields territory unit conveyed all in 

all the downlike yields zone unit Defuzzified and that they 

range unit associated with the guideline administration 

system..  

Blunder of inputs from their references and lapse deviations 

in any measure range unit picked as MATLAB. The yield 

of fluffy controller is that the value that should be side to 

the past yield to give new reference yield. 

 

 
 

Fig 5: Block Diagram of fuzzy logic controller 

 

 
 

Fig 6: selection of input and output variables 

 

 

Fig 7: Input1 membership function 

 

 

Fig 8: Input 2 membership function 

 

Fig 9: Output membership function 

 

V.SIMULATION RESULTS 

 

Simulation is performed using 

MATLAB/SIMULINK software. Simulink liabrary 

files include inbuilt models of many electrical and 

electronics components and devices such as diodes, 

MOSFETS, capacitors, inductors, motors, power 

supplies and so on. The circuit components are 

connected as per design without error, parameters of 

all components are configured as per requirement and 

simulation is performed. 

SIMULATION PARAMETERS 

 Source Vs= 230V, 50Hz 1-Ph 

Lf=150mH 

Diodes,  

R_On= 0.001Ohm 

Forward voltage drop, Vfd=0.8V 

Snubber parameters 

Rs=500 Ohm 

Cs=259nF 

DC link capacitance, Cdc=100mF  

BLDC MOTOR SPECIFICATIONS 

Three phase-415 Volt,0.5HP 

Stator ph resistance RS= 2.8Ohm 

Inductances, Ld=8.5mH, Lq= 8.5mH 

Flux linkage=0.175Vs 

Voltage constant=126.966 V_peak L-L/Krpm  

Torque constant=1.05 Nm/A_peak  

Poles= 4 

Friction factor=0.001Nms 

Inertia=0.0008 J(kg m^2) 

 SIMULATION CIRCUIT 
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WAVEFORMS 

 

a) Supply voltage  

 

 
b) Dc link voltage 

 
 

c) Motor Speed 

 

 
SPEED CALCULATIONS FOR BLDC MOTOR  

For rated supply voltage and rated DC link voltage, 

inverter develops 220V ac output. This 3-Ph Rated voltage 

are applied to the stator of BLDC motor, which develops 

speed close to rated value 

Speed N=120*f/p rpm 

F=frequency of voltages developed by inverter 

P=No. of poles in BLDC motor 

Here, 

F=50Hz 

P=4 

So, N=120*50/4 

         =1500rpm 

Now settling time is only 0.002sec  

d) Torque developed by motor  
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Input Power factor 

                  =0.986  

 

VI. CONCLUSION 

 

In this paper to overcome the maximum 

overshoot, minimize settling time suitable control 

technique has been used in the controller architecture. 

Fuzzy logic controlled model of the BLDC motor was 

implemented. The purpose is to achieve accurate trajectory 

control of the speed of permanent magnet brushless DC 

Motor,  specially when the motor and load parameters are 

unknown. Simulation study is carried out in 

MATLAB/SIMULINK software 
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Simulation of Standalone Inverter for Distribution 

Generation System with Fuzzy Control 

Abstract— This paper presents a control strategy of three-phase 

voltage source inverter for a distributed generation system in a 

standalone operation. The proposed adaptive voltage control 

technique combines an adaption control term and a state feedback 

control term. The algorithm is easy to implement, but it is very 

robust to system uncertainties and sudden load disturbances.  The  

proposed  control  strategy  guarantees  excellent  voltage  

regulation  performance  (i.e.,  fast  transient  response, zero steady-

state error, and low THD) under various types of loads such as 

balanced load, unbalanced load, and  nonlinear load. The simulation 

results are implemented using MATLAB/Simulink. 

Index Terms—Adaptive control, distributed generation (DG) system 

(DGS), load current observer, stand-alone, three-phase inverter, 

voltage control. 

I. INTRODUCTION 
In  recent years, eco-friendly distributed generation systems  (DGS) such 

as wind turbines, solar cells, and fuel cells are dramatically growing 

because they can fulfill the increasing demand of electric power due to 
the rapid growth of the economy and  strict environmental regulations 

regarding greenhouse  gas emissions. 

Recently, an adaptive control method has been widely considered in the 
standalone DGS or UPS voltage control. In and the precise  voltage  

tracking  is  achieved  under  distorting  loads  by  using  the  adaptive  

control  for  the  output  voltage   based  on  the  ideas  of  dissipativity. 
In these papers, the  uncertainties in the system parameters are addressed 

through  the adaptation, and the stability of  the  system  is  guaranteed  

even  under  system  parameters  variations.  However, the  major  
drawback  of  these  techniques  is  the computation complexity.  In 

order to reduce this complexity, a certain predefined value for the 

parameters is required. In an adaptive output voltage controller based on 
the resonant harmonic filters, which measures the capacitor current and 

the load currents in the same sensor, is proposed in order to compensate 

for the unbalance and harmonic distortion on the load. The adaptation 
law is also  included  to  cope  with  the  uncertainties  in  the  system  

parameters.  However,  the  information  about  output  voltage  THD  is  
not  presented so it is not easy to evaluate  the quality  of the controllers. 

In  an adaptive control method based on  the proportional derivative 

control technique is presented for a  pulse width  modulation (PWM)  
inverter operation in an islanded  DGS. This  paper  can  guarantee  good  

voltage  regulation  under  various  operating  conditions  such  as  

sudden  load  changes,  unbalanced  load,  and  nonlinear load. However, 
it is not an easy task to choose the appropriate control gains according to 

the design procedure mentioned in the paper. 

 

Fig. 1. Schematic diagram of a three-phase dc to ac inverter with an LC 

filter in a standalone application 

II. STAND-ALONE OPERATION FOR INVERTER 
Inverters convert power from DC to AC while rectifiers 

convert it from AC to DC. Many inverters are bi -directional, i.e.  they 

are able to operate in both inverting and rectifying modes. In many 
stand-alone PV installations, alternating current is needed to operate 

230V (or 110V), 50 Hz (or 60 Hz) appliances. Generally stand -alone 

inverters operate at 12, 24, 48, 96, 120, or 240V DC depending upon the 
power level. Ideally, an inverter for a stand-alone PV system should 

have the following features: 

• Sinusoidal output voltage. 
• Voltage and frequency within the allowable limits. 

• Cable to handle large variation in input voltage. 

• Output voltage regulation. 
• High efficiency at light loads. 

• Less harmonic generation by the inverter to avoid damage to electronic 

appliances like television, additional losses, and heating  of appliances. 
• Photovoltaic inverters must be able to withstand overloading for short 

term to take care of higher starting currents from pumps, refrigerators, 

etc. 
• Adequate protection arrangement for over/under-voltage and 

frequency, short circuit etc. 

• Surge capacity. 
• Low idling and no load losses. 

• Low battery voltage disconnect 

• Low audio and radio frequency (RF) noise.  
Several  different  semiconductor  devices  such  as  metal  oxide  

semiconductor  field  effect  transistor  (MOSFETs)  and  insulated gate 

bipolar transistors (IGBTs) are used in the power stage of inverters. 
Typically MOSFETs are used in units up t o 5  kVA and 96V DC. They 

have the advantage of low switching losses at higher frequencies. 

Because the on-state voltage drop is 2V  DC, IGBTs are generally used 
only above 96V DC systems. 

Voltage source inverters are usually used in stand-alone 
applications. They can be single phase or three phase and there are three 

switching techniques commonly used: square wave, quasi-square wave, 

and pulse width modulation. Square wave or modified square-wave 
inverters can supply power tools, resistive heaters, or incandescent 

lights, which do not require a high quality  sine wave for reliable and 

efficient operation. However, many household appliances require low 
distortion sinusoidal waveforms.  

The use of true sine-wave inverters is recommended for remote 

area power systems. Pulse width modulated (PWM) switching is 
generally used for obtaining sinusoidal output from the inverters. 

A general layout of a single-phase system, both half bridge and full 

bridge. Single phase, half bridge is with two switches, S1 and S2, the 
capacitors  C1  and  C2  are connected in series across the DC source. 

The  junction between the capacitors is at the mid-potential. Voltage 

across each capacitor is Vdc/2. Switches S1 and S2 can be switched 
on/off periodically to produce AC voltage. Filter (Lf and Cf) is used to 

reduce high-switch frequency components and to produce sinusoidal 

output from the inverter. The output of inverter is connected to load 
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through a transformer. Figure shows the similar arrangement for full-

bridge configuration with four switches. For the same input source  
voltage, the full-bridge output is twice and the switches carry less 

current for the same load power. The power circuit of a three phase four-

wire inverter is shown in Fig. 2. The output of the inverter is connected 
to load via three phase transformer (delta/Y). The star point of the 

transformer secondary gives the neutral connection. Three phase or 

single  phase  can be connected to this system. Alternatively, a center tap 
DC source can be used to supply the converter and the mid-point can be  

used as the neutral. 

 
Fig.2. a stand-alone three-phase four wire inverter 

Figure 2 shows the inverter efficiency for a typical inverter used in 

remote area power systems. It is important to consider  that the system 

load is typically well below the nominal inverter capacity Pnom, which 
results in low conversion efficiencies at loads  below 10% of the rated 

inverter output power. Optimum overall system operation is achieved if 

the total energy dissipated in  the  inverter is minimized. The high 
conversion efficiency at low power levels of recently developed 

inverters for grid -connected PV systems shows that there is a significant 

potential for further improvements in efficiency. 

Adaptive Control 

An  adaptive  control  can  be  thought  of  as  a  feedback  law  

which  attempts  to  reshape  the  controller  by  observing  its  
performance.  This  type  of  control  is  usually  proposed  to  

compensate  for  some  kind  of  system  uncertainty  such  as  unknown  

parameters or disturbances. In this chapter, we review a brief history of 
adaptive control and describe its different types such as direct and 

indirect adaptive control techniques. Since there is no need to estimate 

the system parameters in the direct adapt ive control method which 
means lower mathematical computations, this control method is used for 

the VSI with uncertain parameters.  Next the adaptive control for 

nonlinear systems with linearly parameterized uncertainty is 
investigated. Finally, the systematic adaptive design procedure is applied 

to the VSI with two unknown parameters. 

III. SYSTEM DESCRIPTION 
The circuit model in Fig.1 uses the following quantities. The inverter 

output lines to neutral voltage and phase current  

vectors are given by Vi  = [viA  viB  viC]T and Ii  =  [iiA  iiB  iiC]T, 
respectively.  In addition, the load lines to neutral voltage and phase 

current are represented by the vectors VL = [vLA  vLB vLC]T and IL = [iLA  

iLB  iLC]T, respectively. Assume that the three-phase voltages and currents 
used in Fig.2 are balanced. By applying Kirchoff’s current law and 

Kirchhoff’s voltage law at the LC output filter, the following voltage 
and current equations can be derived: 

Load Current Observer Design 

The proposed adaptive controller needs load current information. Using 
the current  sensors to measure the load currents  (IL)  makes  the  system  

more  expensive  and  less  reliable.  In  this  section,  a  linear  optimal  

load  current  observer  is  designed  to  accurately estimate load current 
information that can heavily affect the controller performance, a fourth- 

order dynamic model can  be obtained as follows: 

  (1) 
Where 

 (2) 
 

 
Fig.3. Load current observer 

Then, the load current observer model can be represented as 

 (3) 

  (4) 

  (5) 

where ˆiLd and ˆiLq are estimates of iLd and iLq, respectively, M ∈  
R4×2 is an observer gain matrix, and 

       (6) 
Next, the error dynamics of the load current observer can be obtained as 

follows: 

                                                    (7) 
where _x = x − ˆx. 

Theorem 2: Consider the following algebraic Riccati equation: 

  (8) 

where Q ∈  R4×4  is a symmetric positive semi-definite matrix, R ∈   
R2×2is a symmetric positive definite matrix, and   

P ∈   R4×4  is a solution matrix. Also, assume that the load current 
observer gain matrix M is given by 

   (9) 

Then, the estimation error converges exponentially to zero. 
Proof: Let us define the Lyapunov function as Vo(_x) =_xTX_x, where 

X = P−1. Its time derivative along the error dynamics (3.29) is given by 

  (10) 
This implies that _x is exponentially stable. 

IV.FUZZY CONTROLLER 

Figure 4 shows the internal structure of the control circuit. The control 
scheme consists of Fuzzy controller, limiter, and three phase sine wave 

generator for reference current generation and generation of switching 

signals. The peak value of reference currents is estimated by regulating 
the DC link voltage. The actual capacitor voltage is compared with a set 

reference value. The error signal is then processed through a Fuzzy 

controller, which contributes to zero steady error in tracking the 
reference current signal.  

A fuzzy controller converts a linguistic control strategy into an 

automatic control strategy, and fuzzy rules are constructed by expert 
experience or knowledge database. Firstly, input voltage Vdc and the 

input reference voltage Vdc-ref have been placed of the angular velocity 
to be the input variables of the fuzzy logic controller. Then the output 

variable of the fuzzy logic controller is presented by the control Current 

Imax. To convert these numerical variables into linguistic variables, the 
following seven fuzzy levels or sets are chosen as: NB (negative big), 

NM (negative medium), NS (negative small), ZE (zero), PS (positive 

small), PM (positive medium), and PB (positive big) as shown in Fig. 4. 
The fuzzy controller is characterized as follows:  

1) Seven fuzzy sets for each input and output;  

2) Fuzzification using continuous universe of dis-course;  
3) Implication using Mamdani's ‘min’ operator;  

4) De-fuzzification using the ‘centroid’ method. 
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Fig.4.Conventional fuzzy controller 

 

 

 

 
Fig.5. (a) Input Vdc normalized membership function; (b) Input Vdc-ref 

Normalized Membership Function; (c) Output Imax Normalized 

Membership Function. 

Fuzzification: the process of converting a numerical variable (real 

number) convert to a linguistic variable (fuzzy number) is called 

fuzzification. 
De-fuzzification: the rules of FLC generate required output in a 

linguistic variable (Fuzzy Number), according to real world 

requirements, linguistic variables have to be transformed to crisp output 
(Real number).  

Database: the Database stores the definition of the membership Function 

required by fuzzifier and defuzzifier.  
Rule Base: the elements of this rule base table are determined based on 

the theory that in the transient state, large errors need coarse control, 

which requires coarse in-put/output variables; in the steady state, small 
errors need fine control, which requires fine input/output variables. 

Based on this the elements of the rule table are obtained as shown in 

Table 1, with‘Vdc’ and ‘Vdc-ref’ as inputs. 

 
V. SIMULATION RESULTS 

The simulation analysis of the there-phase inverter comprises of the 
DG’S is divided into six parts: an energy source, an  ac–dc power 

converter (wind turbines) or a dc–dc boost converter (solar cells or fuel 

cells), a three-phase dc–ac inverter, an  LC  output filter, an isolation 
transformer, and a local load and the simulation circuit A renewable 

energy sour ce  and an ac–dc power converter or a dc–dc boost converter 

can be replaced by a stiff dc voltage source (Vdc)  because this paper  
focuses on designing a robust adaptive voltage controller under various 

types of loads such as balanced load, unbalanced load,  and  nonlinear 

load. Also, this representation can be acceptable because the front 
converter (i.e., an ac –dc power converter or a dc–dc boost converter) 

can rapidly recover the reduced dc-link voltage when a heavy load is 

suddenly applied. 
The DG energy sources usually work together with energy storage 

devices (e.g., batteries, flywheels, etc.) in order to back  up the DS 

systems during the transient, and increase the power quality and 

reliability. Furthermore, the isolation transformer is not used to reduce 

cost and volume assuming that the customers need a low voltage ac 
source (below 600 V) which the DGSs using renewable energy sources 

can generate without the help of the transformer. 

Case 1) 280 vdc for balanced resistive load (transient behavior—0% to 
100%). 

 
Fig. 6. Matlab/simulink diagram of a three-phase inverter with an 

LC output filter for stand-alone DGSs. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 7. Simulation results of the proposed control scheme under balanced 

resistive load (0%-100%).(a).load output voltages (VL).(b). Measured 

with sensors and then transformed to the quantities Iidq.(c) VLdq in the 

synchronously rotating dq reference frame.(d). the load currents 
(ILdq).(e). load current error. 
Case 2) 280 vdc for balanced resistive load (transient behavior—
100% to 0%); 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig.8. Simulation results of the proposed control scheme under for 

a (balanced resistive load: 100% to 0%). (a).load output voltages 

(VL).(b). Measured with sensors and then transformed to the quantities 

Iidq.(c). the load currents (ILdq). (d) VLdq in the synchronously 

rotating dq reference frame (e). load current error. 
Case 3) 280 vdc for unbalanced resistive load (phase C opened); 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 9. Simulation results of the proposed control scheme under Case 3 

for a 200-kVA unit (unbalanced resistive load: phase C opened). (a).load 

output voltages (VL).(b). Measured with sensors and then transformed to 
the quantities Iidq.(c) VLdq in the synchronously rotating dq reference 

frame.(d). The load currents (ILdq).(e). load current error. 

Case 4) 280 vdc for nonlinear load (a three-phase diode rectifier). 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 10. Simulation results of the proposed control a 200-kVA unit 

(unbalanced resistive load: phase C opened). (a).load output voltages 

(VL).(b). Measured with sensors and then transformed to the quantities 
Iidq.(c) VLdq in the synchronously rotating dq reference frame.(d). The 

load currents (ILdq).(e). load current error. 

Case 5) 600 vdc for balanced resistive load (transient behavior—0% to 
100%). 
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Fig. 11. Matlab/simulink diagram of a three-phase inverter with an 

LC output filter for stand-alone DGSs. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 12. Simulation results of the proposed control a 450-kVA unit 

(unbalanced resistive load: phase C opened). (a).load output voltages 

(VL).(b). Measured with sensors and then transformed to the quantities 
Iidq.(c) VLdq in the synchronously rotating dq reference frame.(d). The 

load currents (ILdq).(e). load current error. 

Case 6) 600 vdc for balanced resistive load (transient behavior—
100% to 0%); 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig.13.Simulation results of the proposed control a 450-kVA unit 

(unbalanced resistive load: phase C opened). (a).load output voltages 

(VL).(b). Measured with sensors and then transformed to the quantities 
Iidq.(c) VLdq in the synchronously rotating dq reference frame.(d). The 

load currents (ILdq).(e). load current error. 

Case 7) 600 vdc for unbalanced resistive load (phase C opened); 

 
(a) 

 
(b) 

 
(c) 
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(d) 

 
(e) 

Fig.14. Simulation results of the proposed control a 450-kVA unit 
(unbalanced resistive load: phase C opened). (a).load output voltages 

(VL).(b). Measured with sensors and then transformed to the quantities 

Iidq.(c) VLdq in the synchronously rotating dq reference frame.(d). The 
load currents (ILdq).(e). load current error. 

Case 8) 600vdc for nonlinear load (a three-phase diode rectifier). 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig.15.Simulation results of the proposed control a 450-kVA unit 

(unbalanced resistive load: phase C opened). (a).load output voltages 
(VL).(b). Measured with sensors and then transformed to the quantities 

Iidq.(c) VLdq in the synchronously rotating dq reference frame.(d). The 
load currents (ILdq).(e).Load current error. 

Case 9) 600vdc for nonlinear load (a three-phase diode rectifier).With 

fuzzy 

 
Fig.16. Matlab/simulink diagram of a three-phase inverter with an 

LC output filter for stand-alone DGSs with fuzzy logic control.  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

(e) 
Fig. 17. Simulation results of the proposed control a 450-kVA unit 

(unbalanced resistive load: phase C opened). (a).load output voltages 

(VL).(b). Measured with sensors and then transformed to the quantities 
Iidq.(c) VLdq in the synchronously rotating dq reference frame.(d). The 

load currents (ILdq).(e). load current error. 

VI. CONCLUSION 
A high-performance control strategy for three phase inverter for 

stand-alone gird connected systems was described that is  able to 
compensate for distortion and unbalance generated by nonlinear and 

unbalanced loads or by nonlinearity in the inverter. The  principle can 

also be used in any static power supply system like power supplies and 
ground power units. The voltage -controlled  UPS system adapts the 

inverter reference to achieve sinusoidal balanced output voltages at 

nonlinear and nonsymmetrical loads by  comparing the vectorial output 
voltages with a circular reference in fixed points on the fundamental 

period. The implementati on of  this control strategy on different 

systems is eased by the low dependency of the output filter parameters. 
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Abstract— The goal of optimization is to perform a best 

utilization of existing transmission lines. In this connection, 

the STATCOM and IPFC devices are optimally placed in 

order to minimize the power losses while considering voltage 

constraints. This also improves the power transfer capability 

and voltage profile of the system. Simulations are performed 

on an IEEE 30-bussystem and results are presented.  
 Keywords— STATCOM, IPFC, PSO, Power losses, Load flow 

studies, IEEE 30 bus. 

I. INTRODUCTION 

As power transfer grows, the power system can become 

increasingly more difficult to operate, and the system 

becomes more insecure with unscheduled power flows and 

higher losses. The rapid development of self-commutated 

semiconductor devices, have made it possible to design 

power electronic equipments. These equipments are well 

known as Flexible AC Transmission systems (FACTS) 

devices [1-2].  

The FACTS controllers, such as Static VAR 

Compensator (STATCOM), Thyristor Controlled Series 

Compensator (TCSC) and Static Synchronous 

Compensator (STATCOM) can increase or reduce reactive 

power according to the demand of reactive power in the 

network to improve the stability, reduces system loss and 

also improves the loadability of the system. 

The Static VAR Compensator (STATCOM) is used to 

inject or absorb reactive power where it is connected [2], 

[4]. Interline power flow controller (IPFC) is a new concept 

of FACTS controller for series compensation with the 

unique capability of power flow management among multi-

line of a substation [5],[8].In this paper, multi-type FACTS 

devices like STATCOM and IPFC are optimally located on 

a 14-bus using Partial Swarm Optimization Technique. 

A. STATCOM 

The STATCOM compensator is a shunt type of FACTS 

devices, which absorbs or injects reactive power at which 

it is connected. The size of the STATCOM is depends on 

the rating of current and reactive power injected into the 

bus. 

B. INTERLINE POWER FLOW CONTROLLER (IPFC): 

The IPFC is a series-series type of FACTS device, which is 

used to exchange reactive powers in between two or more 

transmission lines those are connected to the same bus. 

II. FLOWCHART 

 
Fig 1. Flowchart of PSO 

III. PARTICLE SWARM OPTIMIZATION 

PSO is an evolutionary computation technique developed 

by Eberhart and Kennedy in 1995, and was inspired by the 

social behavior of bird flocking and fish schooling [12], 

[13],[14]. PSO has its roots in artificial life and social 

psychology as well as in engineering and computer science. 

It utilizes a population of individuals, called particles, 

which fly through the problem hyperspace with some given 

initial velocities. In each iteration, the velocities of the 

Optimal location of FACTS devices considering cost of 

Installation and System Loadability by using  

Particle Swarm Optimization Technique 

mailto:1swarupamalladi@gmail.com
mailto:2k.chetaswi@gmail.com
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particles are stochastically 2 adjusted considering the 

historical best position of the particles and their 

neighborhood best position; where these positions are 

determined according to some predefined fitness function 

[9], [11]. Then, the movement of each particle naturally 

evolves to an optimal or near-optimal solution. 

The name of "swarm" comes from the irregular 

movements of the particles in the problem space, more 

similar to a swarm of mosquitoes rather than flock of birds 

or school of fish [11]. In a real-number space, the position 

of each particle In a real-number space, the position of each 

particle is given by the vector xi belongs to Real number. 

At iteration t, the particle position vector Xi (t), given in 

(1), is determined by the previous position vector Xi(t- 1) 

and its movement given by the velocity applied to the 

particle Vi (t) [12]. 

 

The velocity update equation as given by (2) has three 

different components [13]: 

i) The first component is sometimes referred to as "inertia", 

"momentum" or "habit". It models the tendency of the 

particle to continue in the same direction it has been 

traveling. 

ii) The second component is a linear attraction towards the 

best position ever found by the given particle (pbest). This 

component is variously referred to as "memory", "self-

knowledge", "nostalgia" or "remembrance". 

ii). The third component of the velocity update equation is 

a linear attraction towards the best position found by any 

particle (gbest). This component is variously referred to as 

"cooperation", "social knowledge”, “group knowledge" or 

"shared information". 

The maximum allowable velocity for the particles is 

controlled by the parameter Vmax. If Vmax is too high, 

then particles tend to move beyond a good solution; on the 

other hand, if Vmax is small, then particles can be trapped 

in local minima. 

Optimization of some real world problems requires to 

be solved in an integer-number space. In this case, the PSO 

has also proven to be effective in this kind of optimization 

problem; the performance of the PSO could be better than 

typical techniques such as branch and bound by giving 

better stability performance and higher success rates [14].  

The application of PSO to integer optimization 

problems is known as the integer PSO. Integer PSO is 

based on the same principles as the real valued PSO as 

described before, i.e. computations are carried out in the 

same way but real values are approximated to the closest 

integer. The approximation does not seem to significantly 

affect the performance of the integer PSO [14]. 

(1) Define control variables (vg1, vg2, vg5, vg8, vg11, 

vg13, T1, T2, T3, T4, QC3, QC10 and QC24) within 

their permissible range, define population size, no of 

iteration (=200), assume suitable values of PSO 

parameters, input the data of 30 bus test system 

(2) Take iter=0 

(3) Randomly generate the population of particles and 

their velocities 

(4) For each particle run NR load flow to find out 

losses. 

(5) Calculate the fitness function of each particle 

using equ. (2) 

(6) Find out “personal best (Pbest)” of all particles 

and “global best(Gbest)” particle from their 

fitnesses 

(7) Iter=iter+1 

(8) Calculate the velocity of each particle using equ. 

(3)and adjust it if its limit gets violated 

(9) Calculate the new position of each particle using 

equ. (4) 

(10)For each particle run NR load flow to find out 

losses. 

(11)Calculate the fitness function of each particle 

using    equ. (2) 

(12)For each particle if current fitness(P) is better than 

Pbest then Pbest=P 

(13)Set best of Pbest as Gbest 

(14)Go to step no. 7, until max. no of iterations is 

completed. 

(15)Coordinate of Gbest particle gives optimized values of 

control variables and its fitness gives minimized value of 

losses.  
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IV. SIMULATION RESULTS 

In this work, the optimal locations of FACTS devices are 

found to minimize the cost of installation of FACTS 

devices and to improve system loadability, for single- or 

multi-type FACTS devices using PSO technique. 

 
TABLE 1: COMPARISON OF LOSSES OBTAINED BEFORE AND 

AFTER OPTIMIZATION 

 

S.no. Power Losses before 

optimization 

Losses after 

optimization 

1 Active power 

losses (Ploss) 

MW 

15.73 
14.308 

(fxmin) 

2 Reactive 

power losses 

(Qloss) 

MVAR 

77.56 54.10 

 

TABLE 2: VALUES OF CONTROL VARIABLES AFTER 
OPTIMIZATION 

 

Bus Control variables 
Optimized values 

(Xmin) 

1 Vg1 (pu) 1.082 

2 Vg2 1.043 

5 Vg5 1.044 

8 Vg8 1.041 

11 Vg11 1.090 

13 Vg13 1.056 

6-9 T1 0.969 

6-10 T2 1.015 

4-12 T3 1.033 

27-28 T4 0.982 

3 QC3 (MVAR) 10.778 

10 QC10 7.549 

24 QC24 11.750 

  

 
Fig 2: convergence characteristics of PSO 

 
TABLE 3: SELECTED PARAMETERS OF PSO 

 

1  Population size  50 

2  Acceleration constant (C1, C2)  1.4 and 1.4 

3  Constriction factor  0.729  

4  Max. and Min. inertia weights  0.9 and 0.4 

5  Max. and Min. velocity of 

particles  

0.003 and -0.003 

6  Convergence criterion  200 iterations  

V. CONCLUSION 

In this paper, we have proposed a PSO algorithm to 

place a combination of both STATCOM and IPFC devices. 

The future scope of this paper is a complete cost benefit 

analysis has to be carried out to justify the economic 

viability of the STATCOM and IPFC using different 

combination of optimization techniques. 
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Abstract: In the present paper, a fuzzy logic 

based maximum torque control is proposed for 

a single-phase induction motor (SPIM) with a 

controlled capacitor. The objective of the 

control algorithm is to find the capacitor 

valued related to the maximum torque for any 

rotor speed value during the starting period. 

The fuzzy logic-based method has the 

advantage that adaptively changes the step size 

of the control variable and this manner the fast 

convergence is achieved. The complete control 

system have been developed and validated by 

simulation results. 

Keywords: Single phase induction motors, 

maximum torque coutrol, fuzzy logic 

optimization. 

 

 

I.  INTRODUCTION 

 

The single-phase induction motor (SPIM) is 

widely used in industrial applications such as 

compressors, pumps, air condensers and 

households. The most common type of SPIM 

uses two capacitors. The larger capacitor is only 

used in the starting period to increase the 

starting torque while the one of smaller value 

(running capacitor) is permanently connected in 

series with the starting winding to improve the 

motor efficiency. A centrifugal switch is used to 

disconnect the running capacitor when the 

motor run up to speed. The use of two 

capacitors, together with the centrifugal switch, 

increases the overall cost of the system. 

 

 

 

 The centrifugal switch and the starting 

capacitor can be eliminated using as witched 

capacitor with electronic switch to improve the 

performance of the SPIM and reduce the cost of 

the system [1]-[Z].U sing this approach the 

effective capacitance of the running capacitor 

can be adjusted to obtain the maximum torque 

for any rotor speed during the starting period. 

 

The maximum SPIM torque is a non-linear 

function of both the speed and the capacitor. In 

[I]the steepest ascent method is used to find the 

optimal capacitor value that realize the 

maximum torque for any rotor speed. The step 

size of the steepest ascent method can in hence 

the convergence rate to the optimal torque. If the 

step size is small the convergence rate will be 

very slow. If the step size is large, the SPIM 

torque may appear to oscillate. In the present 

paper, a fuzzy logic based maximum torque 

control is proposed for a SPIM with a controlled 

capacitor. The fuzzy logic-based method has the 

advantage that adaptively changes the step size 

of the control variable and this manner the fast 

convergence is achieved [3,4]. The complete 

control system have been developed and 

validated by simulation results. 
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II. MATHEMATICAL MODEL 

 

The mathematical model of the single-phase 

induction motor in the stationary reference 

frame q-d can be expressed by the following 

equations [5]-[6]: 

 

 

 

 

From equations (15)-(24) it is evident that the 

performance of the single-phase induction 

motor its affected by the capacitor C connected 

in series with the auxiliary winding.  
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III.  FUZZY LOGIC MAXIMUM TORQUE 

CONTROLLER 

The maximum torque control for a single-phase 

induction motor can be written as an  

 

 

 

optimization problem in a natural way. The 

objective of the control algorithm is to find the 

capacitor valued related to the maximum torque 

for any speed value and equation (24) is the 

objective function of the optimization problem. 

To find the capacitor value a fuzzy logic 

controller is used. The input variables to the 

fuzzy controller are the increment of the motor 

electromagnetic torque and the last change of 

the capacitor value AC, which are defined as 

follows at kth sampling interval: 

 

 
 

The output variable of the fuzzy controller is the 

Change step AC, which is generated from the 

input variables through fuzzy infererice and 

defuzzification. 
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IV. SIMULATION RESULTS 
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Fig 1 : Split –phase induction motor simulation 

model 
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Fig 2 : With conventional controller i.e.PID 

CONTROLLER 

 

 

Fig 3(a), (b): speed and torque and capacitor 

voltage versus time with PID controller 
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Fig 4: Simulation model with Fuzzy Logic 

Controller 
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Fig 5(a), (b): speed and torque and capacitor 

voltage versus time with FLC controller 

 

Fig 6: Capacitor versus Speed 

V. CONCLUSION 

 

The design of a fuzzy logic base maximum 

torque control for a SPIM has been presented in 

this paper. The method uses a fuzzy controller 

to adjust adaptively the effective capacitor until 

the maximum torque value is reached, resulting 

in fast convergence of the search process. The 

overall system was validated trough simulation 

studies. 

 

From the simulation results, it can be 

appreciated that substantial improvement in the 

drive performance can be obtained with the 

fuzzy logic approach. Thus a shorter 

acceleration time and larger torque is obtained 

by using the effective capacitor value from the 

fuzzy controller output. 
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       Abstract—This research is proposes a novel to approach   

extensive input voltage applications using Two switch BUCK-
BOOST converter. In order to get high efficiency over the 

unharmed input voltage . The TSBB converter is activated in 
buck mode at input voltage is higher than the output voltage and 
boost mode at input voltage is lower than the output voltage 

search operation is called dual-mode mechanism. The detached 
of this paper is to propose an input voltage feed-forward (IVFF) 

method to eliminate the effect of the input voltage disturbance 
on the output voltage. Based on the derived its small signal modes 
the IVFF functions under  different operating modes are derived 

and a two mode control scheme with IVFF compensation is 
proposed to achieve automatic selections of operating modes and 
the corresponding IVFF function simultaneously and, nearly 

smooth mode switching between buck and boost modes is also 
guaranteed. For exhibiting the advantages of the proposed 
control scheme clearly, evaluations between the dual-mode 

mechanism with and without IVFF compensation have been 
presented in this paper, counting the output signal of the voltage 

regulator and input-to-output voltage transfer function. 

Index Terms—feed-forward voltage input, low-signal model, 

two-mode control, two-switch buck-boost converter. 
 

I. INTRODUCTION 

THE two-switch buck-boost (TSBB) converter, as shown in 

Fig. 1, is a simplified cascade connection of buck and boost 

converters [1]. Compared with the basic converters, which 

have the ability of both voltage step-up and step-down, such 

as inverting buck-boost, Cuk, Zeta, and SEPIC converters, the 

TSBB converter presents lower voltage stress of the power 

devices, fewer passive components, and positive output 

voltage [2]–[4], and it has been widely used in 

telecommunication systems [4], battery-powered power 

supplies [5], [6], fuel-cell power systems [7], [8], power factor 

correction (PFC) applications [9], [10], and radio-frequency 

(RF) amplifier power supplies [11], all of which have wide 

input voltage range. It is thus imperative for the TSBB 

converter to achieve high efficiency over the entire voltage 

range. Moreover, considering that the input voltages from 

battery and fuel cell fluctuate with the output power, and the 

input voltage in the PFC applications varies with the 

sinusoidal line voltage, a satisfactory input transient response 

preventing large output voltage variation in case of input 

voltage variation is also desired for the TSBB converter. 

               There are two active switches in the TSBB 

converter, which provides the possibility of obtaining various 

control methods for this converter. If Q1 and Q2 are switched 

ON and OFF simultaneously, the TSBB converter behaves the 

same as the single switch buck-boost converter. This control 

method is called one mode control scheme [12], [13]. Q1 and 

Q2 can also be controlled in other manners. For example, 

when the input voltage is higher than the output voltage, Q2 is 

always kept OFF, and Q1 is controlled to regulate the output 

voltage, and as a result, the TSBB converter is equivalent to a 

buck converter, and is said to operate in buck mode. On the 

other hand, when the input voltage is lower than the output 

voltage, Q1 is always kept ON, and Q2  is controlled to 

regulate the output voltage, and in this case, the TSBB 

converter is equivalent to a boost converter, and is said to 

operate in boost mode. Such control method is called two- 

mode control scheme [3], [4]. Compared with one-mode 

control scheme, two-mode control scheme can reduce the 

conduction loss and switching loss effectively, leading to a 

high efficiency over a wide input voltage range, as explained in 

[4]. Besides, in order to achieve automatic switching between 

buck and boost modes, the two-mode control scheme based on 

two modulation signals with one carrier or one modulation 

signal with two carriers was proposed in [14]. 

When the TSBB converter operates in continuous 

current boost mode, it presents a right-half-plane (RHP) zero. 

This RHP zero limits the bandwidth of the control loop, 

penalizing the transient response [15]. Moreover, in the two- 

mode control scheme with automatic mode-switching, only 

one voltage regulator is used for both buck and boost modes, 

and it is often designed to have enough  phase  margin  in 

boost mode by reducing the bandwidth of the control loop, 

thus the transient responses of this converter are deteriorated 

in the whole input voltage range, including both buck and 

boost modes. To improve the transient response of the 

TSBB converter, average current mode control [16], current- 

programmed mode control [17], [18], and voltage mode 

control with a two-mode proportional-integral- derivative 

(PID) [19], 
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Type-III (2–zeros and 3–poles) [20] compensator, or passive 

RC-type damping network [21] are employed. With these 

control schemes mentioned earlier, the influence of the 

input voltage and load disturbances on the output voltage can 

be well reduced, but cannot be fully eliminated. 

 

 
 
 

Fig. 1.    Two-switch buck-boost (TSBB) converter. 
 

For the converter in the applications with wide input voltage 

variation, input voltage feed-forward (IVFF) compensation is 

an attractive approach for improving the transient response of 

the converter, for it can eliminate the effect of the input voltage 

disturbance on the output voltage in theory. The IVFF of the 

buck or boost converter can be implemented in several meth- 

ods: 1) vary either the amplitude of the carrier signal [22], [23] 

or the value of the modulation signal [24]–[26] according to the 

input voltage. However, the variations of the carrier signal for 

the IVFF of the boost converter and the modulation signal for 

IVFF of the buck converter are both inversely proportional to 

the input voltage, which imply that the implementation of this 

IVFF method is complicated relatively for the TSBB 

converter. 

2) Calculate the duty ratio [27]–[30]. Since the duty ratio 

calculation for the buck converter is inversely proportional to 

the 

input voltage, a little complicated realization is also required. 

3) Derive the IVFF function producing zero audio 

susceptibility through the small-signal model [31]–[34]. As 

derived in [31], 

the IVFF functions of buck and boost converters are both in 

proportion to the input voltage, and they are easy to be 

implemented. 
  

So, the IVFF method with derived IVFF function from the 

small-signal model will be adopted in this paper. IVFF 

compensation for the TSBB converter with two-mode control 

scheme has been achieved by varying the peak and valley 

values of the carrier signal in proportion to the input voltage 

in buck and boostmodes, respectively [35], or the peak value 

of the carrier signal and modulation signal in proportion to 

input voltage simultaneously [36]. In these control schemes, 

the selection and switching of operating modes and IVFF 

compensations are not automatic, but require a rather 

complicated mode detector, which is realized by comparing 

the input voltage and outputvoltage and adding auxiliary 

circuits. In addition, considering the carrier signal generators 

of most IC controllers operate from an internally derived 

power supply, the IVFF methods by varying varyingthe 

carrier signal with input voltage are not very general. Thus, 

this paper will combine the two-mode control scheme with 

automatic mode-switching ability and the IVFF functions 

derived from the small-signal models under different 

operating modes together, 

and propose a general, easy implementation, and effective two- 

mode scheme with IVFF compensation, achieving automatic 

selections of the operating modes and the corresponding IVFF 

functions simultaneously. In other words, when the input 

voltage is higher than the output voltage, the TSBB converter 

with this proposed control scheme can operate in buck mode 

and select the IVFF function of this mode automatically. On the 

other side, when the input voltage is lower than the output 

voltage, the TSBB converter can operate in boost mode and 

select the IVFF function of boost mode automatically. 

This paper is organized as follows. Section II 

introduces the two-mode control scheme with automatic mode- 

switching ability for the TSBB converter, and Section III 

derives its small signal models under different operating modes. 

Based on the derived small-signal models, the IVFF functions 

under different operating modes are derived, and a two-mode 

control scheme with IVFF compensation is proposed to achieve 

automatic selections of operating modes and the corresponding 

IVFF functions simultaneously, and nearly smooth mode- 

switching. Besides, the comparisons between the two-mode 

control scheme with and without IVFF compensation are given 

in Section IV. Section V presents the experimental results from 

a prototype with this proposed control scheme, and finally, 

Section VI concludes this paper. 

 

II. TWO-MODE CONTROL SCHEME WITH AUTOMATIC MODE- 

SWITCHING ABILITY 

As shown in Fig. 1, the voltage conversion of the TSBB 

converter operated in continuous current mode (CCM) is [4] 

�ͳ 
 ʹ� − ͳ �� = � 

where d1 and d2 are the duty cycles of switches Q1 and Q2 , 

respectively. 
 

In the two-mode control scheme, d1 and d2 are 
controlled independently. When the input voltage is 
higher than the output voltage, the TSBB converter 
operates in buck mode, where d2 = 0, i.e., Q2 is always 
OFF, and d1 is controlled to regulate the output voltage; 
when the input voltage is lower than the output voltage, 
the TSBB converter operates in boost mode, where d1 = 1, 
i.e., Q1 is always ON, and d2 is controlled to regulate the 
output voltage. Thus, the voltage conversion of the TSBB 
converter with two-mode control scheme can be written as 
the peak-to-peak value of the carrier is Vsaw = VH − VL . 

With the same carrier, in order to achieve the two-mode 
operation as described in (2), only one of ve buck and ve 

boost can intersect vsaw at any time. So, it is required 

that 
 

ve buck − ve boost ≥ Vsaw 

 

Hence, the output signal of the voltage regulator vea, as shown 

in Fig. 2, can be taken as ve boost , and ve buck is composed by 

adding a dc bias voltage, Vbias, to vea , i.e., 
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�� buck= �ea + �bias 

{ 
��_ boost = �ea . 

} (4)
 

Substituting (4) into (3) yields 

Vbias ≥Vsaw. (5) 

 
; and meanwhile ,ve boost  = vea ≤ve buck − Vsaw < VL , 

and thus d2 = 0. Such case corresponds to the buck 
mode of the TSBB converter. When  Vin  < Vo , ve 

boost = vea will be within [VL , VH ], and it inter- sects 
vsaw and thus determines d2 ; and meanwhile, ve buck = 

vea + Vbias ≥ vea + Vsaw > VH , and thus d1 = 1. Such 
case corresponds to the boost mode of the TSBB 
converter. When Vin = Vo , which is the switching point 
of the buck and boost modes, ve boost = VL ,  and  thus 
d2 =  0;  and  meanwhile, ve  buck  ≥ VH , and thus d1 = 1. 

It can be found that ve buck = VH if Vbias = Vsaw , and ve 

buck > VH if Vbias > Vsaw at the mode-switching point, as 
depicted in Fig. 3(a) and (b), respec- tively. So, by 
letting Vbias = Vsaw , i.e., ve buck − ve boost = Vsaw at the 
mode-switching point, the buck and boost modes can be 
smoothly switched from each other. 

 

III. IVFF FOR TWO-MODE CONTROL SCHEME 

 

A. Derivations of DC and Small-Signal Models of the 
TSBB Converter 

 

 

Fig. 2.    TSBB converter under the two-mode control scheme. 

 

 
 

Fig. 3. Two-mode control scheme based on two modulation 

signals and one carrier. (a) Vbias = Vsaw . (b) Vbias > Vsaw . 

 

the peak-to-peak value of the carrier is Vsaw = VH − VL . 

With the same carrier, in order to achieve the two-mode 

operation as described in (2), only one of ve buck and ve 

boost can intersect vsaw at any time. So, it is required that 

ve_ buck – ve_ boost ≥ Vsaw (3) 

 

Hence, the output signal of the voltage regulator vea, as 

shown in Fig. 2, can be taken as ve_ boost , and ve_ buck is 

composed by adding a dc bias voltage, Vbias, to vea , i.e., 

So,  the  modulation  signal  in  (4)  with  Vbias  ≥ Vsaw  can 

achieve the two-mode operation of the TSBB converter. 

When  Vin  > Vo , ve  buck  will  be  within  [VL , VH ],  and  it 

intersects vsaw   and  thus  determines  d1 

As described in [37] and [38], in the averaged switch 
model of a dc–dc converter, the switch is modeled by a 
controlled current source with the value equaling to the 
average current flowing through the switch, and the diode 
is modeled by a controlled voltage source with the value 
equaling to the average voltage across the diode. With this 
method, the averaged switch Model of the  TSBB 
converter can be obtained, as shown in Fig. 4(a), where 
iQ1 = d1 iL and iQ2 = d2 iL , which are the average currents 
flowing through switches Q1 and Q2 , respectively, and vD1 

= d1vin and vD2 = d2vo , which are the average voltages 
across diodes D1 and D2 , respectively. The average values 
of voltage, current, and duty cycle in the averaged switch 
model can be decomposed into their dc and ac 
components, so iQ1, iQ2, vD1 , and vD2 can be expressed as 

iQ1 = IQ1 +�̂Q1 = (D1 +d^1) = (IL + îL) 

= D1 IL + D1 îL + d̂1 IL + d̂1 îL (6) 

iQ 2  = IQ 2 + ̂iQ 2  =  D2 + d̂2 (IL + ̂iL) 

= D2 IL + D2 îL+ d̂2 IL + d̂2 îL (7) 

vD1 = VD1 + ̂v D1 = D1 + d̂11 = (Vin + V^in ) 

= D1 Vin + d1 vˆin (8) 

 
vD 2 = VD 2 + vˆD 2 =  D2 + d2 = (Vo + vˆo ) 

= D2 Vo  + D2 vˆo  + d2 Vo  + d1 vˆo (9) 

where the upper-case letter denotes the dc value, and the 
lowercase letter with hat (∧) denotes the small-signal 
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perturbation.  
 

 
 
 

With small-signal assumption, the average values in (6)– 
(9) can be linearized by neglecting the second-order ac 

terms [1].Then, the dc model of the TSBB converter can be 

gotten by replacing the average values in Fig. 4(a) with the 

dc components in (6)–(9), as depicted in Fig. 4(b). Besides, 

the inductor Lf is short circuit, and the capacitor Cf is open 

circuit in the dc model. Likely, by replacing the average 

values in Fig. 4(a) with the first-order ac components in 

(6)–(9), the small-signal modelof the TSBB converter can 

be obtained, as illustrated in Fig. 4(c). According to (2), 

setting d2 = 0, i.e., D2 = 0, ˆ d2 = 0, and d1 = 1, i.e.,D1 = 1, 

ˆ d1 = 0 in Fig. 4(c), respectively, the small-signal models 

in buck and boost modes can be derived. 

 

B. Derivation of IVFF Functions 

Fig. 5(a) shows a general control block diagram of a dc–dc 

converter [1], whereGvd(s),Gvo v in (s) and Zo (s) are the 

transfer functions of the duty ratio ˆ d, input voltage ˆvin , 

and output currentˆio to the output voltage ˆvo , 

respectively, Gvr (s) is the transfer function of the voltage 

regulator,GPWM(s) is the transfer function of the pulse- 

width modulation (PWM) modulator, ˆvo ref is the output  

voltage reference, and Hvo(s) is the sense gain of  the 

output voltage. As seen, the disturbance of input 

voltage 

ˆvin affects the output voltage through the path with 

transfer function Gvo v in (s). This effect can be 

eliminated by introducing an additional path with 

transfer function 

−Gvo v in (s) from the input voltage to the output 

voltage, as illustrated with the dashed line shown in Fig. 

5(a). Moving the output of −Gvo v in (s) to the output of 

voltage regulator and corresponding transfer function 

being changed to Gff (s), the control block is 

equivalently transformed to that shown in Fig. 5(b). The 

path from ˆvin to ˆvff is called the IVFF path, and the 

IVFF function Gff 

(s) is 

 

 
As shown in Fig. 5(b), the output of Gff (s), i.e., ˆvff , 

is added to the output signal of the voltage regulator, i.e., 

ˆvea 

, forming the modulation signal ˆve . As discussed earlier, 

by setting D2 = 0 and ˆ d2 = 0 in the small-signal model of 

the TSBB converter shown in Fig. 4(c), the small-signal 

model in buck mode can be obtained, and the transfer 

functions of duty ratio and input voltage to the output 

voltage in this mode, Gvd buck(s) and Gvo v in buck(s) can 

be derived as where Lf , Cf , and RLd are the filter inductor, 

filter capacitor, and load resistor of the TSBB converter, 

respectively, and Vin dc and Vo are the input voltage and 

output voltage at the quiescent operation point, 
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respectively. Likewise, by setting D1 = 1 and ˆ d1 = 0 in 

Fig. 4(c), the small-signal model in boost mode can be 

gotten, and the transfer functions of duty ratio and input 

voltage to the output voltage in this mode, Gvd boost(s) 

and Gvo v in boost(s), can be, 

 

 
 

respectively, derived as 

 

 

 
 

where Le = Lf V 2o /V 2in dc. 

The transfer function of the PWM modulator GPWM(s) can 

be expressed as [1] 

 

 
 

Substituting (11), (12), and (15) into (10), the IVFF 

transfer function in buck mode can be derived as 
 
 
 
 

In (17), the term sLe/RLd = sLf V 2o / RLdV 2 in dc is a 

function of frequency, and the factor Le/RLd  = Lf  V 2o  

/RLdV 2in dc reaches its maximum value at full load and 
minimum input voltage. According to the parameters of 
the prototype listed in Table І to appear in Section V, 
the magnitude of sLe /RLd with the full load resistor RLd 

= 21.6 Ω and the minimum input  voltage  Vin  min  = 
250  V  is  depicted  in  Fig.  6. 

Fortunately, the input voltage of the battery-powered 

power supply [5], PFC application [9], RF amplifier 
supply [11], and fuel-cell power system [39] fluctuates 

at low frequency,  andthus  |sLe   /RLd|_1,  as  shown  
in  Fig.  6. 

Therefore, (17) can be simplified as 
 

 
Fig. 6. Magnitude of sLe /RLd as the function of frequency. 

 

VI. CONCLUSION 

For the TSBB converter operated with the two-mode 
control scheme, the small-signal models in buck and 
boost modes are built, and based on which, detailed 
derivations of the IVFF functions under different 
operation modes are given in this paper. With 
reasonable simplification of the IVFF function in boost 
mode, a general, easy implementation and effective two 
mode control scheme with IVFF compensation is 
proposed to achieve automatic selection of operating 
modes and the corresponding IVFF compensations for 
the TSBB converter. Moreover, the switching between 
buck and boost modes in this proposed control scheme 
is nearly smooth. In order to present the merits of this 
proposed control scheme clearly, comparisons between 
the two-mode control scheme with and without IVFF 
compensation, including the output signals of the 
voltage regulator and the input-to-output voltage 
transfer functions, are discussed in this paper. Finally, 
a 250–500 V input, 360 V output and 6-kW-rated 
power prototype is built and tested, and the 
experimental results demonstrate the validity of this 
proposed control scheme, with which high efficiency 
over the whole input voltage range and improved input 
voltage transient response are achieved for the TSBB 
converter. 
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Abstract— This paper presents the control process, which 

measures the dynamic behaviour of second order Model 

Reference Adaptive system (MRAS) using Lyapunov based 

MIT rule for adaptive mechanism. In this rule, a cost 

function is defined as a function of error between the 

outputs of the plant and the reference model, and controller 

parameters are adjusted in such a way so that this cost 

function is minimized. Simulation is done in MATLAB-

SIMULINK with different values of adaptation gain and the 

results are presented for basic MIT rule and Lyapunov 

based MIT rule. 

 

Keywords—Model Reference Adaptive System (MRAS), 

MIT rule, Lyapunov based MIT. 

I. INTRODUCTION 

An adaptive control system provides continuous 

information about present state of plant i.e.; identify the 

process, compares present system performance with 

desired/optimum performance and make decision to adapt 

the system towards the optimum performance.  An 

adaptive control is one of the widely used control strategy 

to design advanced control systems for better 

performance and accuracy.  MRAC is an important 

adaptive controller with adjustable controller parameters 

and adaptive mechanism to adjust the system. 

MRAC has becomes a very efficient and 

systematic method for controlling plants with unknown 

or partially known parameters. Hence the unknown 

parameter variations are minimized depending on 

environmental changes.  An adaptive controller consists  

of two loops an inner loop or normal loop and an outer 

loop or parameter adjustment loop.  This paper deals with 

designing of adaptive controller with MRAC scheme of 

Lyapunov design using MIT rule to control a second 

order system. 

II.  MODEL REFERNCE ADAPTIVE CONTROL 

Principle 

The main aim is to make the output of an unknown 

plant approach asymptotically the output of a given 

reference model.  MRAC control strategy is used to 

design adaptive controller that works on the principle of 

adjusting the parameters (to obtain the reference output) 

so that output of the actual plant tracks the output of the 

reference model having the same reference input. 

 
Fig 1. Model Reference Adaptive System 

A.  Elements: 

Reference Model: 

It is the process output ideally should respond to 

the command signal/reference signal. 

B. Adaptive Mechanism: 

This element is used to modify system performance, 

either by altering the parameters of the adjustable system 

(or) Controller. So that plant could track the reference 

model. Mathematical approaches like MIT rule, 

Lyapunov theory can be used to develop the adjusting 

mechanism.  

In Fig(1), As shown above, Y m(t) is the output of the 

reference model and Y p(t) is the output of the actual 

plant and error e(t) is given as 

 e = yp - ym. -------------------------------------------

Equation(1) 
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 The system performance can be adjusted either by 

modifying the parameters/input signals. In this paper only 

one parameter ∅ is used to describe the Control law. The 

value of ∅ is primarily dependent on adaption gain. 

III. MIT RULE:  

  The MIT rule is the original approach to MRAC. It 

was developed at the Instrumentation laboratory (proper 

laboratory) at MIT. MIT rule was first suggested by 

Whitaker and his co-workers in 1958 in order to develop 

an adaptive autopilot system for aircrafts. This was based 

on Minimization of performance index and led to design 

the rule referred as the MIT rule. MIT rule can be used to 

design a controller with MRAC scheme for any system. 

The cost function is defined as, 

 

J(Ø) = e2/2 ---------------------------------Equation(2) 

 

Where e is the error between the output of plant and the 

model, and ∅ is the adjustable parameter. 

Parameter ∅ is adjusted in such a fashion so that the 

cost can be minimized to zero. To make J small, it is 

reasonable to change the parameters in the direction of 

the negative Gradient of J, that is by Gradient method, 

 

  
𝜕∅

𝜕𝑡
 = −𝛾𝑒

𝜕𝑒

𝜕∅
   --------------------------------Equation (3) 

 

Where, The Partial derivative  
𝜕𝑒

𝜕∅
 is called the sensitivity 

derivative of the system, tells how the error is influenced 

by the adjustable parameter(∅). If it is assumed that the 

parameter changes are slower than the other variables in 

the system, then the derivative  
𝜕𝑒

𝜕∅
 can be evaluated under 

the assumption that ∅ is constant. Equation (3) describes 

the change in the parameter ∅ with respect to time so that 

the cost function J(∅) can be reduced to zero. Here 𝛾 is a 

positive quantity which indicates the adaptation gain of 

the controller. 

Let us assume that the process is linear with the 

functions KG(s), where G(s) is a second order known 

Transfer function and K is an unknown parameter. The 

underlying design problem is to design a controller so 

that our process could track the reference model with 

Transfer function. 

 

Gm(S) = K0G(s) -------------------------------------

Equation(4) 

 

Where K0 – known parameter 

The control law be 

u(t) = ∅ * uc(t)  ------------------------------------ Equation(5) 

 

Where,        ∅ = K0 / K 

The error e = yp - ym 

e(s) = KG(s)U(s) – Gm(S) Uc(s) 

       e(s) = KG(s)∅Uc(s) – K0G(s)Uc(s) 

 

                    
𝜕𝑒(𝑠)

𝜕∅
 = KG(s) Uc(s) 

 

                
𝜕𝑒

𝜕∅
 = K (Ym(s)/K0) 

 

                
𝜕𝑒

𝜕∅
 = K/K0 Ym(s)    ------------------ Equation 

(6) 

 

We have,     
𝜕∅

𝜕𝑡
 = -𝛾e

𝜕𝑒

𝜕∅
 

𝜕∅

𝜕𝑡
 = -𝛾e( K/K0) Ym(s) --------------------------- 

Equation(7) 

 

Introduce the following modification, then 

      
𝜕∅

𝜕𝑡
  = 

𝛾𝜑 𝑒

𝛼+𝜑𝑇𝜑
   The modified control law is 

      u(t) = ∅ * uc(t)   

       
𝜕∅

𝜕𝑡
  =  𝛾    

𝜑 

𝛼+𝜑𝑇𝜑
  e      

Still the modifications lead the damping oscillations as uc 

increases.MIT Rule based systems work as expected as 

well for small adaptation gains. Very complex behavior 

may be obtained from high adaptation gains. To improve 

further, here we present Lyapunov based MIT rule. 

IV. DESIGN OF MRAS USING LYAPUNOV THEORY: 

A. Lyapunov theory: 

We first derive a differential equation for the error, e= 

y-ym. This differential equation contains the adjustable 

parameters. We then attempt to find a Lyapunov function 

and an adaptation mechanism such that the error becomes 

zero.  
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Fig 2. Lyapunov Based MRAS system 

When using Lyapunov theory for adaptive systems, we 

find that  
𝑑𝑉

𝑑𝑡
 is usually only negative semi definite. 

B. Controller Design 

The procedure is to determine the error equation and a 

Lyapunov function with a bounded second derivative. 

The theorm is then used to show boundedness and that 

the error goes to Zero. Consider the following transfer 

function  

∅(𝑆)

𝑇(𝑆)
 = 

𝑑1

𝐽𝑠2+𝑐𝑠+𝑚𝑔𝑑𝑐
    -------------------------Equation (9) 

∅(𝑆)

𝑇(𝑆)
 = 

1.89

𝑠2+0.0389𝑠+10.77
 ----------------------Equation (9) 

The adaptive controller for this system will take of 

the form: 

U = ∅1 uc - ∅2yP    ---------------------------Equation 

(10) 

e = yP – yM 

e = GPu - Gmuc 

yplant = Gpu = (
1.89

𝑠2+0.0389𝑠+10.77
) (∅1 uc − ∅2𝑦𝑝𝑙𝑎𝑛𝑡) 

yplant =  (
1.89∅1

𝑠2+0.0389𝑠+10.77+1.89∅2
)uc -------Equation (11) 

Considering the partial derivative of the error with 

respect to ∅ 1 and ∅ 2 gives the sensitivity derivatives, 

having in mind that Uc does not include either parameter, 

and therefore is inconsequential when evaluating the 

derivative. 

 e =   (
1.89∅1

𝑠2+0.0389𝑠+10.77+1.89∅2
)uc-Gmuc 

𝛿𝑒

𝛿∅1
 =   (

1.89∅1

𝑠2+0.0389𝑠+10.77+1.89∅2
)uc -----Equation (12) 

𝛿𝑒

𝛿∅2
= -  (

1.89

𝑠2+0.0389𝑠+10.77+1.89∅2
)

2
∅1uc--Equation (13) 

𝛿𝑒

𝛿∅2
= - 

1.89∅1

 𝑠2+0.0389𝑠+10.77+1.89∅2
  yplant 

𝑠2 + 0.0389𝑠 + 10.77 + 1.89∅ 2   With s2a1m+a0m 

Taking the derivative of feed forward loop of 

MRAC 

𝛿𝑒

𝛿∅1
 = 

𝑎𝑚1𝑠+ 𝑎𝑚0

𝑠2+𝑎𝑚1𝑠+ 𝑎𝑚0
uc 

𝛿𝑒

𝛿∅2
= 

𝑎𝑚1𝑠+ 𝑎𝑚0

𝑠2+𝑎𝑚1𝑠+ 𝑎𝑚0
yplant 

𝑑∅1

𝑑𝑡
 = -𝛾

𝛿𝑒

𝛿∅1
 e = -𝛾 (

𝑎𝑚1𝑠+ 𝑎𝑚0

𝑠2+𝑎𝑚1𝑠+ 𝑎𝑚0
 𝑢𝑐)e --Equation 

(14) 

𝑑∅2

𝑑𝑡
 = -𝛾

𝛿𝑒

𝛿∅2
 e = -𝛾 (

𝑎𝑚1𝑠+ 𝑎𝑚0

𝑠2+𝑎𝑚1𝑠+ 𝑎𝑚0
 𝑦𝑝𝑙𝑎𝑛𝑡)e-Equation 

(15) 

The results were presented in the following section. 

V. EXPERIMENTAL RESULTS 

Fig 3 MIT based Control Law 
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Fig 4 Modified Control Law 

 

Fig 5 Comparison of output with different gamma values 

 

Fig 6 Lyapunov Based MRAS System 

 

Fig 7 Lyapunov Based MRAS output 

VI. CONCLUSION 

The objective of achieving optimum control within 

the limit and with updating system inputs by direct 

comparison of the Reference Model output with the 

actual plant output was solved with aid of MRAS. In case 

of basic MIT rule, for high gain values, system undergoes 

damping oscillations. In Lyapunov based MIT control, 

optimum performance of system can be obtained and 

experimental results have demonstrated that the proposed 

approach effectively eliminates the error and need for the 

process operators to converge the plant output with 

reference model. 
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Abstract— This paper presents linear quadratic regulator 

(LQR) based on Linear Quadratic Guassian (LQG) theory. 

LQR is an optimal design technique that guarantees a robust 

system. The difficulty lies in choosing a weighting matrix for 

the LQR cost function that gives the desired poles. The LQR 

method guarantees robustness. This paper presents two 

strategic approaches for the design of LQR also gives the 

weighting matrix design. M-file Program is presented for the 

design and results are presented. 

Keywords—Cost function, Estimator design, LQG Control, 

Optimal Control, Robustness. 

I. INTRODUCTION 

In this paper we concentrated on the process of pole 

placement with desired robustness.  Using pole placement 

we can get the desired response but the system is not 

robust.  In order to get robustness we are performing LQG 

mathematical model as an estimator used in the process.  

The simulation results are pictured in the paper, which 

reflects the process robustness. 

One of the fundamental optimal control problem is 

Linear Quadratic Gaussian problem.  The compensator 

linear Quadratic Gaussian is used with the combination of 

Linear Quadratic estimator and Kalman filter for designing 

the controller.  The closed loop stability is guaranteed by 

LQG.  The state space techniques are used in order to know 

the system uses the better controller and its time saving.  

LQG is applicable for both Linear Time Variant and Linear 

time    Invariant. To make the system robust we use system 

parameters to be stochastic.   

To get the desired result we are using pole placement 

technique where in addition with LQG in order to get 

system in a potent form to get reliable result.  The 

substantial design is meant for every optimal control 

design, by using LQG we are providing that substantiality 

which is explained in this paper. 

 

Fig 1 Block Diagram of LQG theory 

 

Fig 2 Basic Schematic of the above diagram: 

II. MATHEMATICAL MODEL 

Process model equation of LQG STR 
𝐴(𝑞)𝑦(𝑡) = 𝐵(𝑞)𝑢(𝑡) + 𝐶(𝑞)𝑒(𝑡) 

Steady state loss function Jyu = E{[y(t)-ym(t)]2 + pu2(t) 

 Let the monic polynomial A(q) and C(q) have degree n.  

C(q) has all zeroes inside the unit disc, Assume, there is no 

nontrivial polynomial that divides A(q), B(q) and C(q) 

A2(q) be the GCD of A(q) and B(q) 

Let A2
+(q) of degree L be the factor of A2(q). 

      A2
-(q) of degree m be the factor of A(q). 

Control law R(q)u(t) = -S(q)y(t) + T(q)ym(t) 

 Where R and S are of degree n+m 

R(q) = A2
-(q) �̂�(q) 

S(q) = Zm�̂�(q) 

�̂� (q)  and  �̂�(q) satisfy the Diophanite equation 
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A1(q) �̂�2(q) �̂�(q) + qmB1(q)�̂�(q) = P1(q) C(q) 

deg�̂�(q) = deg �̂�(q) = n and �̂�(0) = 0 

furthermore 

A(q)=A1(q)A2(q) 

B(q)=B1(q)A2(q) 

�̃�(q)=B1(q)A2
T(q) 

Polynomial P(q) is given by P(q)=A2
T(q)P1(q) 

P1(q): Solution of  spectral factorization 

rp1(q)p1(q-1)=PA1(q)A2
-(q)A1(q-1)A2(q-1)+B1(q)B1(q-1) 

degP1(q)=degA1(q)+degA2
-(q) 

T(q) is T(q) = t0qmC(q) 

Where, t0= P0(1)/ B1(1) 

We can write the equation is  

A(q)r(q)+B(q)S(q) = A2(q)P1(q)C(q) 

LQG solution can thus be interpreted as a pole-

placement controller, where the poles are positioned at the 

zeroes ofA2, P and C.  This is an example of “internal 

model principle. The solution to the LQG problem given is 

closely related to the pole placement design problem. 

 

Fig 3 Control structure 

  Alternative solution to the design problem is to use a state 

space formulation process model is: 

x(t+1)=�̅�x(t)+�̅�u(t)+�̅�e(t) 

y(t)=𝐶̅x(t)+e(t) 

�̅�, �̅�, 𝐶̅ and 𝐾 are given in canonical form 

 𝐴 ̅̅ ̅=[
−𝑎1  1  0 ⋯ 0

⋮ ⋱ ⋮
−𝑎𝑛  0 ⋯ 0

] 

�̅� =[0.......0  b0.........bm]T 

𝐶 ̅=[1 0 .....0] 

𝐾 =[c1-a1.....cn-an]T 

where m=n-d0 

K is optimal steady state gain in kalman filter 

 �̂�(t+1/t)=x(t+1) 

�̂�(t/t)=qI-�̅�+�̅�𝑐̅)-1[Bu(t)+�̅�y(t)] 

det(qI-�̅�+𝐾𝐶̅)=C(q) 

Jx = E{∑ 𝑥𝑁
𝑡=1

T(t)Q1x(t)+pu2(t)+xT(N)Q0x(N)} 

Optimal controller is u(t) = -L(t) �̂�(t/t) 

L(t): time-varying feedback gain through a Riccati 

equation. 

S(t) = [�̅� - �̅� L(t)]T S(t+1) (�̅� - �̅�L(t)) + Q1 + P LT(t) L(t) 

L(t) = (P + �̅�T S(t+1) �̅�)-1B-T S(t+1) �̅� 

S(N) = Q0  //  Limiting controller, 

�̅� = lim
𝑡→∞

𝐿(𝑡) 

Closed –loop characteristic equation is 

P(q) = det (q - �̅� +�̅��̅�) = 0 

The two solutions to the LQG control problem suggest 

two ways to construct indirect LQG-STR. 

III. M-FILE PROGRAM 

The computation model of LQG STR is simulated in the 

given program 

% Enter the continuous plant model 

M = 1; m = 0.1; k = 0.091; b = 0.0036; 

A = [ 0     1    0   0 

     -k/m -b/m k/m   b/m 

      0     0    0    1 

      k/M  b/M -k/M -b/M]; 

B = [0; 0; 0; 1/M]; 

C = [1 0 0 0 

     0 0 1 0 

     0 0 0 0]; % get d, y and u as outputs 

D = [0; 0; 1]; 

% Create the LTI continuous model 

%plant = ss(A, B, C, D, 'InputName', 'Force F (N)', 'Output 

Name' 

%{'Displacement d (m)', 'Displacement y (m)', 'Force F 

(N)'}); 

%set('plant', 'StateName', {d', 'd_dot', 'y', 'y_dot'}) 

% Create the Discrete model with a sampling time of T=0.4 

s. 

T = 0.4; 

ZOH = c2d(plant, T,'zoh'); 

% Retrieve the matrices 

[Phi, Gamma, Cd, Dd] = ssdata(ZOH); 

% Design the regulator by computing the LQR Gain matrix 

K 
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% Set R = [1] arbitrarily and scale the Q matrix 

accordingly. 

% Make Q diagonal 

R = 1; 

Q11 = input('LQR controller Q_11: '); 

Q22 = input('LQR controller Q_22: '); 

Q = diag([Q11 0 Q22 0]); 

K = dlqr(Phi, Gamma, Q, R); 

% Compute the Kalman filter gains 

% Assumerms noise of 1% on each sensor channel 

Rv = 0.01^2 * eye(2); 

% Input Rw 

Rw = input('Enter estimator Rw: '); 

sensors = [1, 2]; % d and y are sensed 

known = [1]; % force u 

P = ss(Phi, [Gamma Gamma], C, [D D], T); 

[Observer, Ko] = kalman(P, Rw, Rv, [], sensors, known); 

% Create the regulator and the closed-loop system 

lqg_reg = lqgreg(Observer, K, 'current'); 

feedin = [1]; % force u 

feedout = [1, 2]; % d and y 

Gcl = feedback(ZOH, lqg_reg, feedin, feedout, +1); 

% Compute and plot the initial condition response 

% Set x_1(0) = 1, all others to zero. 

x0 = zeros(8,1); 

x0(1) = 1; 

figure(1), clf 

initial(Gcl, x0) 

% Plot all states and compare actual values with Kalman 

estimates 

[y, t, x] = initial(Gcl, x0, 10); 

figure(2), clf 

subplot(2,2,1), stairs(t,x(:, [1 5])), grid, legend('x_1=d', 

'x_1hat', 0) 

title('Response of states and predictive estimates to x_1(0) 

= 1'), ... 

xlabel('Time (s)') 

subplot(2,2,2), stairs(t,x(:, [2 6])), grid, legend('x_2=ddot', 

'x_2hat', 0) 

xlabel('Time (s)') 

subplot(2,2,3), stairs(t,x(:, [3 7])), grid, legend('x_3=y', 

'x_3hat', 0) 

xlabel('Time (s)') 

subplot(2,2,4), stairs(t,x(:, [4 8])), grid, legend('x_4=ydot', 

'x_4hat', 0) 

xlabel('Time (s)') 

 

RESULTS: 

 

 
 

Fig 4 Response of predictive Estimators 

 

 
 

Fig 5 Response to the initial conditions 

 

IV CONCLUSION 

The case of pole placement technique is that it places the 

poles at desired locations using state feedback gain matrix. 

Using feedback, the poles of the system can be shifted so 

we can shape the closed loop characteristics of system to 

meet the design requirement. The pole placement method 

can give the desired characteristic but not a robust system. 

So controller design using pole placement may not be 

insensitive to system parameter variations and external 

disturbance. Hence, Design of LQG regulator was 

presented for robustness of system. In m-file programming 

the weighing matrix is designed and results are presented.               
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Abstract— This paper studies a bidirectional D C-D C 

converter with high conversion ratio for renewable 

energy systems. The coupled-inductor technique is used to 

achieve a high conversion ratio with very simple 

control circuits. In discharging mode, the converter 

acts as a two-stage boost converters, controlling one 

power switch to achieve high voltage step-up 

conversion. In charging mode, the converter acts as two 

cascaded buck converters that control two power 

switches simultaneously to achieve high voltage step-

down conversion. The operating principles and 

analysis of the steady-state characteristics are 

discussed in great detail. Finally, a circuit 24/78V is 

simulated in MATLAB/SIMULINK. 

Index Terms: Bidirectional converter, high conversion 

ratio, coupled-inductor. 

 

I. INTRODUCTION 

 

The bidirectional DC-DC converter is widely used in 

renewable energy applications. This converter is able to 

transfer or balance energy between two different DC sources, 

such as fuel cell and battery hybrid supplied power systems, 

island photovoltaic generation systems, and wind power 

systems [1]–[4]. The bidirectional DC-DC converter can be 

applied in uninterruptible power supplies (UPSs) to transfer 

the energy between source a n d  battery [5]. The bidirectional 

DC-DC converter plays an important role in system back up or 

in reserving energy for the battery. Figure 1 shows the 

application of this converter in a hybrid renewable energy 

supply sys tem. The battery can balance the energy between 

the power source and the load. The voltage difference 

between the battery and the DC bus is large, thus, a 

bidirectional DC-DC converter with high step-up/down 

voltage conversion ratio is required. The conventional 

boost/buck bidirectional converter is not suitable in such 

applications because the conversion ratio will be significantly 

reduced by parasitic elements. the active components of the 

single-stage cascaded bidirectional DC-DC converter will 

suffer higher current stress and conduction losses [15]. The 

bidirectional converter used coupled-inductor technology to 

achieve a high voltage conversion ratio [16]–[18]. However, 

the energy stored in the leakage inductor of the coupled 

inductor causes a high voltage spike on the power switches 

[19]–[21]. 

 

 

The bidirectional converter being studied is constructed of a dual 

boost/buck converter to achieve a high voltage conversion ratio by 

employing a coupled-inductor technique. Fig. 2 shows the 

configuration of the bidirectional converter, which has the following 

features: 1) the converter achieves high voltage conversion ratio at 

step-up or step-down stage; 2) solitary control with signal in either 

step-up or step-down operating condition, an effectively simplified 

control circuit; 3) the   leakage-Inductance energy of the coupled 

inductor is r e c y c l e d , thus reducing the voltage stress on power 

switches; 4) a low RDS-ON switch can be selected to improve 

system efficiency. 

 

 
 

Fig. 1 Renewable energy hybrid supply system. 

 

II.CONFIGURATION OF BIDIRECTIONAL CONVERTER 

 

 The converter is used for the bidirectional transfer of 

energy between the low voltage side VL, which is connected to a 24 

V battery, and the high voltage side VH, which is connected to a 78 

V DC bus. Fig. 2 shows the configuration of the bidirectional 

converter. 

 

 
 

Fig. 2 shows the configuration of the bidirectional converter. 

The following conditions were assumed in analyzing the steady-

state characteristics of the proposed converter: 

1. All the circuit components are ideal. 

2. The capacitors CL, C2, and CH are large enough, and the 

voltages can be treated as constant. 

3. The magnetizing inductance Lm of the coupled inductor is large 

enough, and the converter is operated in continuous conduct 

mode (CCM).
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The component parameter of coupled inductor turns ratio 

Np: Ns is 1:3, Lm/Lk is 8/24.In discharging mode, the 

converter acts as a two-stage boost converters, controlling 

one power switch to achieve high voltage step-up 

conversion. The power switch S1 is the main power 

switch. The switches S2 and S3 are off during the entire 

period. In charging mode, the converter acts as two 

cascaded buck converters that control two power switches 

simultaneously to achieve high voltage step-down 

conversion. Power switches S2 and S3 are controlled 

simultaneously and switch S1 is off. 

 

III.  SIMULATION RESULTS: 

 

The specifications and component parameters are as 

follows: VL  = 24 V, VH = 78 V, fs = 50 kHz, n = 3, 

Lm = 37µH, CL = 220 µF, and C2 = CH = 300 µF. 

The circuit is simulated in MATLAB/SIMULINK. 

The following is the simulation circuit in discharging 

mode. 

 

 

Fig 3. Simulation circuit in discharging mode 

 

The output in discharging mode is shown in Fig 4. It 

shows the output 24V is boosted up to 78V. 

 

 

Fig 4. Output in discharging mode 

 

The following is the simulation circuit in charging 

mode. 

 

Fig 5. Simulation circuit in charging mode 

 

The output in charging mode is shown in Fig 6. 

 

 

Fig 6. Output in charging mode 

 

IV.  CONCLUSIONS 

This paper has studied a bidirectional DC-DC converter for 

renewable energy systems. The converter can achieve high conversion 

ratio using the coupled-inductor technique.  
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Abstract—Variable-speed permanent magnet 

synchronous machines(PMSMs) are widely used in 

many high performance applications, such as electric 

vehicles, wind turbines, and robotics. The PMSM can 

be thought of as a cross between an AC induction motor 

and a brushless DC motor (BLDC). They have rotor 

structures similar to BLDC motors which contain 

permanent magnets. Field Oriented Control is the most 

popular control technique used with PMSMs. As a 

result, torque ripple can be extremely low, on par with 

that of ACIMs.[4][5] However, PMSM motors provide 

higher power density for their size compared to ACIMs. 

The rotor flux is already established in a PMSM by the 

permanent magnets on the rotor. 
 

 Keywords—PMSMS(permanent magnet synchronous 

machines),BLDC,( brushless DC motor)ACIMs(AC 

INDUCTION MOTOR),AFC (ADAPTIVE FUZZY LOGIC 

CONTROLLER) 

I. INTRODUCTION 

The saliency exhibited by IPM motors can also provide an 
additional benefit in sensor less control applications. 
However, these tools suffer from a heavy computation. In 
this paper, we propose a Lyapunov stability based 
adaptation technique as an alternative to the conventional 
heuristic tuning methods. Thus, the stability of the 
proposed approach is guaranteed unlike many 
computational intelligence based controllers. Moreover, 
the proposed adaptive fuzzy logic controller (FLC) uses a 
computational efficient membership functions and 
operators to alleviate the computational burden 
associated with soft computing tools which makes it 
practically realizable. 

II. PMSM DYNAMICS 

PMSM Modelling: The PMSM dynamic mathematical 

model[1] in the d–q axes rotational reference frame can be 

described by the following equations derived from PMSM 

equivalent circuit as shown in fig. 

vd =R id + Ld 
d

dt
*id − Lqp ω iq  (1a) 

vq =R iq + Lq 
d

dt
*iq + Ld p ω id + p λ ω            (1b) 

 

 

τ  =
3

2
 p [(Ld − Lq) id iq + λ iq] .               (1c) 

The mechanical equations of motion can be expressed by 
d

dt
*ω =1/J (τ − τF − τL)                 (2a) 

d

dt
 θ =p ω                  (2b) 

where 

vd, vq   voltage in d–q axes; 

id, iq   current in d–q axes; 

Ld, Lq   inductance in d–q axes; 

τL   load torque; 

τF   friction torque; 

J   rotor and load inertia; 

θ   rotor electrical position; 

ω   rotor electrical speed 

 
Fig 1. PMSM equivalent model 
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(a)  Friction  
A nonlinear system, in contrast to a linear system, is 

a system which does not satisfy the superposition 

principle – meaning that the output of a nonlinear system is 

not directly proportional to the input. Nonlinearity is a 

common issue when examining cause-effect relations 

Nonlinearity without explanation can lead to random, un-

forecasted outcomes. Examples of nonlinearities are dead 

zone, friction, etc.  

Friction is generally described as the resistance to 

motion when two surfaces slide against each other. In most 

cases friction is a useful phenomenon making many 

ordinary things like walking and the brake in a car possible. 

On the other hand friction can also cause undesirable 

effects. For high precision mechanical motion systems for 

example, friction can deteriorate the performance of the 

system. Possible unwanted consequences caused by friction 

are steady-state errors, limit cycling and hunting.  

(b) Friction Modeling 

The complexity of system (1) and (2) is increased even 

further by adopting a highly nonlinear a priori unknown 

friction model that is composed of Coulomb, viscous, and 

static friction terms. The model of such a memoryless 

friction is described by 

τF = Fc sign(ω) + Fvω +Fs sign(ω) e−(ω/ηs)2       

where Fc, Fv, and Fs are the Coulomb, viscous, and static 

friction parameters, respectively, and ηs is the rate of decay 

of the static friction term. 

 

III.  FUZZY LOGIC SYSTEM 

(a) Fuzzy Logic 

In this context, Fuzzy Logic is a problem-solving 

control system methodology that lends itself to 

implementation in systems ranging from simple, small, 

embedded micro-controllers to large, networked, multi-

channel PC or workstation-based data acquisition and 

control systems. FL's approach[2] to control problems 

mimics how a person would make decisions, only much 

faster. 

FL incorporates a simple, rule-based IF X AND Y 

THEN Z approach to a solving control problem rather than 

attempting to model a system mathematically. The FL 

model is empirically-based, relying on an operator's 

experience rather than their technical understanding of the 

system. For example, rather than dealing with temperature 

control in terms such as "SP =500F", "T <1000F", or 

"210C <TEMP <220C", terms like "IF (process is too cool) 

AND (process is getting colder) THEN (add heat to the 

process)" or "IF (process is too hot) AND (process is 

heating rapidly) THEN (cool the process quickly)" are 

used.  

 

Fig 2: The Fuzzy logic control analysis method. 

(b) Fuzzification: The fuzzification comprises the process 

of transforming crisp values into grades of membership 

for linguistic terms of fuzzy sets. This is achieved with the 

different types of fuzzifiers (membership functions). The 

simplest membership functions are formed using straight 

lines. The simplest is the triangular membership function, 

and it has the function name trimf. The trapezoidal 

membership function, trapmf, has a flat top and really is 

just a truncated triangle curve. These straight line 

membership functions have the advantage of simplicity. 

The membership function is used to associate a grade to 

each linguistic term.  

For each input and output variable selected, we 

define two or more membership functions (MF), normally 

three but can be more. We have to define a qualitative 

category for each one of them, for example: low, normal or 

high. The shape of these functions can be diverse but we 

will usually work with triangles and trapezoids (actually 

usually pseudo-trapezoids) For this reason we need at least 

three (for triangles) or four (for trapezoids) points to define 

one MF of one variable. 

 
Fig 3: Membership functions 

 

Fuzzy sets can be represented as membership function μA 

that associates with each element x of the universe of 

discourse X, a number μA(x), i.e., membership grade, in 

the interval [0, 1]. The fuzzifier maps a crisp input x ∈X 

into a fuzzifiedvalue A ∈ U (Universe). 

http://en.wikipedia.org/wiki/Linear_system
http://en.wikipedia.org/wiki/System
http://en.wikipedia.org/wiki/Superposition_principle
http://en.wikipedia.org/wiki/Superposition_principle
http://en.wikipedia.org/wiki/Proportionality_(mathematics)#Direct_proportionality
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1) Singleton fuzzification: fuzzy set A with support xi,   

where μA(xi) = 1, for x = xi and μA(xi) = 0, for x _= xi. 

2) Non-singleton fuzzification: μA(xi) = 1, 

 for x = xi and decreases from 1 to 0 when moving away 

from x = xi. 

 

(c) Defuzzification 

 

 Defuzzification is the last step to get the final output crisp 

value as shown in fig4 i.e. fuzzy inference engine. It is the 

process of producing a quantifiable result in fuzzy logic, 

given fuzzy sets and corresponding membership degrees. It 

is typically needed in fuzzy control systems. These will 

have a number of rules that transform a number of 

variables into a fuzzy result, that is, the result is described 

in terms of membership in fuzzy sets. 

A common and useful defuzzification technique is centre of 

gravity. First, the results of the rules must be added 

together in some way. The most typical fuzzy set 

membership function has the graph of a triangle. 

 

 
 

Fig 4: Fuzzy Inference Engine 

 

Now, if this triangle were to be cut in a straight horizontal 

line somewhere between the top and the bottom, and the 

top portion were to be removed, the remaining portion 

forms a trapezoid. 

 

IV. ADAPTIVE CONTROL 

(a)Adaptive Control: It covers a set of techniques which 

provide a systematic approach for automatic adjustment of 

controllers in real time, in order to achieve or to maintain a 

desired level of control system performance when the 

parameters of the plant dynamic model are unknown and/or 

change in time.         

  Consider the case, when the parameters of the 

dynamic model of the plant to be controlled are unknown 

but constant. In such cases, although the structure of the 

controller will not depend in general upon the particular 

values of the plant model parameters, the correct tuning of 

the controller parameters cannot be done without 

knowledge of their values. Adaptive control techniques can 

provide an automatic tuning procedure in closed loop for 

the controller parameters. In such cases, the effect of the 

adaptation vanishes as time increases. Further insight into 

the operation of an adaptive control system can be gained if 

one considers the design and tuning procedure of the 

“good” controller. 

The unknown and immeasurable variations of the 

process parameters degrade the performances of the control 

systems. Similarly to the disturbances acting upon the 

controlled variables, one can consider that the variations of 

the process parameters are caused by disturbances acting 

upon the parameters (called parameter disturbances). These 

parameter disturbances will affect the performance of the 

control systems. Therefore the disturbances acting upon a 

control system can be classified as follows: (a) disturbances 

acting upon the controlled variables; (b) (parameter) 

disturbances acting upon the performance of the control 

system.  

A similar conceptual approach can be considered for the 

problem of achieving and maintaining the desired 

performance of a control system in the presence of 

parameter disturbances. The output of the adaptation 

mechanism will act upon the parameters of the controller 

and /or upon the control signal in order to modify the 

system performance accordingly. 

For example, as an aircraft flies, its mass will slowly 

decrease as a result of fuel consumption; a control law is 

needed that adapts itself to such changing conditions. 

Adaptive control is different from robust control in that it 

does not need a priori information about the bounds on 

these uncertain or time-varying parameters; robust control 

guarantees that if the changes are within given bounds the 

control law need not be changed, while adaptive control is 

concerned with control as shown in fig5. 

 

          Fig 5: Adaptation Scheme 

An adaptive control system measures a certain performance 

index (IP) of the control system using the inputs, the states, 

the outputs and the known disturbances. From the 

comparison of the measured performance index and a set of 

http://en.wikipedia.org/wiki/Fuzzy_logic
http://en.wikipedia.org/wiki/Fuzzy_control
http://en.wikipedia.org/wiki/Fuzzy_sets
http://en.wikipedia.org/wiki/Triangle
http://en.wikipedia.org/wiki/Trapezoid
http://en.wikipedia.org/wiki/Robust_control
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given ones, the adaptation mechanism modifies the 

parameters of the adjustable controller and/or generates an 

auxiliary control in order to maintain the performance 

index of the control system close to the set of given ones 

(i.e., within the set of acceptable ones)[4]. 

 

When an adaptation loop is added, the damping of the 

system response will be maintained when changes in 

parameters occur. The operation of the adaptation loop and 

its design relies upon the following fundamental 

hypothesis: For any possible values of plant model 

parameters there is a controller with a fixed structure and 

complexity such that the specified performances can be 

achieved with appropriate values of the controller 

parameters. Therefore, the task of the adaptation loop is 

solely to search for the “good” values of the controller 

parameters. 

 

(b )Parameter Estimation 

 

The foundation of adaptive control is parameter estimation 

[6]. Common methods of estimation include recursive least 

squares and gradient descent. Both of these methods 

provide update laws which are used to modify estimates in 

real time (i.e., as the system operates). Lyapunov stability 

is used to derive these update laws and show convergence 

criterion (typically persistent excitation). Projection 

(mathematics) and normalization are commonly used to 

improve the robustness of estimation algorithms. 

 

Fig 6: Parameter estimation in adaptive control stratergy 

The challenges to adaptive control of a machine 

with friction are not unlike the general challenges of 

adaptive control: The stability and convergence proofs are 

obtained from the so-called ideal problems, Those 

restrictive assumptions about the systems to be controlled 

may not hold in a practical case. 

Adaptive control can only offer a solution when the 

structure of the plant dynamics and the disturbances that act 

on it are available. When the model is not available or 

when many parameters cannot be determined, learning 

control may be considered. Therefore, only a limited set of 

parameters or the parameters of a simplified model will be 

adapted on-line. 

V. ADAPTIVE FUZZY CONTROL STRATEGY 

 

In indirect adaptive fuzzy control, the fuzzy logic 

systems are used to model the plant. Then a controller is 

constructed assuming that the fuzzy logic system 

approximately represents the true plant. Feedback 

linearization techniques for nonlinear control system design 

have been developed in the last two decades.               

These signals are quantized into eight levels. 

 The rules are based on three hypotheses: 

 i) When the input signals are far from their 

respective nominal zero-valued surfaces, then the FLC’s 

output assumes a high value;  

ii) when the inputs are approaching the nominal 

zero-valued surfaces, the output is adjusted to a smaller 

value for a smoother approach; 

  iii) once the inputs are on the nominal zero-valued 

surfaces, then the output is set to zero. This way, the FLC 

forces the machine’s speed error eω and its derivative e˙ω to 

approach zero.  

The control strategy of PMSM with adaptive fuzzy 

controller is shown in fig7. 

 

             
 

Fig 7: control strategy of PMSM with AFLC 

   

           

VI. RESULT ANALYIS 

 

                     Table 1: Motor Parameters 

 

 

http://en.wikipedia.org/wiki/Parameter_estimation
http://en.wikipedia.org/wiki/Parameter_estimation
http://en.wikipedia.org/wiki/Recursive_least_squares
http://en.wikipedia.org/wiki/Recursive_least_squares
http://en.wikipedia.org/wiki/Gradient_descent
http://en.wikipedia.org/wiki/Lyapunov_stability
http://en.wikipedia.org/wiki/Projection_(mathematics)
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To demonstrate the performance of the proposed 

control scheme, a set of computer simulation runs is carried 

out on an interior PMSM model and has been used to 

design industrial controllers for PMSM based products 

such as hydroelectric and wind turbines[3]. In practice, a 

480-V/60-Hz 3φ ac source is fed to a rectifier through a ΔY 

transformer to generate a dc voltage of 800 V. For 

simulation purpose, a power supply is used to deliver the 

system with a constant nominal dc link voltage of 800 V. 

The dc link voltage drops are ignored, and the inverter is 

taken as an ideal. 

 

The advantage behind the use of the adaptive fuzzy 

controller is clearly shown by very good tracking 

performance and negligible amplitude where the speed 

error is kept in, i.e., 0.01%, within sensors resolution. On 

the other hand, although d–q axes currents are not 

explicitly controlled by current loop regulators as in many 

conventional control techniques, the proposed controller 

was able to provide smooth control signal, which yields 

smooth d–q axes currents. 

 

 
 

Fig 8: Simulation model with adaptive controller of PMSM  

 

 
 

Fig 9: Simulation results of adaptive controller 

 

 
Fig 10: Simulation model with adaptive fuzzy controller of 

PMSM 

 

 
 

Fig 11: Simulation results with Adaptive fuzzy logic 

controller. 

 

VII. CONCLUSIONS 

 

An adaptive fuzzy control strategy has been 

proposed for high-performance PMSM drives. In this 

control strategy, a fuzzy controller is combined with 

indirect adaptive controller to cope with structured and 

unstructured uncertainties, which yields robustness to 

parameters variation. Results show good performance for 

rotor speed tracking in transient, steady state, and standstill 

conditions. Startup and speed reversal transient operations 

demonstrate the effectiveness of the adaptive controller in 

dealing with these burdensome situations. It is noteworthy 

that this performance is achieved with a single controller 

rather than several controllers as in the vector control 

strategy. Hence, the adaptive fuzzy logic capabilities are 

instrumental in achieving control accuracy needed for high-

performance drives, and their inherent parallelism makes 

them a good candidate for implementation in real-time 

PMSM drive systems. 
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Abstract - In this paper, multi-node hybrid Cooperative cellular 

communication is considered with Amplify and Forward (AF) 

and Decode and Forward (DF) replaying protocols. Most of 

researchers have evaluated the performance of cooperative 

communication either with DF or AF relaying protocols. 

Considering single DF relay at midway between Source and 

Destination, for fixed target error probability we have evaluated 

the performance of multiple AF relays with shortest path relay 

selection criteria. The analysis is further extended to compare the 

energy consumption per bit for selected multiple AF and single 

DF relays. 

Keywords: Amplify and Forward, Decode and Forward, High 

Speed Uplink Packet Access, Target error Probability, Shortest path 

relay selection.   

I. INTRODUCTION 

Wireless transmission suffers from random fluctuations in 
received signal at the destination known as fading. Diversity is 
one of the powerful techniques to mitigate fading. By using 
diversity technique, the transmitter sends more than one copy 
of the message to the receiver and it can use these multiple 
copies to detect the message correctly [1-2]. It is hardware 
complexity; cost and signal processing will be introduced if 
multiple antennas are used on mobile equipments. To mitigate 
these problems and maintain same performance, a new way of 
realizing diversity has been introduced, which is known as 
cooperative diversity [3]. 

In cooperative wireless communication, a source transmits 
a message to a destination with the assistance of a relay. The 
relay listens to the source‟s transmission and may retransmit 
the message to the destination. By combining the source and 
relay transmissions, and depending on the relaying protocol 
used, the destination can achieve diversity against fading 
without the use of an antenna array at any terminal [4-5]. 

An information-theoretical analysis of outage behavior has 
shown that a Decode-and-Forward (DF) relaying protocol 
achieve diversity by decoding and re-encoding transmitted 
message [4-6]. In the same way diversity is also achieved 
when the relay simply amplifies and forwards the message 
with Amplify-and-Forward relaying (AF). It is observed in [7-

8], the relay in mid way between source and destination 
provides optimal performance gain. 

In the literature survey, most of the researchers 
concentrated on either AF or DF relaying protocols. The 
performance of AF is evaluated in multiple relay networks 
with various relay selection strategies. But it is observed that 
no researcher concentrated on suboptimal performance 
comparison of number of AF relays with mid way DF relay 
for fixed target error probability. In this paper we have 
consider the above problem and evaluated the performance by 
selecting multiple AF relays in multiple hops for the fixed 
target error probability of DF and the evaluation is further 
performed over energy consumption. 

The paper organized as follows. Section II, we presents 
system modeling for the above consider assumption with 
multiple AF relays and mid way DF relay. Relay selection 
criteria with shortest path algorithm presented in section III. 
Symbol Error Rate and energy analysis of AF and DF for the 
fixed target error probability are presented in section IV. 
Section V and VI presents simulation results and conclusion. 

II. SYSTEM MODEL 

Consider a relay based multi node hybrid cooperative 
wireless network with L hops as shown in Figure 1, which 
contain two set of relaying nodes operating with either amplify 
and forward and decode & forward relaying. All the wireless 
links in the network are modelled in Rayleigh fading with zero 
mean.  

 

 

 

 

 

 

 

 

 

 

Fig 1. Multi Node Hybrid Cooperative Wireless Network 
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Due to the broadcast nature of the wireless communication 
channel, the symbols from the source is received by two sets 
of relaying nodes and destination (D) in phase-I. The received 
symbols at destination D and relaying nodes is  

SDxSDhSDPdSDy 
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where P is the transmitted source  power, x represents 
information sequence x={x1,x2,x3……….xN}, dSD, dSki are the 
distance between source - destination and  source – i

th
 relay 

respectively. Channel gain between the source and the i
th

 relay 
terminal and the source and the destination are denoted by hSKi 
and hSD which are modelled as complex gaussian random 

variable i.e., 
422 

 ijdijijh  , Where 
2

ij and ijd are the 

variance and distance between i-j link. SD , 
iSk

  represent 

additive noise. 

In phase-II, the selected relay nodes in each set cooperates 
the source to transmit the symbols to destination D by 
performing respective relaying operation. The symbols from 
the source and relay nodes Ki (Ri,& ri )are combined using 
Maximum Ratio Combiner (MRC) at the destination and it is 
given by 

DkDKSDSD ii
yhyhy  0
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III. RELAY SELECTION CRITERIA 

From Fig 1, two set of relaying nodes ri and Ri which 
operates with amplify and forward and decode and forward 
relaying respectively. Using the results from [8], source select 
the one relay node (R) from set Ri which is at mid location to 
obtain better performance, and the best relay selection from 
set ri is based on shortest distance path [9]. The dotted line in 
Fig 1 indicates the Line of Sight, with strongest Received 
Signal Strength (RSS). Let the graphical area (coverage area) 
of all the nodes meet SER < τ is Rc, where τ represents 
Threshold Symbol Error Rate. 

 0),(|),(  DrrSSERrrrS iiiC 
      (3)

 

The best relay „z’ is the node which has the minimum 
distance from the k

th
 on LoS, „k’ i.e., 

 ),(min krdz i   rri               (4) 

The selected relay (z1) in first hop amplifies the received 
signal and retransmits it to the destination, it is given by  
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The selected relay in first hop amplifies the received signal 
and retransmits it to the destination, it is given by (6).  

The destination D combines transmitted source sequence 

and amplified received sequence from selected 
ir of L hops 

using MRC combiner is given as (7).
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IV. ANALYSIS OF SER AND ENERGY CONSUMPTION 

A. Evaluation of Symbol Error Rate 

1) Decode and Forward: 
The closed-form expression for the Symbol Error Rate of 

Decode and Forward system with M-QAM at D is 
approximated as [8], 
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Where noise variance  
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The bit error rate can be re-written as  
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4.1.2 Amplify and Forward 

The Symbol Error Rate (SER) of multi hop Amplify and 
forward system with M-QAM is approximated as 
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The received SNR at a distance d from transmitting node is 

given by 
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                         Where i=0,1,2,…..L-1 

Using (11) the bit error rate in (10) can remodelled as 
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1.1 Evaluation of Energy consumption per Bit 

As per selection criteria, the selected relays assumed to 
have same signal processing units of source.   The total energy 
per bit required per hop with nt number of transmitting and nr 
number of receiving antennas, can be obtain by 
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where 
i

 is the dependent parameter of drain efficiency of 

power amplifier in i
th

 hop, )(_1 iLLd  is the distance between 

L-1 and L nodes,  is the signal power to noise ratio at each 

of the receive node, 
0

N  is AWGN power spectral density,   

is the carrier wavelength, tG and rG  are antenna gains of 

transmitter and receiver respectively, 
li

M is the i
th

 link 

margin compensating hardware process variations and other 

noise or interference, 
f i

N is the receiver noise figure, Rb is 

bit transmission rate. 

V. SIMULATION RESULTS 

For the demonstration of the proposed frame work, we 
assumed that the network is HSUPA, release-6, and the 
parameters used in the simulation are indicated in Table – 1. 

TABLE I. SIMULATION PARAMETERS 

Parameter Specification 

Band width 2000MHz 

Data Rate 5.8Mbps 

Transmitted Power of UE 21dBm 

Number of bits per packet 1024 

Modulation M-QAM 

Combining strategy MRC 

Fig 2 provides the SER performance comparison of multi 
hop AF relays with mid way DF relay for fixed target error 
rate. From the figure we conclude that, the SER performance 
of mid-way DF relay is approximately equal to 4-hop AF 
relaying performance.  

 
Fig 2. Performance of Multi-Hop AF relaying and mid way DF 
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Fig 3 demonstrates the energy consumption per bit for 
each hop of AF relaying protocol and mid way DF relay. From 
this we observed that the energy consumption is increased 
with number of hops of AF relay. 

 

Fig 3. Evaluation of energy consumption per bit 

Fig 4 depicts the end-to-end time delay comparison of 4-
hop AF relaying and mid way DF; it shows that 4-hop AF 
relaying takes more time than mid way DF. 

 

Fig 4. Comparison of time delay of 4-hop AF and mid way DF 

VI. CONCLUSION 

In this paper, we present suboptimal performance 
comparison of multi hop AF relays with mid way DF relay for 
the fixed target error probability. From the simulation results 
we observed that the SER performance of DF is approximately 
equal to 4-hop AF relays and the energy consumption per bit 
and end-to-end time delay of 4-hop AF relay is high than DF. 
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Abstract – This work aims to extend a document 

representation model which is elegant by combining the 

versatility of the vector space model, the increased relevance 

of the suffix tree document model, which takes word ordering 

into account and retaining the relationship between words 

like synonyms. The effectiveness and the relevance of this 

document model can be evaluated by a partitioning 

clustering technique K-Means and then a systematic 

comparative study of the impact of similarity measures in 

conjunction with different types of vector space 

representation on cluster quality may be performed. This 

document model will be called the concept based vector suffix 

tree document model. 

 

Keywords – Wireless Network, Failures, Checkpoints, 

Rollback Recovery. 

 

I. INTRODUCTION 
 

The most popular way for representing documents is the 

VSM, because of its speed and versatility. TF-IDF score 

can be computed easily, so this model is fast. In the worst 

case the document needs to be traversed twice for 

computing document frequencies and TF-IDF values.  To 

overcome the bag of words problems, text documents are 

treated as sequence of words and documents are retrieved 

based on sharing of frequent word sequences from text 

databases. The sequential relationship between the words 

and documents is preserved using suffix tree data structure 

[1]. Syntax based disambiguation is attempted by 

enriching the text document representations by 

background knowledge provided in a core ontology- 

WordNet. 

This paper is organized as follows. The section 2 deals 

with the related work in text document clustering, section 

3 describes the preprocessing, POS tagging and the use of 

WordNet for replacing words with their Synset IDs.  

Section 4 and Section 5 discusses the document 

representation, similarity measures and their semantics. 

Section 6 describes the steps in the CBVSTDM.  

 

II. RELATED WORK 
 

An approach that combines suffix trees with the vector 

space model was proposed earlier [2] [3]. They use the 

same Suffix Tree Document Model proposed by Zamir 

and Etzioni but they map the nodes from the common 

suffix tree to a M dimensional space in the Vector Space 

Model. Thus, a feature vector containing the weights of 

each node can be used to represent the documents. This 

model can be extended by attempting the word sense 

disambiguation using WordNet. Once the vector of 

weights is obtained, similarity measures and K-Means 

clustering algorithm with the Vector Space Model are 

applied. The lack of an effective measure for the quality of 

clusters which is an important problem with the original 

suffix tree is overcome with this model. 

 

III. DOCUMENTS PREPROCESSING USING 

WORDNET 
 

 Initially we need to preprocess the documents. This step 

is imperative. The next step is to analyze the prepared data 

and divide it into clusters using clustering algorithm. The 

effectiveness of clustering is improved by adding the Part-

Of-Speech Tagging and making use of the WordNet for 

synsets. The most important procedure in the 

preprocessing of documents is to enrich the term vectors 

with concepts from the core ontology. WordNet [7] covers 

semantic and lexical relations between word forms and 

word meanings. The first preprocessing step is POS 

tagging. POS tagging is a process of assigning correct 

syntactic categories to each word. Tag set and word 

disambiguation rules are fundamental parts of any POS 

tagger. The POS tagger relies on the text structure and 

morphological differences to determine the appropriate 

part-of-speech. POS Tagging is an essential part of Natural 

Language Processing (NLP) applications such as speech 

recognition, text to speech, word sense disambiguation, 

information retrieval, semantic processing, parsing, 

information extraction and machine translation. WordNet 

contains only nouns, verbs, adjectives and adverbs. Since 

nouns and verbs are more important in representing the 

content of documents and also mainly form the frequent 

word meaning sequences, we focus only on nouns and 

verbs and remove all adjectives and adverbs from the 

documents. For those word forms that do not have entries 

in WordNet, we keep them in the documents since these 

unidentified word forms may capture unique information 

about the documents.    We remove the stop words and 

then stemming is performed. The morphology function 

provided with WordNet is used for stemming as it only 

yields stems that are contained in the WordNet dictionary 

and also achieves improved results than Porter stemmer. 

The stemmed words are then looked up in the WordNet 

the lexical database to replace the words by their synset 

IDs. These preprocessing steps aim to improve the cluster 
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quality. These steps lead to the reduction of dimensions in 

the term space. 

 

IV. DOCUMENT REPRESENTATION 
 

The representation of a set of documents as vectors in a 

common vector space is known as the vector space model. 

Documents in vector space can be represented using 

Boolean, Term Frequency and Term Frequency – Inverse 

Document Frequency. In Boolean representation, if a term 

exists in a document, then the corresponding term value is 

set to one otherwise it is set to zero.  Boolean 

representation is used when every term has equal 

importance and is applied when the documents are of 

small size. In Term Frequency and Term Frequency 

Inverse Document Frequency the term weights have to be 

set. The term weights are set as the simple frequency 

counts of the terms in the documents. This reflects the 

intuition that terms occur frequently within a document 

may reflect its meaning more strongly than terms that 

occur less frequently and should thus have higher weights. 

Each document d is considered as a vector in the term-

space and represented by the term frequency (TF) vector: 

dtf = [ tf1 , tf2 , ……..tfD ]     (1) 

where tfi is the frequency of term i in the document and D 

is the total number of unique terms in the text database. 

The tf–idf representation of the document  

dtf – idf = [ tf1 log( n / df1 ), tf2 log( n / df2 ),….. 

....., tfD log( n /dfD )]  (2) 

To account for the documents of different lengths, each 

document vector is normalized to a unit vector (i.e., ||dtf-

idf|||=1). In the rest of this paper, we assume that this vector 

space model is used to represent documents during the 

clustering. Given a set Cj of documents and their 

corresponding vector representations, the centroid vector cj 

is defined as: 

1

i j

j i

d Cj

c d
C 

        (3) 

where each di is the document vector in the set Cj, and j is 

the number of documents in cluster Cj. It should be noted 

that even though each document vector di is of unit length, 

the centroid vector cj is not necessarily of unit length. 

 

V. SIMILARITY MEASURES 
 

Document clustering groups similar documents to form 

a coherent cluster. However, the definition of a pair of 

documents being similar or different is not always clear 

and normally varies with the actual problem setting.  

Accurate clustering requires a precise definition of the 

closeness between a pair of objects, in terms of either the 

pair wise similarity or distance [20]. A variety of 

similarity or distance measures have been proposed and 

widely applied, such as cosine similarity, Jaccard 

coefficient, Euclidean distance and Pearson Correlation 

Coefficient. The details of different similarity measures 

are described below. 

5.1 Cosine Similarity Measure 
Classification The most commonly used is the cosine 

function [8]. For two documents di and dj, the similarity 

between them can be calculated 

.
cos ( , )=

i j

i j

i j

d d
d d

d dj d
     (4) 

Where’d, and dj are m-dimensional vectors over the term 

set T= {t1, t2,…tm}.  Each dimension represents a term 

with its weight in the document, which is non-negative.  

As a Result the cosine similarity is non-negative and 

bounded between [0, 1]. Cosine similarity captures a scale 

invariant understanding of similarity and is independent of 

document length. When the document vectors are of unit 

length, the above equation is simplified to:  

cos (di , dj) =  di . dj     

 
Fig.1. Suffix tree for strings “cat ate 

 

When the cosine value is 1 the two documents are 

identical, and 0 if there is nothing in common between 

them. (i.e., their document vectors are orthogonal to each 

other). 

5.2   Jaccard Coefficient 
The Jaccard coefficient, which is sometimes referred to 

as the Tanimoto coefficient [9, 10] measures similarity as 

the intersection divided by the union of the objects. For 

text document, the Jaccard coefficient compares the sum 

weight of shared terms to the sum weight of terms that are 

present in either of the two documents but are not the 

common terms. 

22

.
Jaccard Coff ( , )=

*

i j

i j

i j i i

d d
d d

d d d d 
 

Jaccard Index ( , )=
i j

i j

i j

d d
d d

d d




 

The Jaccard Coefficient ranges between [0, 1]. The 

Jaccard value is 1 if two documents are identical and 0 if 

the two documents are disjoint. The Cosine Similarity may 

be extended to yield Jaccard Coefficient in case of Binary 

attributes. 
5.3 Pearson Correlation Coefficient 

Correlation is a technique for investigating the 

relationship between two quantitative, continuous 

variables, for example, age and blood pressure. Pearson's 
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correlation coefficient (r) is a measure of the strength of 

the association between the two variables. There are 

different forms of Pearson Correlation Coefficient (PCC) 

formula. It is given by 

Pearson Similarity(di,dj) = 

  (5) 

Where TFi = ∑kdik and TFi = ∑kdik m is the no. of terms in 

document d. 

The measure ranges from +1 to -1.  Positive correlation 

indicates that both variables increase or decrease together, 

whereas negative correlation indicates that as one variable 

increases, so the other decreases, and vice versa. When 

Pearson Similarity is ±1 the two documents are identical 

and there is no relation between variables if it is equal to 

zero. 

The Euclidean distance is a distance measure, while the 

cosine similarity, Jaccard coefficient and Pearson 

coefficient are similarity measures. We apply a simple 

transformation to convert the similarity measure to 

distance values. Because both cosine similarity and 

Jaccard coefficient are bounded in [0, 1] and monotonic, 

we take D = 1 − SIM as the corresponding distance value. 

For Pearson coefficient, which ranges from −1 to +1, we 

take D = 1 − SIM when SIM ≥ 0 an d D = |SIM| when SIM 

< 0 

 

VI. STEPS TO BUILD CBVSTDM 
 

Constructing a Suffix Tree Document Model Suffix tree 

document model considers a document d = w1w2:::wmas a 

string consisting of words wiand not characters (i = 1; 2; 

:::;m). A suffix tree of document d is a compact trie 

containing all suffixes of document d. Figure 6.1 is an 

example of a suffix tree composed from three documents. 

The nodes of the suffix tree are drawn in circles. Each 

internal node has at least two children. Each edge is 

labeled with a non-empty substring of a document called a 

phrase, and its suffix node is labeled by the phrase too. 

Then each leaf node in the suffix tree designates a suffix 

of a document and each internal node represents an 

overlap phrase shared by at least two suffixes. The more 

internal nodes shared by two documents, the more similar 

the documents tend to be. 

In Figure 1, each internal node is attached with a box 

respectively. In the practical implementation, each node 

including leaf node maintains a list storing the numbers 

displayed in the box. The numbers in the box designate the 

documents which have traversed the corresponding node. 

Each upper number designates a document identifier and 

the number below designates the traversed times of the 

document. 

Figure 1: Suffix tree for strings “cat ate cheese”,Initially 

suffix trees were introduced by Weiner in 1973 [4]. They 

represent the single most important data structure for 

string representation. Their first big advantage is a 

construction time O(m), linear in the size m of the 

processed string S. Suffix trees are extremely useful 

because of the fact that search time is independent of the 

length of the string. A generalized suffix tree (GST) is 

constructed [5]. A GST [6] is a suffix tree that combines 

the suffixes of a set of strings. Once a generalized suffix 

tree of the document collection is built, the document-term 

matrix, or the TF-IDF matrix can be obtained. This 

document-term matrix can be built with a single traversal 

that is DFS traversal of the suffix tree as these values are 

already stored for each node.  

The following steps are carried out in building 

CBVSTDM: 

1. Collecting the document dataset 

2. Perform POS tagging 

3. Remove stop words  

4. Apply stemming by using the WordNet stemmer 

5. The stemmed words are then looked up in the 

WordNet, the lexical database to replace the words by 

their synset IDs which corresponds to a set of word 

forms which are synonyms 

6. The words with the same synonyms are merged and 

are assigned a unique ID 

7. Unique suffixes are generated 

8. Build a concept based generalized suffix tree 

9. Constructing a document-term matrix from the 

generalized suffix tree 

10. Perform DFS traversal and obtain all word sequences 

11. Retain those frequent word sequences which satisfy 

the minimum support. The minimum support of the 

frequent word sequences is usually in the range of 4-

15%. When the minimum support is too large, the 

total number of frequent words would be very small, 

so that the resulting compact documents would not 

have enough information about the original data set 

12. Thus the feature selection used is DF-thresholding 

13. Attach weights to the obtained word sequences using 

either TF or TF-IDF method 

14. The model is now evaluated using K-means 

clustering. The similarity measures that can be used in 

the analysis are Cosine, Jaccard, Euclidean and 

Pearson Correlation Coefficient 
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Abstract— Information deduplication system wipes out 

duplicate copies of data and has been mostly utilize as a part 

of cloud storage space, to decrease storage space and save 

bandwidth. Promising as it seems to be an emerging test to 

perform secured deduplication in cloud storage. In cloud 

situations, clients can store the information or records in 

cloud storage yet it is not an interminably expansive. With a 

specific end goal to decrease the prerequisite of capacity and 

transfer speed, information deduplication has been 

connected. Clients can impart one duplicate of the copy 

records to dispense with repetitive information. In this 

original copy, to ensure better information security we 

properly deal with the issue of accepted information 

deduplication. Security investigation shows that our plan is 

secure as far as the definitions determined in the proposed 

security model. 

 
Keywords— Authorized Duplicate Check, Cloud Computing, 

Confidentiality, Deduplication, Hybrid Cloud. 

 
I. INTRODUCTION 

    To make data administration flexible in cloud 

computing, deduplication is surely an understandable 

system and has to be pulled to considerations. Data 

deduplication eliminates duplicate copy of data in cloud 

storage. The system is utilized to enhance stock usage and 

can likewise be connected to system data exchanges to 

decrease the quantity of bytes that must be sent [1]. As of 

late, distributed computing is getting stylish and gives 

clients more beneficial, cash sparing and efficient 

administrations than traditional structural planning. 

Clients can get diverse administrations and assets by 

uniting with the cloud server. However, if clients don't 

manage any unpredictable equipment and programming 

issues that cloud administration supplier has to handle. 

The clients of storage administration can transfer and 

download the data whenever and wherever by means of 

gadgets interfacing with the cloud. The distributed storage 

suppliers as a rule to perform data deduplication to 

decrease the utilization of capacity. Data deduplication is 

used for searching the excess records and immediately 

stores one duplicate of them. 

 

    The arrival of cloud storage encourages enterprises and 

organizations to outsource data storage to the third-party 

cloud providers, as proved by many real-life case studies. 

One of the critical challenges of today’s cloud storage 

services is to manage the ever-increasing data. The data 

deduplication is actively being used by number of cloud 

backup providers (e.g. Bitcasa) as well as various cloud 

services (e.g. Dropbox). Encryption methods which were 

used conventionally are not well-matched with data 

deduplication while providing data privacy. Customary 

encryption requires distinctive clients to encode their 

information with their own keys by which 

indistinguishable information duplicates, diverse clients 

prompt with diverse cipher texts, making deduplication 

outlandish. Concurrent encryption technique is proposed 

to implement information classifiedness while making 

deduplication practical. It decrypts/encrypts duplicate 

information with a concurrent key, which is acquired by 

figuring the cryptographic hash estimation of the 

substance of the information duplicate. At whatever point 

the key is created clients hold the keys and send the figure 

content to the cloud. To look ahead at an unapproved 

access, a safe confirmation of possession convention, S. 

Halevi [2], is expected to give verification about the client 

certainly claims to the same record when a copy is found.  

    In this paper, going for productively tackling the issue 

of deduplication with differential benefits in cloud 

computing, we consider a cross breed cloud structural 

planning comprising of an open cloud and a private cloud. 

Dissimilar to existing information deduplication 

frameworks, the private cloud is included as an 

intermediary to permit information proprietor/clients to 

safely perform copy check with differential benefits. Such 

a structural planning is down to earth and has pulled in 

much consideration from specialists. The information 

proprietors just outsource their information stockpile by 

using open cloud, while the information operation is 

overseen in private cloud. 

  

    Furthermore enhancing our system in terms of security, 

we present an advanced scheme for stronger protection by 

encrypting the file with different privilege keys. The users 

without privilege keys cannot carry out the duplicate 

check. Unofficial users cannot decrypt the ciphertext. 
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Finally, we execute a prototype of the proposed certified 

duplicate check and perform the experiments. 

 

    Platform services "Platform as a Service” represented 

as PaaS provides a computing platform using the cloud 

infrastructure. It has all the applications typically required 

by the client deployed on it. Thus the client needs no 

worry regarding purchase and installing the software and 

hardware required for it. Through this service developers 

can get a hold of all the systems and environments 

required for the life cycle of software, be it developing, 

testing, deploying and hosting of web applications. Key 

examples are GAE, Microsoft's Azure.  

 

    Infrastructure services "Infrastructure as a Service” 

represented as IaaS provides the required infrastructure as 

service. The client need not purchase the required servers, 

data center or the network resources. Also the key benefit 

here is that the consumers need to pay only for the time 

duration they use the service. As a result consumers can 

achieve a much quicker service delivery with less cost. 

Examples are GoGrid, Flexiscale, Layered Technologies, 

Joyent and Mosso/Rackspace, Bhaskar Prasad Rimal [3]. 

 

    Below chart shows different layers of cloud computing 

architecture [4].  

 
 

Figure - 1: LAYERS OF CLOUD COMPUTING ARCHITECTURE 
 

II. PRELIMINARIES 

    In this area, we first characterize the documentations 

utilized as a part of this paper, survey some safe 

primitives utilized as a part of our protected deduplication. 

The documentations utilized as a part of this paper are 

recorded beneath. 

 

PoW, Proof of Ownership 

S-CSP, Storage-cloud service provider 

kF, Convergent encryption key for file F 

PU, Privilege set of a user U 

(pkU skU), User’s public and secret key pair 

ϕ′F,p, Token of file F with privilege p 

PF, Specified privilege set of a file F 

 

    Symmetric encryption utilizes a common undisclosed 

key κ to encrypt the data and decrypt data. 

 

Symmetric encryption method consists the following 

 

• EncSE(κ,M) → C is the symmetric encryption algorithm 

that receives the secret κ and message M and then 

outputs the ciphertext C; and 

 

 KeyGenSE(1λ) → κ is the key generation algorithm that 

 produces κ using security parameter 1. 

 

• DecSE (κ,C) → M is the symmetric decryption algorithm 

that receives a secret key κ and ciphertext C and then 

outputs the original message M. 

    Encryption with convergent gives an information 

classifiedness in deduplication. A client (or information 

proprietor) gets a concurrent key from every unique 

information duplicate and encodes the information 

duplicate with the focalized key. Furthermore, the client 

likewise infers a tag for the information duplicate, such 

that the tag will be utilized to recognize copies. Here, we 

accept that the label accuracy property, M. Bellare [5], 

holds i.e., if two information duplicates are same, then 

their labels are also same. To distinguish copies, initially 

client sends the tag to the server area to verify the 

indistinguishable duplicate has been now put away. Note 

that both the focalized key and tag are autonomously 

inferred and the tag can't be utilized to find the united key 

and trade off information privacy. Both the scrambled 

information duplicate and its related tag will be put away 

on the server side. Formally, a focalized encryption plan 

consist of four primitive capacities: 

 

   C → EncCE(K,M) which receives both convergent key K 

and data copy M as an input using symmetric encryption 

algorithm and ciphertext C  is next produced; 

 KeyGenCE(M) → K is the key generating algorithm that 

maps the data copy M to a convergent key K; 

 TagGen(M) → T(M) is a tag generating algorithm that 

maps the original data copy M and outputs a tag T(M); 

DecCE(K,C) → M is a decryption algorithm which 

receives both ciphertext C and convergent key K as an 

input and next outputs the original data copy M;  

 

Proof of Ownership: The thought of an evidence of 

possession (PoW) empowers clients to demonstrate their 

responsibility for duplicates to the capacity server. In 

particular, PoW is actualized as an intelligent calculation 

(signified by PoW) run by a prover (i.e., client) and a 

verifier (i.e., stockpiling server). The verifier infers a short 

esteem ϕ(M) from an information duplicate M. To 

demonstrate the responsibility for information duplicate 

M, the prover needs to send ϕ′ to the verifier such that ϕ′ = 

ϕ(M). The formal security definition for PoW generally 

takes after the risk demonstration of a substance 

appropriation system, where an assailant who do not know 

the whole document, but relatively have associates who 

have the record. The accessories are taken after the 

"limited recovery model", such that they can help the 

assailant get the document, subject to the limitation that 

they must send smaller number of bits than the 
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commencement min-entropy of record to the attacker, S. 

Halevi [6]. 

 

Protocol of Identification: A familiar proof convention 

can be portrayed in two stages: Proof and Verify. In the 

phase of Proof, a prover/client U can show his character to 

a verifier by performing some distinguishing proof 

verification identified with his personality. The info of the 

prover/client is his private key skU that is delicate data, for 

example, a private key of an open key in his declaration or 

Mastercard number and so forth that client might not want 

to impart to alternate clients. The verifier performs the 

check with information of open data pkU identified with 

skU. At the finish of convention, the verifier yields either 

acknowledge or reject to mean whether the confirmation 

is passed or not. Abundant productive ID conventions are 

available in writing, including authentication based, 

personality based ID, M. Ballare [7]. 

 
Figure - 2: AUTHORIZED DEDUPLICATION ARCHITECTURE   

 
III. SYSTEM MODEL 

    Data Users: A user is an article who wants to outsource 

the data storage to S-CSP and access the data whenever 

needed. Data users uploads the unique data by this hybrid 

cloud approach in order to hoard the bandwidth in a cloud 

storage system to support deduplication, which is owned 

by the same or different users. By this authorized 

deduplication system, each user is provided with a group 

of privileges in the set of connections of the system. Here 

convergent encryption key is provided to protect 

individual file and to realize the authorized deduplication 

with differential privileges the privilege key is used, Jin Li 

[1]. 

 

    S-CSP: This provides information subcontract service 

and stores information on behalf of the client. The S-CSP 

eliminates storage of unnecessary data via deduplication 

and maintains only the unique information so that the 

cloud storage cost is minimized.  

 

    Private Cloud: Compared to conventional 

deduplication architecture in cloud computing, private 

cloud facilitates user’s protection while using cloud 

service. specifically, in view of the fact that the computing 

resources at the data user/owner side are limited and the 

public cloud is not fully believed in practice, private cloud 

is capable of  providing data user or owner by means of  

an execution environment and an infrastructure working 

as an interface between the user and public cloud. The 

private cloud manages private keys of the privileges, who 

answer the requests of users file token. The interface 

accessible by the private cloud allows user to provide files 

and queries to be securely stored and computed 

respectively, Jin Li [1]. 

 

 
          

Figure - 3:  SYSTEM DESIGN 
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Figure - 4: FLOW CHART FOR HYBRID CLOUD APPROACH 

  
IV. SECURE DEDUPLICATION SYSTEMS 

 

    To support authorized deduplication, the tag of a file  

will be determined by the privilege p and the file F. To 

illustrate the variation in traditional notation of tag, we 

describe it as a file token as an alternative. To support an 

authorized admission, a furtive key kp will be surrounded 

with a privilege p to produce a file token. Let 𝜃′ F,p = 

TagGen(F, kp) denote the token of  F that is only allowed 

to access by user with privilege p. In an another term, the 

users with privilege p, and the token  𝜃′(𝐹, 𝑝) could only 

be computed. So the result is produced, if the user has 

been uploaded a file with a duplicate token 𝜃′ F,p , then the 

duplicate check sent from one more user will be 

successful if  he holds the privilege p and file F. H(F, kp) 

is the token generation function which can be simply 

applied, Jin Li [1]. 

 

    Goal Of Deduplication: The goal of data deduplication 

is to lessen the requirement of storage space by sharing 

only one copy of the same plaintext or information. 

 

    Many data deduplication schemes have been proposed 

in modern years, but only some addressed the security 

issue, M.W. Storer [8]. Though, they have encountered 

the difficulties of identifying all ciphertexts of a plaintext 

while they usually use the convergent encryption to 

provide the solution. 

 

Advantages: Advantages of the proposed mechanism are: 

 

    It is very close to reality, which only uses some 

standard algorithms such as the hash function (e.g., SHA-

2), the AES algorithm and the public key algorithm (e.g., 

the RSA algorithm). 

 

    It is easy to implement the proposed system owing to 

use the standard algorithms. It provides transparency. 

Users do not need to change their current habits of using 

cloud storage services. 

 
V. SECURITY ANALYSIS 

    Our system is anticipated to resolve the differential 

privilege difficulty in protected deduplication. Security 

will be analyzed in two aspects, authorization of duplicate 

check and confidentiality of data. Some basic tools have 

been used to construct the secure deduplication, which are 

assumed to be secure. These basic tools include the 

convergent encryption system, symmetric encryption 

system, and PoW scheme.  

 

    Duplicate Check Token Security: A number of 

privacies are considered which needs to be protected, i.e., 

Duplicate-check token Unforgeability: External adversary 

and internal adversary are available. As revealed below, 

the external adversary can be sighted as an internal 

adversary with no privilege. If a privilege p available with 

user, it requires the adversary which cannot falsify and 

output a suitable duplicate token with any new privilege p′ 

on a file F, where p ≠ p′. Furthermore, if the adversary is 

not building a request of token with its own privilege from 

private cloud server, it cannot forge and output a suitable 

duplicate token with p on any F that has been queried. 

 

    Security on Cloud Storage: Many papers have been 

discussed the protection problems of cloud computing. 

There are three factors on cloud computing security: 

Information privacy, reliability, and availability (CIA), 

J.Harauz [9]. On the storage service, users worry about the 

personal privacy, which is data confidentiality. In order to 

protect the privacy, Cryptographic technologies encrypt 

the files before they are uploaded to the cloud storage and 

decrypt them. 
VI. IMPLEMENTATION 

       Our execution of the "Customer" gives the 

accompanying capacity calls to bolster token era and 

deduplication along with  the document transfer process. 

 

• TokenReq(Tag, UserID) - It requests the Private Server 

for File Token generation with the File Tag and User ID. 

 

• FileTag(File) – Finger out the SHA-1 hash File as a File 

Tag; 

• ShareTokenReq(Tag, {Priv.}) - It requests the Private  

Server to generate the Share File Token with the File 

Tag and Target Sharing Privilege Set. 

• DupCheckReq(Token) – It  requests the Storage Server 

for Duplicate Check of the File by sending the file token 

received from private server. 

• FileEncrypt(File) - Encrypts the File with a convergent 

encryption by means of 256-bit AES algorithm in 

Cipher Block Chaining (CBC) mode, where the 

convergent key is from SHA-256 file of Hashing. 

• FileUploadReq(FileID, File, Token) – Uploads the file 

information to the Storage Server, if the File is Unique 

and updates the File Token stored. 

     The Implementation of “Private Server” includes 

   corresponding request handlers for the token generation 

   and maintains key storage with Hash Map. 

 •ShareTokenGen(Tag, {Priv.}) - Generates the share   

token with the corresponding privilege keys of the 

sharing privilege set with HMAC-SHA-1 algorithm. 

• TokenGen(Tag, UserID) - Loads the associated privilege 

key of user and generate the token with HMAC-SHA-1 

algorithm. 

    Implementation of the “Storage Server” provides 

deduplication and information storage with following 

handlers and retains a map between existing files and 

associated token with Hash Map. 

• FileStore(FileID, File, Token) - It stores the File on Disk 

and updates the Mapping, Jin Li[1]. 

• DupCheck(Token) - For Duplicate Token, it searches the 

File token to Map  
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Figure – 5: TIME BREAKDOWN FOR DIFFERENT FILE SIZE 

 

 

VII. ESTIMATION 

    Our valuation focuses on comparing the overhead 

induced by authorization steps, file token generation and 

share token generation, against the convergent encryption 

and file upload steps. We measure the overhead by 

altering diverse features that are File Size, Number of 

Stored Files, 

Deduplication Ratio, and Privilege Set Size. We break 

down the upload process into Transfer, Encryption, Share 

Token Generation, Duplicate Check, Token Generation 

and Tagging. For each process the start time and end time 

is recorded, therefore total breakdown time spent is 

obtained. 

 

 
Figure – 6: TIME BREAKDOWN FOR DIFFERENT 

DEDUPLICATION RATIO 

 

    Deduplication Ratio: To estimate the outcome of the 

deduplication ratio, we prepare two distinctive data sets, 

each of which consists of 50 to 100 MB files. We first 

upload the first set as an initial upload. For the next 

upload, we select portion of 50 files, accordingly in the 

given deduplication ratio, from the initial set as duplicate 

files and remaining files from the next set as unique files. 

The average time of uploading the second set is obtainable 

in Figure 4. As uploading and encryption would be 

skipped to generate the duplicate files, the time spent on 

both of them decreases with increasing deduplication 

ratio. The moment time used on duplicate check also 

decreases as the searching would be ended, when 

duplicate is found. Total time spent on uploading the file 

with deduplication ratio at 100% is only 33.5% with 

unique files. 

 
VIII. RELATED WORK 

    Secure Deduplication: The deduplication framework in 

the distributed storage to lessen the capacity of labels for 

honesty check proposed by Yuan et al. [10]. Security of 

deduplication is to upgrade and secure the information 

privacy, demonstration is to make confident the 

information classifiedness by altering the predictable 

message into changeable message. Li et al. [12] tended in 

piece level deduplication by disseminating these keys over 

different servers after encrypting the files is the key 

management issue. 

     Traditional: The literature has been projected by 

various cryptographic solutions to look after the 

confidentiality of outsourced data, S. Kumara [13]. The 

idea build on traditional (symmetric) encryption, were 

every user encrypts data with an independent secret key. 

Amount of study, propose to use threshold as top secret 

sharing to continue the robustness of key organization.  

    Convergent: The data privacy in deduplication is 

ensured by Convergent encryption, M. Bellare [14]. There 

are many implementations of convergent encryption 

variant for safe deduplication. Some industrial cloud 

Deduplication Ratio (%) 0 20 40 60 80 100 
Tagging 1.1 1.1 1.1 1.1 1.1 1.1 

Token Generation 0 0 0 0 0 0 

Duplicate Check 0.1 0.1 0.1 0.1 0.1 0.1 

Share Token Generation 0 0 0 0 0 0 

Encryption 1.4 1.2 1 0.8 0.6 0.4 

Transfer 0.9 0.7 0.5 0.3 0.1 0 
Table - I: BREAKDOWN FOR DIFFERENT FILE SIZE 

File Sizes (in MB)  10 50 100 200 400 

Tagging  0.1 0.3 0.4 0.8 1 

Token Generation  0 0 0 0 0 

Duplicate Check  0.1 0.1 0.1 0.1 0.1 

Share Token Generation 0 0 0 0 0 

Encryption  0.2 0.6 1.3 2.6 5.9 

Transfer  0.1 0.8 1 2.3 3.5 

Table - II: BREAKDOWN FOR DIFFERENT DEDUPLICATION   

               RATIO 
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storage providers, example Bitcasa, is deployed using 

convergent encryption technique.  

    POW: The ‘‘proofs of ownership’’ (PoW) for 

deduplication systems, so that a user can strongly verify to 

the cloud storage space server that they own a folder 

without uploading the file, the concept is implemented by 

Halevi et al [15]. Merkle Hash Tree proposed the client-

side deduplication, which comprise the bordered seepage 

set are based on pow constructions. By choosing the 

protrusion of a file onto some accidentally selected file for  

proof as selected bit-position is proposed by Pietro and 

Sorniotti. 

    Private Cloud Architecture: The private and public 

cloud approach is to support isolation attentive data 

concentrated computing is obtainable by Zhang[16]. Our 

systems security model is of similar to those related work, 

where the private cloud assumes to be honest but curious. 

Recently, an architecture consisting of private and public 

clouds for protected outsourcing of data and random 

computations to an entrusted service cloud is proposed by 

Bugiel. 

    Public Cloud Architecture: Zhang. [16] also presented 

The hybrid cloud techniques is to support  isolation 

attentive data concentrated computing. Here we consider 

for addressing the authoritative deduplication problem 

over data in public cloud. An architecture consisting of 

private and public clouds for secure outsourcing of 

information and subjective computations to an entrusted 

commodity cloud accessible by Bugiel. 

 
SAMPLE SCREEN SHORTS 

 

After User Login Page 
 

 
 
After Private Login Page 
 

 
 

IX. CONCLUSION 

    By this deduplication technique, duplication is 

removed, utilizing the space judiciously for other 

important files and thereby saving the space & bandwidth. 

This mechanism is proposed by hybrid data deduplication 

which provides a solution that is more secure than that of 

the previous techniques. 
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Abstract 

Association rules mining are one among the data 

mining techniques employed in distributed database 

system and it disclose some attention -grabbing 

relationship between locally massive itemsets and 

globally massive itemsets, proposed an algorithm called 

Fast Distributed Mining (FDM) of association rules,  

an unsecured distributed version of Apriori algorithm.  

It generates a low range of candidate sets and reduces 

the amount of message to be passed at mining 

association rules. Two secure multi-party algorithms 

are main ingredients in our protocol. One that 

computes the union of private subsets that every of the 

interacting players holds, and another that tests the 

inclusion of element by one player in a subset held by 

another. This protocol offers increased privacy with 

relation to the protocol and additionally this protocol 

is less complicated and considerably a lot of efficient in 

terms of communication rounds, communication cost, 

and computation cost. 

Index terms:  Distributed Databases; Frequent 

Itemsets; Privacy Preserving Data Mining.  

I. INTRODUCTION 

  The aim of data mining is to extract vital information 

from massive datasets, however typically these datasets 

are split among varied parties. Data mining is defined as 

the technique for extracting hidden, predictive and 

knowledge data from large distributed databases. The 

technology that has emerged as the method of 

identifying patterns and trends from large quantities of 

knowledge. Here we discuss the matter of association rule 

mining in horizontally distributed databases. In the 

distributed databases, there are many players that hold same 

databases/information i.e. databases share same schema 

hold data totally on different entities. The goal is to search 

out all association rules with support s and confidence c 

to attenuate the data disclosed regarding the personal 

databases command by those players [1].    

 

 Kantarcioglu and Clifton [ 2 ]  studied the problem 

whenever a lot of suitable security definitions that permit 

parties to settle on their desired level of security are 

required, effective solutions that maintain the required 

security. So Kantarcioglu and Clifton in [2] devised a 

protocol for its solution. The main part of the protocol 

is a sub- protocol for secure computation of union of 

private subsets that are controlled by the various 

players. It makes the protocol expensive and its 

implementation depends upon cryptographic primitives 

such as oblivious transfer, a hash function, and 

commutative encryption. 
 

  Here proposed an algorithm privacy preserving 

distributed data mining  algorithm for horizontally 

distributed data sets  and to get most interesting 

association or correlation relationships among an outsized 

or large set of data items and to incorporate encryption 

security techniques to reduce the information that goes to 

be shared with others, while adding little overhead to the 

mining task [1]. The data that would like to be secured 

during this work is not only individual transaction within 

the completely different databases, however, more public 

or global information like association rules are supported 

locally in every of these databases. The proposed protocol 

improves upon that in Kantarcioglu and Clifton [2] in 

terms of simplicity, efficiency, and security. 

 II. LITERATURE REVIEW 

 

  In Distributed database system data is logically belong to 

the same system, but data is spread over the sites, and it is 

not necessary to geographically distributed. The 

Distributed database management system (DDBMS) is the 

software system that permits the management of the 

Distributed database (DDB) and it makes the distribution 

transparent to the users. Distributed database system 

(DDBS) is the combination of DDB and DDBMS; it is 

achieved through the integration of database and 

networking technologies together. 

  Fragmentation technique divides a single relation or class 

of a database into two or more partitions. The combination 

of the partitions provides the original database without any 

loss of information. It reduces the amount of irrelevant 

data accessed by the applications; it implies reducing the 

number of disk accesses. Fragmentation technique is of 

three types such as horizontal fragmentation (HF), vertical 

fragmentation (VF) and   mixed/hybrid fragmentation 

(MF). 
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  Horizontal fragmentation allows a class or relation to 

being partitioned into disjoint instances or tuples. The 

perception behind this fragmentation method is that every 

site should hold all data that is used to query at the site and 

the data at the site should be fragmented. The final result is 

queried of the site run faster. 

 

  Vertical fragmentation allows a class or relation to being 

partitioned into different sets of attributes or columns 

except the primary key.  In vertical fragmentation, each 

partition must include the primary key. This arrangement 

can make sense when different sites are responsible for 

processing different functions involving an entity. 

  The combination of horizontal and vertical fragmentation 

is hybrid or mixed fragmentation. It consists of vertical 

fragmentation followed schema will not sufficient to 

satisfy the requirements of the by a horizontal 

fragmentation and vice versa.  The common problem with 

the above techniques is that they concentrate only on the 

fragmentation problem and the overlooked allocation 

problem to reduce complexity.  

  Data mining in centralized model assumes that required 

data is either available at or can be sent to a central site 

and data mining algorithm applied at the central site. A 

simple approach is not to share data and perform data 

mining tool at each site independently and combine the 

results. However, it fails in globally final results because 

of data skewness and the disparity between local and 

global results. Individual sites are unable to detect cross-

site correlations in data mining. Because the same item 

may be duplicated at different sites and there will be an 

overweight in the results. 

  FP- tree is a compact data structure and without 

candidate set generation it finds the frequent itemset by 

traversing itemsets through FP-tree. The FP- tree 

algorithm in association rule mining for distributed 

environment finds the frequent itemsets. Data 

encryption standards are used to generate the privacy to 

database by using two keys. With the key1, first party 

encrypts the dataset. This encrypted dataset is again 

encrypted with key2. At the receiver side, at first it 

decrypts the dataset with key2 and then after with key1. It 

provides high security to the databases compared with 

other cryptographic techniques and it is also known as 

Double encryption. With zero percentage of data leakage it 

provides higher privacy to the database; however it is 

applicable to homogeneous databases only. 

  Meers Treesa Mathews, [3] uses an apriori algorithm 

with extended Distributed RK sum secure protocol for 

privacy preserving data mining. At first, on given dataset 

Apriori algorithm is applied then to find the frequent 

itemsets of individual parties and then to get global 

results Extended distributed RK sum secure algorithm is 

applied. Distributed RK sum secure protocol is used for 

secure multi party protocol but the drawback is more than 

two parties join together; they can know the data of 

some party. The drawback is overcome in extended 

distributed RK sum protocol with more privacy to the 

data, the communication and computation complexity O 

(n). 

 

  Priyanka Asthana and Anju Singh [4] used five 

different  algorithms such as Apriori algorithm, MCISI 

algorithm, MS algorithm, Apriori with systematic rules 

and HMT (Hash Mapping Table). Apriori algorithms 

combined with hashing techniques are used to reduce 

the time and space complexity.  MSApriori (minimum 

Support) method provides different minimum support 

itemset values for different items. Apriori systematic 

rules are used to save the time by scanning the database 

only once rather than multiple scans. 
 

Privacy Preserving Data Mining 
  D.W.L Cheung, V.T.Y. Ng, [5] used the problem in 

privacy preserving association rule mining in 

horizontally distributed databases among n (n>2) sites, 

with no sites can be treated as trusted. The proposed 

protocol uses hash based cryptographic techniques to 

find the global frequents itemsets. Privacy preserving 

rule mining categorized into three types based on 

privacy preserving/protection techniques. 

1) Heuristic based techniques 

2) Reconstruction based techniques 

3) Cryptographic based techniques 

Heuristic based techniques 

  Heuristic based techniques use adaptive modification 

and it only modifies the selected values, utility loss is 

minimized.  

Cryptographic based techniques 

  Cryptographic based techniques are used for both 

horizontally distributed databases and vertically 

distributed databases and it is based on the secure multi 

party computation. Here no database knows anything 

except given input database and the result so that 

computation is secured.  

Reconstruction based techniques 

  Reconstruction based techniques are used for different 

data such as numerical, binary and categorical data, its 

work on the problem of privacy preservation by 

perturbing the data. The original distribution of data is 

constructed from the randomized data using 

Reconstruction based techniques. 

Association Rule 
  Association rule mining is well known and popular 

method for finding interesting relationships among from 

large databases. Today association rules are used in 

many applications including intrusion detection, 

biometrics, the web usage mining and continuous 

production. It is a two- step process i.e. Minimum 

support and confidence, the minimum support used to 

find all frequent itemsets from given database and  

constraint confidence used to form the rules. The 

association rule mining problem is stated/defined as 

Let I = {i1, i2, i3…..in} are the set of items, 

database D consists set of transaction T. Each transaction 

T is a set of items from I such that T⊆I, with a unique 

transaction id TID. Each transaction T contains X and a 

set of some items in I   if X ⊆ I.   

  Association Rule is an implication of the form, X ⇒Y, 

where X ⊂ I, Y⊂ I and X ⊂ Y= φ. The association rule X⇒ 
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Y holds in the transaction set D, with the confidence c if 

c% of the transaction in D that contains X and also contain 

Y. The rule X⇒ Y has support s in the transaction set D if 

S% of transactions in D contains X U Y.  In shopping 

centers, association rules are used to place the items 

side by side,  so that m o r e  items will be sold. In 

Amazon, association rules mining to recommend you 

to buy the products based on present item buying or 

browsing. Google uses association rules for mining when 

you type the words for search   it will give frequently 

associated words. 

Apriori Algorithm 

  In transactional databases, the apriori algorithm is used 

for mining of frequent itemset and association rule 

learning. Apriori algorithm proceeds by identifying the 

frequent itemsets and extending them to larger and 

larger itemsets in the database. It identifies the itemset at 

least C transaction in the database. Apriori algorithm 

uses the bottom up approach and proposed by Agarwal 

and Srikanth in 1994. Its usage is more in market basket 

analysis. To count candidate itemset efficiently, Apriori 

algorithm uses breadth- first search and hash tree 

structure. Apriori algorithm based on Apriori principle 

works to generate candidate k-item sets from (k-1) 

frequent itemsets, pruning technique used to avoid the 

measuring of certain itemsets. Hash based methods with 

Apriori algorithms are used to reduce the time and 

space complexity. 

FAST DISTRIBUTED MINING (FDM) Algorithm 

  The protocol of [2], as well ours are based on FDM 

algorithm of Cheung et al. [5], it is Apriori algorithm’s 

unsecured distributed version. Here, the main idea is that 

any s -frequent itemset must be also locally s- frequent in 

one of the sites at least. So, in order to get all globally s-

frequent itemset, each player reveals its locally s-frequent 

itemset sets and then the each player check them to see if 

they are s-frequent itemsets also globally.  

Following are the steps for FDM algorithm 

1. Initialization 

2. Candidate set generation 

3. Local Pruning 

4. Unifying the candidate itemset 

5. Computing local support 

6. Broadcast the mining results 

  Cheung et al. [5] proposed Fast distributed mining 

algorithm for association rules in distributed databases, 

Apriori algorithm for association rule mining for 

individual databases. In [2] proposed an insecure version 

of FDM algorithm but the algorithm violates privacy in 

two stages, in step four and step six. In step 4 whenever 

the players broadcast the itemsets that are locally 

frequent in their private databases. In step 6 where they 

broadcast the sizes of the local supports of candidate 

itemsets. Kantarcioglu & Clifton [2] proposed secure 

implementations of these steps and also in [1] describe 

the various implementations and proceed to analyze 

implementations in terms of privacy, efficiency, and 

compare them. Finally, it shows that our protocol 

offers better/enhanced privacy which is less complicated 

and is considerably additional efficient in terms of 

communication rounds, communication cost, and 

computation cost.  

 

 
 

Figure 1. Architecture of the system 

Synthetic Database Generation 
  To calculate the performance of algorithms over a very 

large range of data characteristics the synthetic 

transactions are used and the process involved here is 

data anonymization. It is used in data mining process. 

Synthetic data are generated to get certain conditions and 

to meet specific needs that may not be found in real, 

original data. Following are the parameters used in 

synthetic data generation and these values are similar to 

used in [2], [5], [6]. 

Parameter Interception 

N No. of transactions in database 
L No. of items 
At Average size of transaction 

Af Maximal potentially large itemsets 

 average size 

Nf No. of maximal potentially large 

 itemsets 

CS Clustering size 
PS Pool size 
C  Correlation level 

MF Multiplying factor 

 

III. DISCUSSIONS 

Following are the steps to secure computation itemsets 

using UNIFI-KC [2] (Unifying list of locally frequent 

itemsets) protocol. 

(1) A Selection of Cryptographic primitive cipher. 

- Players choose the required commutative cipher and 

its corresponding private key and selected hash function 
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applied on all itemsets for encryption. 

- A lookup table with hash values is generated to 

compute pre-image of hash values. 

- Encrypt all the itemsets. 

(2) Merging of itemsets 

- Odd players send its encrypted set to player1. 

- Even players send its encrypted set to player2. 

- Player1 unifies all itemsets sent by odd players and 

removes all duplicates. 

- Player 2 unifies all itemsets sent by odd players and 

removes all duplicates. 

- Player 2 sends his permuted list of itemsets to 

player 1. 

- Player 1 unifies his list of itemsets and the list 

received from player 2 and from the unified list 

duplicates are removed. 

- Denote the final list as ECS. 

(3)  Decryption. 

  In the protocol UNIFI (Unifying list of locally frequent 

itemsets) input is each Pm player has an input subset such 

as Csk,m ⊆ Ap ( Fs
k-1) , 1≤ m ≤ M. 

Output is CsK = ∪m=1 
M Csk,m.. Following are the steps  

1. Each player encodes subset as a binary vector bm of 

length nk, in accord with the agreed ordering of Ap(Fs
k-1). 

2. Protocol Threshold-C is invoked by the players to 

compute b= T1(b1,….bm)=Vm=1
M bm. 

3. Cs
k is the subset that is described by the vector b. 

  For example CS
3,1={124}, Cs

3,2{234},Cs
3,3={124} are the 

private sets of locally frequent itemsets and these private 

sets encoded as b1=(0,1),b2=(0,1) b3=(1,0), and b=(1,1) is 

the OR of these vectors and therefore Cs
3={124,234}. 

The UINIFI-KC [1] has the following performance 

 Communication rounds are (2M+1)(K+1) ,  

 Messages are (M2+2M-3) 

 Bits of communication is g(M)tn+ (M-1)Bl,  

Where 2M2-(M/2)-2 ≥ g(M)  ≥ M2+M-2. 

In Protocol UNIFI,  

 Communication rounds are 4(K+1) 

 Messages are (M2+M-1)(K+1)  

 Bits of communication are  

 (M2-2)(log2M)n+2n│h│+(M-1)Bl 

   The performance of two protocols is compared for FDM 

algorithm and the first implementation (FDM-KC) using 

the protocol UNIFI-KC executed the unification step; here 

commutative cipher used was1024 RSA.  In the other 

implementation (FDM) used our protocol UNIFI, with the 

keyed hash function as HMAC; finally with respect to 

following  three measures two implementations are tested. 

1) FDM and FDM KC protocols total computation time 

over all players; it includes the time to identify the 

globally s-frequent itemsets and the Apriori computation 

time, 

2) UNIFI-KC and UNIFI protocol total computation time 

over all players. 

3) The total message size. 

IV. CONCLUSION 

  The proposed protocol secure mining of association 

rules in horizontally distributed databases offer 

enhanced privacy and security than the leading protocol 

[2]. Two secure multi-party algorithms are main 

ingredients in our protocol. One that computes the 

union of private subsets that every of the   interacting   

players   hold,   and    another that tests the inclusion of 

element by one player in a subset held by another. 

Proposed protocol is more significant in communication 

cost, communication rounds, and computation cost. 
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Abstract- Using cloud place for storing, users from far can 

store their knowledge for computers and have special rights, 

the on-demand high quality applications and services from a 

shared card-player's money of configurable computing 

useable things, without the weighting of nearby knowledge for 

computers place for storing and support. However, the fact 

that users no longer have physical property of the outsourced 

facts makes the knowledge for computers true, good nature 

care in cloud computing a hard to do work, especially for 

users with limited computing useable things. In addition, users 

should be able to just use the cloud place for storing as if it is 

nearby, without troubling about the need to make certain of 

its true, good nature. In this way, giving power public audit 

ability for cloud place for storing is of full of danger 

importance so that users can go to for help to a third group 

overseer i.e., Third Party Auditor  (TPA) to check the true, 

good nature of outsourced facts and be worry-free. To safely 

put into use for first time a working well TPA, the looking 

over of accounts by expert process should take in no new 

feeblenesses in the direction of user facts right not to be 

public, and present no added connected weighting to user. In 

this paper, we make an offer a safe cloud place for storing 

system supporting privacy-preserving public looking over of 

accounts by expert. We further stretch our outcome to give 

power to the TPA to act looking over of accounts by expert for 

number of times and other users at the same time and with 

small amount of money. Much safety and operation 

observations make clear to the made an offer designs are 

provably safe and highly good at producing an effect.  

Keywords— Public auditability, Third Group Overseer, 

Secure, Cloud storage 

1. Introduction 

Cloud computing has been envisioned as the next-

generation information technology buildings and structure 

design for undertakings, needing payment to its long list of 

unprecedented better chances in the it history: on-demand 

self-service, everywhere network way in, marked off 

independent useable thing pooling, quick useable thing 

elasticity, usage-based pricing and transference of danger . 

As a tendency to cause destruction technology with deep 

follow up, cloud computing is making great change the 

very nature of how businesses use information technology. 

One deep point of view of this example changing is that 

knowledge for computers is being put under one control or 

outsourced to the Cloud. From users view, including both 

individuals and it undertakings, storing facts from far to the 

cloud in a flexible on-demand ways takes taking from 

lower to higher authority helps: rest of the weighting for 

place for storing managers of a business, general facts way 

in with independent about geography places, and 

overlooking of by death money used on computer and 

apparatus, software, and personnel support, and so on. 

While cloud computing makes these better chances more 

having attraction for than ever, it also takes new and hard 

safety being, saying violent behavior in the direction of 

users outsourced knowledge for computers. Since cloud 

public organization givers are separate office activity 

things, facts outsourcing is actually giving up user’s last 

control over the way given by powers that be of their facts. 

As an outcome, the rightness of the facts in the cloud is 

being put at danger needing payment to the supporter’s 

reasons. First of all, although the basic buildings under the 

cloud are much more powerful and safe, good than personal 

computing apparatuses, they are still facing the wide range 

of both inside and outside being, saying violent behavior 

for knowledge for computers true, good nature. Examples 

of outages and safety overrules of noted cloud services 

come into view as from time to time. Secondly, there do 

have existence different causes of motion for Cloud Service 

Provider (CSP) to act rightly untruly in the direction of the 

cloud users looking upon the position (in society) of their 

outsourced facts. For examples, CSP might get back place 

for storing for money-related reasons by putting out as of 
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no use knowledge for computers that has not been or is 

uncommonly made way in, or even put out of the way facts 

loss small events so in connection with support a good 

name. In short, although outsourcing facts to the cloud is by 

money and goods pleasing for in the long run great-scale 

facts place for storing, it does not immediately offer any 

give support to (a statement) on facts true, good nature and 

able to use. This hard question, if not rightly made house 

numbers, may get in the way of the good placing of the 

cloud buildings and structure design. 

As users no longer physically have as owner the place for 

storing of their facts, old and wise cryptographic early 

persons for the purpose of knowledge for computers safety 

system of care for trade cannot be directly took up. In 

particular, simply downloading all the knowledge for 

computers for its true, good nature verification is not an 

useful substance mixed in liquid needing payment to the 

expensiveness in i/o and sending (power and so on) price 

across the network. In addition to, it is often not enough to 

discover the knowledge for computers wrong or changed 

form only when making way in the facts, as it does not give 

users rightness certainty for those UN accessed facts and 

might be too late to get back the facts loss or damage. 

giving thought to as the greatly sized size of the outsourced 

facts and the users limited support power to do, the tasks of 

looking over of accounts by expert the knowledge for 

computers rightness in a cloud general condition can be 

hard to do and high in price for the cloud users. In addition, 

the overhead of using cloud place for storing should be 

made seem unimportant as much as possible, such that user 

does not need to act too many operations to use the facts (in 

added to getting back the facts). For example, it is desirable 

that users do not need to trouble about the need to make 

certain of the true, good nature of the facts before or after 

the facts acts to get back. In addition to, there may be more 

than one user ways in the same cloud place for storing, say 

in an undertaking frame for events. For simpler managers 

of a business, it is desirable that the cloud computer only 

gives amusement to verification request from a single was 

pointed out group.  

To fully make certain the knowledge for computers true, 

good nature and but for the cloud users computation 

resources as well as connected weighting, it is of full of 

danger importance to make able public looking over of 

accounts by expert support for cloud knowledge for 

computers place for storing, so that users may go to for 

help to an independent third group overseer to looking over 

of accounts by expert the outsourced facts when needed. 

The TPA, who has expertise and powers that users do not, 

can taking place at regular times check the true, good 

nature of all the knowledge for computers stored in the 

cloud on the name of the users, which provides a much 

more comfortable and cheap way for the users to make 

certain their place for storing rightness in the cloud. In 

addition, to help users to value the danger of their 

subscribed cloud knowledge for computers help, the 

looking over of accounts by expert outcome from TPA 

would also be good for the cloud public organization givers 

to get better their cloud based support flat structure, and 

even give note in law for independent decision purposes. In 

a word, making able public looking over of accounts by 

expert services will play an important undertakings for this 

coming into being cloud interests, money, goods to become 

fully got started, where users will need ways to put a value 

on danger and profit business organization in the cloud.  

Lately, the small useful things of public audit ability has 

been made an offer in the makes sense clearer of making 

certain from far stored data true, good nature under 

different system and safety models. Public audit ability lets 

an outside group, in addition to the user himself, to make 

certain of the rightness of from far stored data. However, 

most of these design, do not take into account the right not 

to be public system of care for trade of users data against 

outside overseers. In fact, they may possibly give 

knowledge of user data information to the overseers. This 

serious drawback greatly has an effect on the safety of 

these approved designs in cloud computing. From the view 

of safe-keeping data right not to be public, the users, who 

own the data and have belief in on TPA just for the place 

for storing safety of their data, do not need this looking 

over of accounts by expert process putting into use for first 

time new feeblenesses of not with authority information 

loss in the direction of their data safety. In addition, there 

are lawful rules, such as the US Health Insurance 

Portability and Accountability Act (HIPAA) able to be 

taken about Accountability, further desire by right the 

outsourced data not to be leaked to outside parties. Using 

persons wrongly data encryption before outsourcing is one 

way to make better this right not to be public business 

house, but it is only amount needed to make complete to 

the privacy preserving public looking over of accounts by 
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expert design to be made an offer in this paper. Without a 

rightly designed looking over of accounts by expert 

approved design, encryption itself cannot put a stop to data 

from moving liquid away in the direction of outside parties 

during the looking over of accounts by expert process. In 

this way, it does not completely get answer to the hard 

question of safe-keeping data right not to be public but just 

gets changed to other form it to the key managers of a 

business not with authority data loss still remains a hard 

question needing payment to the possible & unused quality 

exposure of decryption keys.  

As an outcome of that, how to give power a privacy-

preserving third-party looking over of accounts by expert 

approved design, independent to data encryption, is the 

hard question we are going to apparatus in this paper. Our 

work is among the first few ones to support privacy-

preserving public looking over of accounts by expert in 

cloud computing, with a chief place on data place for 

storing. In addition to, with the prevalence of cloud 

computing, an able to see beforehand increase of looking 

over of accounts by expert tasks from different users may 

be gave powers to TPA. As the person looking over of 

accounts by expert of these growing tasks can be tiresome 

and uncomfortable, a natural request is then how to give 

power the TPA to with small amount of money act multiple 

looking over of accounts by expert tasks in a group ways, 

i.e., at the same time.  

To house these questions, our work puts to use the way of 

doing of public key based homomorphic having an effect 

equal to the input authenticator (or Homomorphic Linear 

Authenticator HLA for short), which enables TPA to act 

the looking over of accounts by expert without desire by 

right the nearby copy of data and thus with strong effect 

gets changed to other form the news and computation 

overhead as made a comparison to the straightforward data 

looking over of accounts by expert moves near. By getting 

mixed together the HLA with random covering, our signed 

agreement between nations gives support to (a statement) 

that the TPA could not learn any knowledge about the data 

what is in stored in the cloud computer during the good at 

producing an effect looking over of accounts by expert 

process. The aggregation and algebraic properties of the 

authenticator further help our design for the group looking 

over of accounts by expert. Specifically, our something 

given can be made a short account as the supporter’s three 

points of view:  

1) We be the reason for the public looking over of accounts 

by expert system of data place for storing safety in cloud 

computing and make ready a privacy-preserving looking 

over of accounts by expert approved design, i.e., our design 

enables an outside overseer to looking over of accounts by 

expert users outsourced data in the cloud without learning 

the data what is in.  

2) To the best of our knowledge, our design is the first to 

support scalable and good at producing an effect public 

looking over of accounts by expert in the cloud computing. 

Specifically, our design gets done group looking over of 

accounts by expert where multiple gave powers looking 

over of accounts by expert tasks from different users can be 

did at the same time by the TPA.  

3) We make certain the safety and account for the doing a 

play of our made an offer designs through solid, special, 

fact experiments and comparisons with the state-of-the-art.  

2. Problem Statement  

2.1 The System and Threat Model  

We give thought to a cloud data place for storing public 

organization getting into three different things, as pictured 

in Fig. 1 the cloud user(u), who has greatly sized amount of 

data records to be stored in the cloud; the cloud computer, 

which is managed by the cloud public organization giver to 

make ready data place for storing public organization and 

has important place for storing space and computation 

resources (we will not point being different cs and CSP 

hereafter); the third group overseer, who has expertise and 

powers that cloud users do not have and is made 

responsible for to put a value on the cloud place for storing 

public organization always-working on the name of the 

user upon request.  

Users have belief in on the Cloud Server (Cs) for cloud 

data place for storing and support. They may also with 

motion acts between, along with the Cs to way in and bring 

to the current state their stored data for different use 

purposes. To keep from destruction the computation 

useable thing as well as the connected weighting, cloud 

users may go to for help to TPA for making certain the 
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place for storing true, good nature of their outsourced data, 

while hoping to keep their data private from TPA.  

We take into account the existence of a semi-trusted Cs as 

does. Namely, in most of time it does rightly and does not 

go away from normal from the ordered signed agreement 

between nations getting things done. However, for their  

own benefits the Cs might not take care of to keep or 

purposely take out uncommonly made way in data records 

which are part of to normal cloud users. In addition, the Cs 

may come to a decision to put out of the way the data 

wrong or changed from caused by computer coughs or 

Byzantine coming short of one's hopes to support good 

name. We take to be true the TPA, who is in the business of 

looking over of accounts by expert, is safe, good and 

independent, and thus has no reason (purpose) to collude 

with either the Cs or the users during the looking over of 

accounts by expert process. However, it causes damage the 

user if the TPA could learn the outsourced data after the 

looking over of accounts by expert.  

To give authority the Cs to give a reaction to the looking 

over of accounts by expert gave powers to TPAs, the user 

can sign a statement of fact as authority giving agreement 

looking over of accounts by expert rights to the TPAs 

public key, and all looking over of accounts by expert from 

the TPA are authenticated against such a statement of fact 

as authority. These authentication handshakes are not put in 

the supporter’s presentation.  

2.2 Design Goals  

To give power privacy-preserving public looking over of 

accounts by expert for cloud data place for storing under 

the named before design to be copied, our approved design 

should get done the supporters safety and doing a play 

gives support to (a statement).  

 

Fig. 1: The architecture of cloud data storage service 

1) Public audit ability to let TPA to make certain of 

the rightness of the cloud data on request without 

getting back a copy of the complete work data or 

putting into use for first time added connected 

weighting to the cloud users. 

2) place for storing rightness to make certain that 

there has existence no acting falsely cloud server 

that can way the TPA S looking over of accounts 

by expert without in fact storing users data 

untouched 

3) right not to be public keeping safe to make certain 

that the TPA cannot forming of word from another 

users data content from the information self 

control during the looking over of accounts by 

expert process. 

4) group looking over of accounts by expert to give 

power TPA with safe and good at producing an 

effect looking over of accounts by expert power to 

do to (be able to) do with multiple looking over of 

accounts by expert delegations from possibly 

greatly sized number of different users at the same 

time 

5) lightweight to let TPA to act looking over of 

accounts by expert with minimum news and 

computation overhead  

3. The Proposed Schemes  

This part presents our public looking over of accounts by 

expert design which provides a complete outsourcing 

answer of data not only the data itself but also its true, good 

nature checking. We start from an overview of our public 

looking over of accounts by expert system and have a 

discussion two straightforward designs and their demerits. 

Then we present our main design and make clear to how to 

size, range, degree our main design to support group 

looking over of accounts by expert for the TPA upon 

delegations from multiple users at last we have a discussion 

how to make general our right not to be public keeping safe 

public looking over of accounts by expert design and its 

support of data driving power. 

3.1 Definitions and Framework  

We move after a similar statements of previously made an 

offer designs in the makes sense clearer of far away, widely 

different data true, good nature checking and adjust the 
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framework for our right not to be public keeping safe 

public looking over of accounts by expert system. 

A public looking over of accounts by expert design is 

chiefly of four algorithms KeyGen SigGen GenProof 

VerifyProof KeyGen is a key stage algorithm that is run by 

the user to organization the design SigGen is used by the 

user to produce verification metadata which may form of 

Mac signatures or other related information that will be 

used for looking over of accounts by expert GenProof is 

run by the cloud server to produce a fact in support of data 

place for storing rightness while VerifyProof is run by the 

TPA to looking over of accounts by expert the fact in 

support of from the cloud server. 

Running a public looking over of accounts by expert 

system is chiefly of two sides (of a question) organization 

and looking over of accounts by expert. 

Organization: The user makes ready the public and secret 

parameters of the system by putting to death KeyGen and 

pre processes the data text record F by using SigGen to 

produce the verification metadata. The user then stores the 

data text record F and the verification metadata at the cloud 

server and takes out its nearby copy. 

As part of pre processing the user may change the data text 

record F by getting wider (greater) it or including added 

metadata to be stored at server. 

Audit: The TPA issues a looking over of accounts by 

expert note or sporting offer to the cloud server to make 

safe that the cloud server has kept in mind the data text 

record F rightly at the time of the looking over of accounts 

by expert. The cloud server will form of word from another 

a move note from a group event of the stored data text 

record F and its verification metadata by putting to death 

GenProof. The TPA then makes certain of the move via 

VerifyProof  

Our framework takes to be true the TPA is stateless which 

is a desirable property achieved by our made an offer 

answer. It is simple, not hard to stretch the framework 

above to take a stateful looking over of accounts by expert 

system necessarily by splitting the verification metadata 

into two parts which are stored by the TPA and the cloud 

server separately. 

Our design does not take to be true any added property on 

the data text record. If the user wants to have more error 

resiliency he she can always first unnecessarily encodes the 

data text record and then uses our system with the data text 

record that has error making right put into signs got mixed 

together. 

3.2 Privacy-Preserving Public Auditing Scheme  

Overview To get done right not to be public keeping safe 

public looking over of accounts by expert we make an offer 

to uncommonly get mixed together the homomorphic 

having an effect equal to the input authenticator with 

random covering way of doing. In our protocol the having 

an effect equal to the input mix took examples gets in the 

way in the server S move is covered with randomness 

produced the server. With random covering the TPA no 

longer has all the necessary information to make up a right 

group of having an effect equal to the input equations and 

therefore cannot forming of word from another the user S 

data content no field of interest how many having an effect 

equal to the input groups of the same group of metal for 

rubbing down gets in the way can be self control. On the 

other hand the rightness say for certain of the block 

authenticator two can still be done in a new way which will 

be made clear shortly even with the existence of the 

randomness. Our design makes use of a public key based 

HLA to get the necessary things the looking over of 

accounts by expert protocol with public audit ability 

specifically we use the HLA made an offer in which is 

based on the short sign-mark design made an offer by 

Boneh Lynn and Shacham from here on said something 

about as BLS sign-mark. 

Design details. Let G1 G2 and GT be multiplicative cyclic 

groups of first in rating order p, and e: G1× G2 → GT be a 

bilinear map as introduced in preliminaries. Let g be a 

generator of G2. H (.) is a safe map to point number without 

thought of amount group event {0, 1}* → G1 which maps 

strings equally to G1. Another number without thought of 

amount group event h (.): GT → Zp maps group element of 

GT equally to Zp. The made an offer design is as follows: 

Organization phase: The cloud user runs KeyGen to 

produce the public and secret parameters specifically the 

user selects a random signing key two (spk, ssk), a random 

x ← Zp, a random element u ← G1, and works out v ← gx. 
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The secret parameter is sk = (x, ssk) and the public 

parameters are pk = (spk,v,g,u,e(u, v)). 

Given a data text record F = (m1,….,mn), the user runs 

SigGen to work out authenticator 𝜎 i for each solid mass 

mi: 𝜎i ← (H(Wi).umi)x 𝜀 G1. Here Wi = name || i and name is 

selected by the user equally at random from Zp as the thing 

taken to be the same of text record F be the sign of the 

group of authenticators by ø = { 𝜎I}1≤ i ≤ n .  

Properties of our protocol  

It is simple, not hard to see that our protocol gets done 

public auditability. There is no secret keying material or 

states for the TPA to keep or support between looking over 

of accounts by expert, and the looking over of accounts by 

expert protocol does not unnatural position any possible & 

unused quality connected weighting on users. This move 

near makes certain the right not to be public of user data 

what is in during the looking over of accounts by expert 

process by using a random covering r to skin µ, leather , a 

having an effect equal to the input mix of the data gets in 

the way. Note that the value r in our protocol, which 

enables the privacy-preserving be responsible for, will not 

act on the having good (reason, argument) of the equation, 

needing payment to the going round in circles relation 

between R and 𝛾 in 𝛾 = h(R) and the verification equation. 

Place for storing rightness thus follows from that of the 

close relation protocol. In addition to, the HLA helps get 

done the constant news overhead for servers move during 

the looking over of accounts by expert: the size of {𝜎, 𝜇, 𝑅} 

is independent of the number of made selections gets in the 

way c.  

Earlier work , showed that if the server is lost a fraction of 

the data, then the number of gets in the way that needs to be 

checked in order to discover server without shame with 

high how probable is in the order of O(1). For examples, if 

the server is lost 1% of the data F, to discover this without 

shame with how probable larger than 95%, the TPA only 

needs to looking over of accounts by expert for c = 300 (up 

to c = 460 for 99%) as by chance selected gets in the way 

of F. given the very great amount of data outsourced in the 

cloud, checking a part of the data text record is more cheap 

and useful for both the TPA and the cloud server than 

checking all the data, as long as the one of a number 

designs provides high how probable certainty.  

4. Related work  

Ateniese et Al. are the first to take into account public audit 

ability in their formed provable data property (PDP) design 

to be copied for making certain property of data records on 

untrusted storing of goods. Their design puts to use the 

RSA based homomorphic having an effect equal to the 

input authenticators for looking over of accounts by expert 

outsourced data and suggests as by chance one of a number 

a few gets in the way of the text record. However, the 

public audit ability in their design demands the having an 

effect equal to the input mix took examples gets in the way 

made open to outside overseer. When used going straight to 

something, their protocol is not provably right not to be 

public keeping safe, and thus may place where liquid 

comes through user data information to the overseer. Juels 

et Al. make, be moving in a fact in support of retrievability 

(take seeds out) design to be copied, where spot-checking 

and error-correcting put into signs are used to make certain 

both property and retrievability of data records on far away, 

widely different place to keep records support systems. 

However, the number of looking over of accounts by expert 

questions a user can act is fixed a priori, and public audit 

ability is not supported in their main design. Although they 

make, be moving in a straightforward Merkle-tree making 

for public PoRs, this move near only works with encrypted 

data. Dodis et Al. give a work-room on different things 

changed of take seeds out with private audit ability. 

Shacham et Al. design a got better take seeds out design 

made from BLS signatures with full facts in support of 

safety in the safety good example formed in. Similar to the 

making in, they use publicly verifiable homomorphic 

having an effect equal to the input authenticators that are 

made from provably safe BLS sign-marks. Based on the in 

good taste BLS making, a very solid (substance) and public 

verifiable design is got. Again, their move near does not 

support privacy-preserving looking over of accounts by 

expert for the same reason as. King et Al, make an offer 

letting a TPA to keep connected place for storing upright, 

true by first encrypting the data then sending a number of 

pre-computed symmetric-keyed hashes over the encrypted 

data to the overseer. The overseer makes certain of both the 

true, good nature of the data text record and the servers 

property of a previously got by heart decryption key. This 

design only works for encrypted records and it have pain, 

troubles from the overseer statefulness and limited use, 
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which may possibly take in connected weighting to users 

when the keyed hashes are used up.  

In other related work, Ateniese et Al. make an offer a not 

completely, partly forceful account of the before PDP 

design, using only like in form key cryptography but with a 

limited number of looking over of accounts by expert. In, 

Wang et Al. take into account a similar support for one-

sided forceful data place for storing in a made distribution 

scenario with added point of data error localization. In a 

coming after work, Wang et Al. make an offer to 

TRADING group BLS-based HLA with MHT to support 

both public audit ability and full data driving power. 

Almost at the same time, Erway et Al. undergone growth 

an overlook lists based design to give power provable data 

property with full driving power support. however, the 

verification in these two protocols has need of the having 

an effect equal to the input mix of made selections gets in 

the way just as, and thus does not support privacy 

preserving looking over of accounts by expert. While all 

the above designs make ready methods for good at 

producing an effect looking over of accounts by expert and 

provable certainty on the rightness of from far stored data, 

none of them meet all the requirements for privacy 

preserving public looking over of accounts by expert in 

cloud computing. More importantly, none of these designs 

take into account group looking over of accounts by expert, 

which can greatly get changed to other form the 

computation price on the TPA when to line of brickwork 

with a greatly sized number of looking over of accounts by 

expert delegations.  

5. Conclusion 

In this paper, we make an offer a privacy-preserving public 

looking over of accounts by expert system for data place 

for storing safety in cloud computing. We put to use the 

homomorphic having an effect equal to the input 

authenticator and random covering to be responsible for 

that the TPA would not learn any knowledge about the data 

what is in stored on the cloud server during the good at 

producing an effect looking over of accounts by expert 

process, which not only takes away the put a weighting on 

of cloud user from the tiresome and possibly high in price 

looking over of accounts by expert work, but also makes 

less troubling the users fear of their outsourced data loss. 

giving thought to as TPA may taking place together grip 

multiple looking over of accounts by expert sessions from 

different users for their outsourced data records, we further 

stretch our privacy-preserving public looking over of 

accounts by expert protocol into a multi-user frame for 

events, where the TPA can act multiple looking over of 

accounts by expert tasks in a group ways for better doing 

work well much analysis shows that our designs are 

provably safe and highly good at producing an effect.  
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  Abstract: 
 

Technically ,cloud computing is looked upon as a 

vivid mix of a number, order and series of 

technologies and  getting started a  business design to 

be copied by offering it services using interests, 

money, goods and societies of scale. Cloud 

computing is an evolving prototype with tremendous 

momentum, but its unique aspects aggravate 

security and privacy challenges. Encrypting all 

intermediate data sets is neither efficient nor cost 

effective. It may be very time consuming to encrypt 

and decrypt all the intermediate data sets. However, 

a great number of possible and unused quality 

customers are still being unready to take better 

chances of cloud needing payment to safety and 

right not to be public business houses. 

 

  Index terms: Confidentiality Overhead, Constrained  

Intermediate Dataset, Knowledge Repository.  

 

I INTRODUCTION 
 

The right not to be public business houses caused by 

sustaining intermediary knowledge in cloud is 

important but they are undergone retribution for meager 

consideration. Place for storing and computation 

services in cloud are equal from a money-related view 

because they are requested in size to their use. In this 

way, cloud users can store of great value coming in 

between knowledge by selection when processing first 

form knowledge in data-intensive applications like 

medical diagnosis, in order to make less in amount the 

overall expenses by keeping out of frequent re- 

computation to attain these knowledge. Such scenarios 

are quite common because facts users often re-analyze 

outcomes, control of business new observations on  

coming  in  between  knowledge, or statement of part-

owner some coming in between results with others for 

working together, without loss of generality, the small 

useful things of coming in  

 

 

between knowledge in this says something about to 

coming in between and resultant knowledge. However, 

the place for storing of coming in between facts makes 

greater attack comes to the top so that 

confidentiality requirements of facts holders are at 

danger and being false to commonly, coming in 

between knowledge in cloud are made way in and 

processed by number times another meetings of friends, 

but uncommonly controlled by first form knowledge 

has (opinion, property). This enables a person fighting 

against one to keep (self, thoughts) in order, under 

control coming in between knowledge together but poor 

attention has been paved for such a cloud-specific 

arguments under discussion. 

 
  Having existence ways to some science or trade 

moves near for keeping safe the right not to be public 

of knowledge stored in cloud mainly join encryption 

and anonymization. By encrypting all knowledge, a 

straightforward and working well move near, is 

widely took up in current research. However, 

processing   on   encrypted   knowledge   with   small 

amount of money is quite a hard work, because most 

having existence applications only run on unencrypted 

knowledge. nearby  Even though nearby forward  

development has been made in homomorphic 

encryption which based on reasoning and giving 

effect to computation on encrypted knowledge, 

putting to use current algorithms are rather high in 

price needing payment to their inefficiency. Further, 

in part information of knowledge, e.g., aggregate 

information, is needed to make open to knowledge for 

computers users in most cloud applications like facts 

mining and analytics. In some c a s e s , knowledge 

are anonymized rather than encrypted to make certain 

both facts use and right not to be public keeping safe. 

Current privacy preserving techniques like generality
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can put up with most right not to be public attacks on 

one single knowledge, while preserving right not to be 

public for number times another knowledge is still a 

challenging hard question. In this way, for keeping 

safe right not to be public of number times another 

knowledge, it is making statement of undertaking to 

anonymize all knowledge first and then encrypt them 

before storing or having the same them in cloud. 

Commonly, the amount of coming in between 

knowledge is  very  great  for  this  reason,  we  make 

argument that encrypting all coming in between 

knowledge will lead to high overhead and low doing 

work well when they are frequently made way in or 

processed. As such, we make an offer to encrypt part 

of coming in between knowledge rather than all for 

making feeble, poor privacy-preserving price. 

 
In this paper, we propose an offer to make out which 

coming in between knowledge need to be encrypted 

which should not be, in order to free from doubt right 

not to be public requirements given by facts owners. A 

tree structure is designed to be copied from complete 

persons living time relationships of coming in 

between knowledge to get at the details of right not to 

be public propagation of knowledge.  As measuring 

together right not to be public loss of number times 

another knowledge with small amount of money is 

hard, we great act an upper- bound force to limit to 

limit right not to be public disclosure based on such a 

force to limit, we design to be copied the hard question 

of saving privacy- preserving price as a limited 

optimization hard question. This hard question is then 

separated into a number, order, group, line of sub-

problems by decomposing right not to be public loss  

forces  to limit. At last, we design a useful heuristic 

algorithm as in agreement to make out the knowledge 

that needs to be encrypted.  testing  results  on  real  

world  and much knowledge put examples on view 

that privacy preserving price of coming in between 

knowledge can be importantly made lower, less with 

our move near over having existence ones where all 

knowledge are encrypted. 

 

The  chief  contributions  of  our  research  are  times   

three. Firstly, we formally put examples on view the 

possible state of making certain right not to be public 

loss requirements without encrypting all coming in 

between knowledge when encryption is made into 

company with anonymization to special field right not to 

be public. Secondly, we design an useful heuristic 

algorithm to make out which knowledge need to be  

encrypted for keeping safe right not to be public while 

the rest of them do not. Thirdly, experiment results 

put examples on view that our move near can 

importantly get changed to other form privacy- 

preserving price over having existence moves near, 

which is quite good for the cloud users who make use 

of cloud services in a pay-as-you-go form (of dress). 

 
II RELATED WORK 

 
We briefly have a look into the research on privacy 

Protection in cloud, intermediate dataset privacy 

preserving and privacy-preserving Data 

Publishing(PPDP). 

 
Despite the fact, encryption works well for data right 

not to be  public  in  these  approaches,  it  is  

necessary to encrypt and decrypt knowledge 

frequently in many requests. Encryption is usually 

combined together with other  methods  to  get  done  

price  copies  of smaller size, high data usableness 

and right not to be public system of care for trade. 

Roy et Al. researched the data right not to be public 

hard question caused by Map Reduce and presented a 

system named Airavat which makes into company 

mandatory way in control with be changing for 

different conditions right not to be public. 

Puttaswamy et Al. described a group of instruments 

called Silver line that takes to be the same all 

working well encrypt able data and then encrypts 

them to keep safe (out of danger) right not to be 

public. Zhang et Al. made an offer a system named 

Sedic which makes division of Map Reduce 

computing jobs in terms of the safety tickets giving 

name (joined to clothing) of data they work on and 

then gives to the computation without sensitive data 

to a public cloud. The sensitivity of data is needed to 

be made ticket giving name in move forward to make 

the above moves near ready (to be used). Ciriani et 

Al. made an offer a move near that trading groups 

encryption and data fragmentation to get done right 

not to be public system of care for trade for made 

distribution data place for storing with encrypting 

only part of knowledge. We move after this line, but 

get mixed together data anonymization and encryption 
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together to put into effect good-price right not to be 

public keeping safe. 

Davidson et Al, used the right not to be public issues 

in workflow provenance, and made an offer to get 

done part of a greater unit right not to be public 

keeping safe and high use of provenance information 

via carefully keeping secret an a division of coming in 

between data. This general idea is similar to ours, yet 

our research mainly gives one's mind to an idea on 

data  4  right  not  to  be  public keeping safe  from a 

money-related price  view  while  theirs  gets,  comes 

together at one point majorly on workings right not to 

be public of workflow parts of a greater unit rather 

than data right not to be public. The PPDP research 

community has researched with a wide stretch on 

privacy-preserving issues and made fruitful forward 

development with a range of right not to be public 

models  and  keeping  safe  methods  right  not  to  be 

public principles such as k-anonymity and l-diversity 

are put forth to design to be copied and amount right 

not to be public, yet most of them are only sent in 

name  for  to  one  single  knowledge right  not  to  be 

public  principles  for  multiple  knowledge  are  also 

made an offer, but they purpose at special scenarios 

such as continuous data putting into print or in time- 

order data giving. The right not to be public 

quantification in this is based on the work in many 

anonymization techniques like generality have been 

made an offer to special field right not to be public, but 

these methods alone become feeble to get answer to 

the hard question of keeping safe right not to be 

public for multiple knowledge. Our move near gets 

mixed together anonymization with encryption to get  

done  right  not  to  be  public  keeping  safe  of 

multiple knowledge. 

 
III. MOTIVATING  EXAMPLE 

 
A excited scenario is pictured in Fig.2 where a 

networked health public organization, e.g., Microsoft 

Health Vault , has moved knowledge for computers 

place for storing into cloud for money related helps, 

authentic knowledge are encrypted  for  secretly. 

Knowledge for computers users like governments or 

research middles way in or process part of uncommon, 

noted knowledge after anonymization. Intermediary 

knowledge produced during facts way in or process are 

kept for facts reuse  and price saving not dependently 

produced coming in between knowledge (a) and (b) in 

Fig.1 are anonym zed to please 2-diversity, i.e., at 

least two individuals own the same quasi-identifier 

and  each  quasi-identifier  is  like  to  have  atleast  two 

sensitive values having knowledge of that a woman 

aged 25 living in 21400 (being like (in some way) 

quasi-identifier is (214 ,female ,young) is in both 

knowledge, a person fighting against one can use 

reasoning that this person have pain, troubles from HIV 

with high secret if (a) and (b) are self control 

together. Consider (a) or (b) are of the same size, the 

number of times of making way in (a) is 10 and that 

of (b) is 100. We put out of the way (a) to special field 

right  not  to  be  public  because this  can  cause  less 

money used, needed, which acquire fever expense than 

hiding (b). 

 
Process Flow: 
 
 

 

 
 
Fig.  2.  A  scenario showing privacy threats due  to 

intermediate datasets. 

 
IV PROPOSED SYSTEM AND ADVANTAGES 

 
Here we are proposing a very new demanding task 

where we can achieve the drawbacks of existing 

system In this paper, we recommend a novel approach 

to classify which intermediate datasets need to be 

encrypted while others do not, in order to assure 

privacy requirements given by data holders. A tree 

structure is modeled from making relationships of 

intermediate datasets to analyze privacy dissemination 
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of datasets. As quantifying joint privacy leakage of 

many datasets efficiently is challenging, we exploit an 

upper-bound control to confine privacy disclosure. 

Based on such a control, we model the problem of 

saving privacy-preserving cost as a con-strained 

optimization problem. This problem is then divided 

into a series of sub-problems by decomposing privacy 

leakage constraints. Finally, we propose a convenient 

heuristic algorithm      accordingly to recognize the 

datasets that need to be encrypted 

4.1 Modules Description: 

Modules are nothing but dividing entire task into some 

blocks and developing each and every block 

individually, then finally integrating them as together. 

Here it is been divided into mainly 4 modules those 

are as follows. 

4.1.1      Data Storage Privacy Module. 

4.1.2      Privacy Preserving Module. 

4.1.3      Intermediate Dataset Module. 

4.1.4      Privacy Upper Bound Module 

 
4.1.1 Data Storage Privacy Module. 

 
A excited scenario is pictured where an on-line health 

public organization , e.g., Microsoft Health arched 

roof has moved knowledge for computers place for 

storing into cloud for money- related helps ,noted 

knowledge are encrypted for secretly. Knowledge for 

computer users like governments or research middles 

way in or process part of uncommon, noted knowledge 

after anonymization coming in between knowledge 

produced during facts way in or process are kept for 

facts use again and price saving. We made an offer a 

move near that trading groups encryption and facts 

fragmentation  to  get  done  right  not  to  be  public 

system of care for trade for made distribution facts 

place for storing with encrypting only part of 

knowledge. 

 
4.1.2   Privacy Preserving Module. 

 
Privacy-preserving techniques like generality can 

withstand most right not to be public attacks on one 

single knowledge, while preserving right not to be 

public for number times another knowledge is still a 

challenging hard question. In this way, for keeping 

safe right not to be public of number times another 

knowledge, it is making statement of undertaking to 

anonymize all knowledge first and then encrypt them 

before storing or having the same them in cloud. 

Privacy-preserving price of coming in between 

knowledge stems from frequent encryption/decryption 

with attacked cloud help. 

 
4.1.3   Intermediate Dataset Module. 

A coming in between knowledge is taken to be true to 

anonymize and to free from certain things that which are 

right not to be publicly used. However, putting number 

times another knowledge together may still requesting 

help of a high danger of letting out secret privacy-

sensitive information, coming out in being false to the 

right not to be public needed things. Facts provenance 

is used to manage  coming  in  between knowledge in 

our research. Provenance is commonly formed as the 

place of birth, starting point or history of derivation 

of some ends and knowledge for computers, which can 

be was roughly as the information upon how facts was 

produced. Re producibility of facts provenance can 

help to produce again a knowledge from its nearest 

having existence person who had the position before 

knowledge rather than from nothing. 

 
  4.1.4   Privacy Upper Bound Module 

 

Right not to be public quantification of a single   data- 

set is stated. We point out the sporting offer of right 

not  to  be  public  quantification  of  number  times 

another knowledge and then forming of word from 

another a right not to be public loss upper-bound force 

to limit rightly. We make an offer an upper-bound 

force to limit based move near to select the necessary 

a division of coming in between knowledge that needs 

to be encrypted for making seem unimportant privacy- 

preserving price. The right not to be public loss upper- 

bound force to limit is decomposed level by level. 

 
V. CONCLUSION 

In this paper, we have made an offer a move near that 

takes to be the same which part of coming in between 

knowledge needs to be encrypted while the rest does 

not, in order to but for the right not to be public- 

keeping safe price. A tree structure has been designed 

to be copied from the complete persons living time 

relationships of coming in between knowledge to get 

at the details of right not to be public propagation 

among knowledge. We have designed to be copied the 

hard question of saving privacy-preserving price as a 

limited optimization hard question which is made 
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house numbers by decomposing the right not to be 

public   loss   forces   to   limit.   A   useful   heuristic 

algorithm  has  been  designed  as  in  agreement,  put 

value  results  on  real-world  knowledge  and  larger 

much knowledge have put examples on view the price 

of keeping safe right not to be public in cloud can be 

made lower, less importantly with our move near over 

having existence ones where all knowledge are 

encrypted. 

 
VI. FUTURE WORK 

 
Right not to be public in the military for coming in 

between knowledge is one of important yet hard 

research question under discussion and needs more 

research. With the contributions of this paper, we are 

map to further research privacy-aware good at 

producing an effect putting on time table of coming  in  

between  knowledge  in  cloud  by  taking right not to 

be public keeping safe as a metric together with other 

metrics such as place for storing and computation. 

Optimized balanced listing details designs are viewed 

as to come to undergone growth in the direction of 

overall highly good at producing an effect right not to 

be public having knowledge of knowledge listing 

details. 
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Abstract: In this paper a replacement reversible watermarking 

theme is projected supported Dynamic bar graph Histogram 

Shifting (DHS). This first supported recognizing elements of 

the image that square measure watermarked victimization 2 

totally different bar graph Shifting (HS) modulations. One is 

element bar graph shifting and different is Dynamic Prediction 

Error bar graph Shifting (DPEHS). during this paper, it 

classify pixels supported their foreseen price and pixels 

prediction errors. By applying growth embedding to the pixels 

prediction errors and by considering their immediate 

neighborhood, the theme we have a tendency to propose inserts 

information. This classification is predicated on a reference 

image derived from the image itself prediction necrology that 

has the property of being invariant to the watermark addition. 

For characteristic elements of the image which will be 

watermarked, Classification method is employed. Further, 

Embedded and Extractor each use same reference image. 

therefore synchronization exists between embedded and 

extractor for message extraction and image reconstruction. For 

sensitive pictures like medical or military pictures, our theme 

will insert additional information with lower distortion than 

different strategies. 

Index Terms—Dynamic Prediction Error Histogram Shifting 

(DPEHS), Expansion Embedding (EE),  

 

 

 

Histogram Shifting (HS),Pixel Histogram Shifting (PHS).  
 

I. INTRODUCTION  

 

Image process is one in all the strategies that helps to 

convert image into digital kind and additionally performs 

some numerous operations thereon victimization numerous 

techniques. This image process technique helps get to get} 

image with add ex gratia options or obtain hidden necessary 

info. during this sort of study input is image which can be in 

video kind or in image or photograph kind and offers output 

solely image or image with characteristics. Ordinarily in 

image process image is taken into account as 2 dimensional 

signals and applying set as signal process strategies to them. 

it\'s employed in numerous areas with its applications like 

business, analysis space engineering and applied science 

disciplines. ordinarily Image process consists of 3 steps as 

follows:  

a) Importing- during this step the image foreign with 

optical scanner or by photography.  

b) Analyzing and manipulating- Here the image analyzed 

and manipulated having information compression, 

image improvement, recognizing patterns that aren't to 

human eyes (satellite photographs). 

c) Output- are often the ultimate stage during which can 

be altered image or report supported image analysis. 

A. General purpose of Image Processing 

The general purpose of image process consists of 5 teams as 

follows:  

1) Pattern aliment: Measure the attention-grabbing objects 

in a picture. 

2) Image recognition or image understanding: Distinguish 

or acknowledge the objects in a picture. 

3) Image sharpening and image restoration: build a picture 

higher. 

4) Visualization: Objects which will be displayed on 

monitors that don\'t seem to be seen earlier  

5) Image retrieval: explore for the image of interest  

B. Types of Image process 

Normally 2 styles of image process are:  

1) Analog Image process.  

2)  Digital image process.  

Analog image process is employed for numerous laborious 

copies example printouts, images. numerous visual 

techniques used for analog image process. For image 

process analyst should have data. By combining analyst 

personal data and collateral information image process done 

.Analog image process information gift in between zero to 

one.Digital image process techniques is employed for 

manipulation of digital pictures by mistreatment computers. 

This technique contains deficiencies example information 

from imaging sensors, from satellite platform. to get 

originality of knowledge, data should endure through 

numerous phases of image process. essentially 3 general 

phases area unit thought-about whereas exploitation digital 

techniques. The Phases are:  

1. Pre- process,  

2 .Enhancement and show  

3. Data extraction 

 

C.Introduction to Watermarking 

Watermarking could be a information concealment 

technique. the essential plan of watermarking is to insert 

some secret data in digital pictures so the key message or 

data can\'t be viewed. The watermarking technique are often 

of 2 types:  

 Visible watermark. 

 Invisible watermark.  
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A watermark is nothing however a semi-transparent text or 

image on the initial image. this permits the initial image 

viewed alongside copyright protection through the image as 

its owner’s property. Visible watermarks are preferred for 

sturdy copyright protection that gift in digital format. 

associate degree invisible watermark is that the inserted 

image that can\'t be viewed with human eyes. just some 

electronic devices or some special software system helps to 

extract hidden information to spot the copyright owner. 

Invisible watermark wont to mark a text, image or audio 

content to prove its credibleness. The invisible watermark 

techniques encompass associate degree cryptography and 

cryptography method. the method of embedding the 

invisible watermark in image is termed cryptography.  

D. Watermarking Techniques are 

Spatial domain - special domain watermark is simple to 

implement and therefore the retrieval method are often 

dodged referencing the initial image. Frequency domain – 

Frequency domain can modify thecoefficients of the image 

correct transforms, like DCT, FFT, DWT. 

 
Fig1: Working diagram of image processing 

 

E.Types of watermarking 

Basically there are four types of watermarking asfollows:  

i) Text Watermarking:-Text can be added into image is 

called text watermarking. 

ii) Image watermarking:-Image can be added into an 

original image is called image watermarking. 

iii) Audio watermarking:-Some audio signals are added 

into audio clip is called audio watermarking. 

iv) Video watermarking:-Some video clips are added into 

video is called video watermarking. 
The authors are with The Prathyusha and Ravi Babu Department of 

Computer Science and Engineering, Autonomous, Hyderabad. This work 
was supported by the Reversible water marking technique project SecDC-

112172014 
 

 

II. REVERSIBLEATERMARKING 

TECHNIQUE: 

Reversible watermarking is knowledge concealing 

technique that embeds secret data into a number media 

while not loss of host data. Reversible watermarking 

technique permits the user to revive the first image from its 

watermarked image with the assistance of removing the 

watermark. Reversible watermarking supported bar chart 

shifting .histogram shifting helps to recover the first image 

lossless once hidden knowledge is extracted from the steno-

image. the tactic of prediction is employed in our projected 

technique and prediction errors square measure made to 

induce similarity of neighboring pixels. thus this helps to 

update the watermark content. Here the first image is 

obtained from the watermarked image with none loss once 

extracting the inserted secret message. The watermarking 

techniques satisfy those needs that square measure called 

reversible watermarking. Reversible watermarking is 

intended so it is removed to fully restore the first image. 

Reversible watermarking was a mile stone within the 

development of secure knowledge concealing and digital 

watermarking. many strategies are projected to safeguard 

sensitive pictures like military pictures and medical pictures. 

III.  HISTOGRAM SHIFTING 

 

Difference growth of the variations within the designated 

locations expands the bar graph of the inner region, and 

therefore the changed variations currently occupy the 

range[-2∆-2]. comparison this vary with the vary of the 

variations that represent the outer regions that they overlap 

within the vary. associate degree applicable bar graph shift 

of the outer regions would cancel all overlap between the 2 

regions. so as to attain this the negative variations and 

therefore the plus variations of the outer regions ought to be 

shifted left and right respectively, by a minimum of ∆+1.A 

bar graph shift may be simply reversed if ∆ is understood. 

The bar graph shifting has been restricted to expandable 

variations lying within the outer regions. bar graph shifting 

causes a smaller modification in these variations than 

distinction growth . Therefore, it\'s not necessary to 

visualize whether or not a bar graph shift would possibly 

cause overflow or underflow. bar graph shifting together 

with Delaware additionally eliminates the necessity to 

possess a location map of the chosen expandable locations. 

the number of auxiliary info embedded is additionally 
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considerably reduced. Additionally the procedure intensity 

needed for bar graph shifting is way but that needed for the 

compression or decompression engine. 

 
Fig 2:Histogram shifting modulation (a) Original histogram. 

(b) Histogram of the watermarked data 

IV. PROPOSEDSYSTEM 
 

The projected system accustomed adapt dynamically the 

carrier-classes by victimization the native characteristics of 

the image. we tend to simply use the native neighborhood of 

each predict particle error to calculate the foremost tailored 

carrier-class for message introduction. The projected system 

is relying upon the choice of the foremost regionally 

changed lossless modulation. Reversible modulations are  

additional or less economical that rely on image content. 

this is often special case for the medical images wherever 

giant black spaces gift known as the background area. By 

directly applying bar chart Shifting (HS) on pixels of those 

regions, it\'s going to be additional economical and of 

smaller quality rather than applying it on prediction-errors. 

The bar chart maxima up to the null grey worth; capability 

is exaggerated and by shifting constituent worth to the 

correct suggests that by adding positive grey value 

underflows simply avoided. so once acting on prediction-

errors in these regions, the management of overflows or 

underflows is extremely onerous because the shift amplitude 

is positive or negative. in order that by observant the native 

content of the image regionally changed lossless modulation 

is chosen. Thus, the projected system permits U.S.A. to 

optimize the compromise capability or image deformation.  

A. Benefitsof projected system 
• Directly making an attempt (HS) bar chart Shifting on 

pixels could also be additional powerful and of smaller 

tough than making an attempt it on prediction-errors.  

• The extractor can restore an equivalent supply image thus 

that the watermark embedded and extractor stay synchronic. 

This method accustomed choose the foremost regionally 

correct watermarking modulation.  

• It provides strength  

• The image is well protected.  

• higher constituent prediction. 

V. IMPLEMENTATION: 

At time of implementation various modules are observed 

asfollows:  

A. Modules Description:  

i.User Module 

In this module, the user gets login for secret datasharing by 

correct adding username and password. The user wants 

tosend the privacy image for secret communication. 

UserInterface is designed which gives facility for uploading 

coverimage in embedding module and extracting secret data 

inextraction module.  

ii. Invariant Image and Reversible Watermarking 

In this module, the user makes the two invariant images 

asinput and then the watermarking is done both the images 

and again the reversible watermarking (Embedding of 

twoinvariant images as front and back) is done. These 

methodsallow the user to restore the original image which 

obtainedwatermarked version by removing the watermark. 

Hence thishelps to update the watermark content, as for 

Examplesecurity attributes (e.g., one digital signature 

orsomeAuthenticity codes), at any time without adding 

newimage distortions. 

iii. Histogram Shifting Modulation 

In this module, dynamic histogram is done. Histogram 

shifting is a graphical representation data (input image).HS 

Modulation consists of: PHS (pixel histogram Shifting) 

DPEHS (Dynamic Prediction Error Histogram Shifting) 

Based on the pixels Image histogram shifting modulation 

isdone. Our proposed scheme makes use of a 

classificationprocess to identify parts of the image and that 

canbewatermarked with the most appropriate 

reversiblemodulation.  

 
Fig 3: Splitting the uploaded image 
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Fig 4: Generating Histogram 

 
Fig 5: Estimating and Display pixels 

iv. Error Refinement  

Refining and prediction of errors is done in this module. 

Onepart of the message is embedded in PHS (pixel 

histogram) and other part in DPEHS (Dynamic Prediction 

Error HistogramShifting).A new reversible watermarking 

technique whichoriginally stands in identifying parts of the 

imagethat arewatermarked using two distinct HS 

modulations.  

v. Reversible Watermarked Image  

By better taking into account the signal content 

specificities,our scheme offers a very good compromise in 

terms of capacity and image quality preservation for both 

medical and natural images. Our DPEHS can be combined 

with the expansion embedding (EE) modulation, as well as 

with abetter pixel prediction the classification is depend 

upon areference image got from the image itself, a 

prediction of it,which has the feature of being constant to 

the watermarkintroduction. Thus the watermark embedded 

and extractorremain synchronized for removal of message 

and image restoration. 
 

VI. CONCLUSION AND FUTURE WORK 

Distinguishing 2 regions in a picture wherever HS is 

directly applied the picture elements or applied dynamically 

to pixel Prediction-errors severally supported threshold 

worth optimal is a critical issue. during this report DPEHS 

is mainimpact of this work. The planned technique provides 

a awfully smart compromise in terms of capability and 

image quality preservation for each medical and natural 

pictures. 

 This theme will still be improved any either by combining 

DPEHS with enlargement embedding (EE) modulation or 

higher picture componentestimate. As watermark sometimes 

makes fragile several solutions planned concerning 

watermark lustiness area unit mentioned. 
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Abstract-   The Mobile ad-hoc network does not have fixed 

infrastructure and depends on their neighbors for the 

exchange of information. Unlike wired networks, there is no 

fixed and committed relation exists among the nodes. The 

mobile nodes can go around the system in a free way. Thus, the 

nodes can use the available links among the nodes for 

communication. This kind of open medium existing in 

MANETs give provision for malicious users. IDS techniques 

are used to identify the malicious nodes. These techniques 

offer new Intrusion detection mechanism called Enhanced 

Adaptive Acknowledgement (EAACK). EAACK has three weak 

points as a watch dog and they are 1) Limited transmission 

power 2) Receiver collision 3) False misbehavior. EAACK 

demonstrate higher malicious- behavior detection rates in 

certain circumstances while does not greatly affect the network 

performances .In proposed EEAACK scheme implemented 

both DSA and RSA 

Index Terms—Enhanced Adaptive Acknowledgment 

(EAACK), Digital signature, Mobile Ad hoc Network 

(MANET). 

 

INTRODUCTION 

 

Mobile Ad hoc Network (MANET) is a set of mobile 

nodes complete with both a wireless source and a recipient 

that communicate with each other via bidirectional 

wireless links directly or indirectly. Unfortunately, the 

open medium and remote allocation of MANET create it 

susceptible to various types of attacks. MANET is used to 

exchange information from source to destination nodes.  

Nodes can communicate directly within their range or 

else indirectly rely on neighbors. Nodes take action as 

routers to forward packets form each other.  

  MANET is popular among military applications, sensor 

networks, business application etc.  

 MANETs Vulnerable to malicious attackers since of open 

medium and broad distribution malicious attackers is 

simply attacked to improve security they expand IDS. IDS 

become alert of a report and the malicious action in ad hoc 

networks. IDSs frequently act as the second layer in 

MANETs. By meaning, Mobile sudden Network might be 

a collection of mobile nodes prepared with each a wireless 

transmitter as well as a recipient to converse by the way of 

one more node via bi face wireless links either directly or 

indirectly. Industrial remote access and management via 

wireless networks are becoming a lot of well-liked 

currently. One of the major benefits of wireless networks is 

its ability to permit data communication between 

completely dissimilar parties as well as immobile keeps 

their excellence. Though, this message is limited near the 

different of sources. This proposes that 2 node cannot 

converse by way of one just once the gap among the two 

nodes is lying on the distant side the communication differ 

of their own. 

MANET resolves this difficulty by allowing 

intermediate parties to convey the knowledge 

transmissions. This can be reached in-between the 

MANET keen on 2 forms of networks namely single-hop 

and multihop. In the single-hop system, every node in the 

middle of the same network broadcasting by single and an 

extra node. On the reverse hand, in an awfully multihop 

network, nodes can consider one or more middle nodes to 

transmit if the target node is away of their radio range. In 

opposing to the normal wireless network, MANET has a 

localized network infrastructure. MANET does not require 

a set infrastructure; so all nodes are release to move at 

random. MANET is able to make a self-configuring and 

self-maintaining network while not the assistance of a 

centralized infrastructure, that is usually impossible in 

critical assignment applications like military disagreement 

or emergency revival. Tokenish configuration and fast 

preparation build MANET able to be utilized in 

emergency circumstances wherever an infrastructure is 

inaccessible or infeasible to put in eventualities like natural 

or human-induced disasters, military conflicts, and 

medical emergency things. 

Owing to these distinctive characteristics, the painter is 

turning into a lot of broad compulsory inside the deal. But, 

bearing in mind, the extremely information that painter is 

fashionable with essential assignment requests; system 

safety is a vital significance. Miserably, the release 

average and distant delivery of painter build it at risk of 

varied forms of attacks as an example, because of the 

nodes lack of bodily protection, malevolent assailant will 
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just imprison as well as assistance nodes to realize molests. 

Specifically, consider the very truth that most steering set 

of rules in MANET. Suppose that every node in the system 

behaves in hand-shaped covering for hands with dissimilar 

nodes as well as most probably not malevolent, attacker 

will just cooperation MANET by inserting malicious or 

non-cooperative nodes into the system. Moreover, 

attributable to MANET distributed architecture and 

dynamic topology, a conventional centralized monitoring 

technique is no longer possible in MANET. In such case, 

it's essential to develop an intrusion-detection system 

(IDS). 

BACKGROUND 

 IDS in MANETs 

        As declared before, thanks to the limits of mainly 

artist steering procedures, nodes in MANETs suppose that 

alternative nodes always exertion together through one an 

extra to convey knowledge. This statement foliage the 

assailants with the chances to understand crucial contact 

on the system with single 1 or 2 cooperated nodes to deal 

with this downside, AN IDS ought to exist side to enhance 

the protection level of MANETs. If painter determination 

sight the assailant because previous to long as they enter 

the system, we will exist clever to entirely remove the 

possible compensation cause via concessioned nodes at the 

primary time. IDSs from time to time operate as the second 

layer in MANETs, as well as that they area unit an 

outstanding balance toward existing practical advances. 

Anantvalee and Wu offered a terribly suspicious learn on 

top of awake to date IDSs in MANETs. During this part, 

we have a tendency toward chiefly express 3 existing 

advances, namely, Watchdog, TWOACK, and Adaptive 

Acknowledgment (AACK). 

1) Watchdog:  

Martiet al. expected an idea forenamed Watchdog that 

plans to increase the outturn of the system by the existence 

of malevolent nodes. In reality, the Watchdog topic is 

consists of 2 essentials, namely, Watchdog and Pathrater. 

Watchdog is AN IDS for MANETs. It’s accountable for 

detective work malevolent node misconducts within the 

system. Watchdog notices malevolent misconducts by 

having many in discriminate pay attention to its 

subsequently hop’s broadcast. If a Watchdog node hears 

that its next node be unsuccessful towards additional the 

packet at a period a definite total of your time, it will add to 

its collapse counter. Whenever a node’s failure counter 

exceed a predefined entry, the Watchdog node information 

it as mischievous  from side to side this case, the Pathrater 

works mutually with the routing protocols to avoid the 

detailed nodes in the upcoming transmission. 

2) TWOACK: 

 With consequence the six weaknesses of the Watchdog 

theme, more than a few researchers planned new advances 

to solve these problems. TWOACK planned by Liu et al. is 

one in each of the top especially main at the opposing to 

some dissimilar plans; TWOACK is neither link degree 

improvement nor a Watchdog-based topic. Success toward 

resolution the recipient crash with limited broadcast power 

troubles of Watchdog, TWOACK notices bad relations 

through acknowledging every in-order packet spreader 

above each 3 successive nodes lying on pinnacle of the 

follow from the add to the destination. Upon renewal of a 

packet, each node on the way is compulsory toward send 

connect degree acknowledgment packet to the node that is 

2 hops far from it down the route. TWOACK is required to 

build on routing protocols parallel to Dynamic supply 

Routing (DSR). The in commission method of TWOACK 

is one: Node a major forward Packet 1 to node B, and then, 

node B forward Packet one to node C. once node C gets 

Packet one, since it is 2 hops distant from node A, node C 

is duty-bound to come up with a TWOACK packet, that 

contains reverse route from node A to node C, and sends it 

back to node A. The recovery of this TWOACK packet at 

node A signifies that the transmission of Packet one from 

node A to node C is palm. Otherwise, if this TWOACK 

packet is not received during a predefined fundamental 

measure, each nodes B and C are rumored malicious. a 

similar system relates to every 3 successive nodes on the 

remains of the route approaches among them.  

 

      
 

Figure 1:Server 

3) AACK: 

 Supported TWOACK, Sheltamiet al. planned a brand 

novel topic submitted to as AACK. Kind of similar to 
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TWOACK, AACK is an ACKnowledgment- supported 

system coating subject who can exist consideration of 

because a combine of a subject passed on toward as TACK 

(identical to TWO ACK) and a back-to-back 

ACKnowledgment subject referred to as Acknowledge 

(ACK). Assessed to TWOACK, AACK considerably 

edited method slip while still bright of trust or perhaps 

above regular method construction.The back-to-back 

acknowledgment topic. In the   provide node S throws 

absent Packet single by nothing inside the clouds apart 

from a couple of b of standard representative the packet 

type. All the among nodes simply forward this packet. Just 

once the target node D gets Packet 1, it’s wanted toward 

confronting an acknowledgment packet toward the provide 

node S on top of the overturn arrange. 

First insert all the details (like product id and etc) then fill 

password and send. 

Digital signatures contain forever be connect essential a 

division of cryptography inside the past. Cryptography is 

to the learn of arithmetical methods linked by features of 

information safety similar toward privacy, information 

truthfulness, unit verification, in addition to data source 

verification. The occasion of cryptography method facial 

appearance a extended as well as engaging the past. The 

chase of the safe message has been mannered through soul 

since 4000 years past in Egypt, during step through Kahn’s 

volume in 1963. Such growth spectacularly increased 

speed since the World battle II, to a number of considering 

is essentially attributable to the globalization method. The 

safety within MANETs is draws while a combine of 

scheme, events, and systems won’t to guarantee privacy, 

verification, honesty, availableness, in addition to non 

denial. Digital signature might be exists a broadly accepted 

move toward to verify the verification, honesty, as well as 

nondenial of MANETs. It can be generalized as an 

information string that associates a message (in digital 

form) with some originating entity, or associate electronic 

analog of a written signature. Digital signature methods to 

be frequently chiefly separated keen on the following 2 

lessons. 

1) Digital signature with appendix: the first 

communication is required inside the name confirmation 

rule. Examples include a digital signature rule (DSA). 

2) Digital signature with message recovery: this kind of 

scheme does not require the extra data also the name itself 

inside the confirmation process. Examples include RSA.     

 SCHEME DESCRIPTION 

Inside this part, we have a tendency toward explain our 

predictable EAACK topic in detail. The move toward 

defined throughout this psychoanalysis document is 

predicated on our earlier job, where the stamina of 

EAACK is proposed plus assessed from side to side 

execution. Through this thesis, we expand it by the 

beginning of digital signature toward stop the assailant as 

of configuration acknowledgment packet. EAACK 

contains 3 key appliances, that is, ACK, safe ACK 

(S-ACK), plus act us reuse account verification (MRA). 

Thus, because completely distinguish| to inform separately} 

dissimilar packet kinds in numerous plans, we contain a 

tendency to with this a 2-b packet subtitle in EAACK. 

According to the net breeze of DSR, present's half-dozen 

be reserved inside the DSR slogan. Inside EAACK, we 

have a tendency to utilize a pair of b of the half-dozen 

toward standard conflicting types of packets. Details are 

listed. Seven there is a pour chart telling the EAACK topic. 

Satisfy reminder down to, inside our predictable idea, we 

suppose to the connection among each node inside the 

system is bidirectional. What is extra, intended for each 

message means, both the provide node plus, therefore, the 

target node are not malevolent. Unless specified, every 

acknowledgment packets defined through this research are 

wanted toward exist digitally noticed through its 

correspondent sender as well as established during its 

recipient. 

ACK 

 Mentioned before, ACK is basically connecting 

back-to-back recognition idea. It proceeds as an area of the 

mixture idea within EAACK, going toward cut reverse 

system slide on one time no system misbehavior is noticed. 

in ACK form, node S 1st propels absent connect ACK in 

order packetPad1to the target node D. If every middle 

node on the way flanked through nodes D and S are 

supportive in addition to node D by achievement receives 

Pad1, node D is required to remit link ACK 

acknowledgment packet Pak1along the same route 

however in an exceptionally overturn arrange. Within a 

predefined period of time, if node S gets Pak1, next the 

packet broadcast as of node S toward node D is sure-fire. 

or else, node S be able to control toward S-ACK way 

through causation not present an S-ACK inside arrange 

small package toward seeing the mischievous nodes inside 

the way. SHAKSHUKIet al.: EAACK—A SECURE 

INTRUSION-DETECTION SYSTEM FOR MANETs  

ACK scheme: The destination node is needed to remit 

associate acknowledgment packet to the supply node once 

it receives a brand new packet. 

S-ACK 

The S-ACK topic is associate improved report of the 

TWOACK plan expected by Lieu al. The principle is to let 

each three successive nodes add a gaggle to notice 
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misbehaving nodes. For each 3 successive nodes in the 

way, the third node is essential to connect S-ACK 

acknowledgment packet to the first node. The reason of 

begin S-ACK way is to notice naughty nodes inside the 

presence of recipient crash or restricted broadcast power. 

in S-ACK mode, the 3 successive nodes (i.e., F1, F2, and 

F3) add a gaggle to see misbehaving nodes in the system. 

Node F1 1st begins out S-ACK in series packet Psad1to 

node F2. Then, node F2 precedes this packet toward node 

F3. on top of one event node F3 gets Psad1, as it is to the 

third node in this three-node bunch, node F3 is required 

toward pay connect S-ACK acknowledgment packet 

Psak1 to node F2. Node F2 forward Psak1back to node F1. 

If node F1 doesn't find this acknowledgment packet at 

space a predefined period of time, both nodes F2 and F3 

are according as malevolent. Additionally, an m is 

performance information is formed in node F1 and sent 

toward the source node S. 

Nevertheless, in contrast to the TWOACK theme, 

anywhere the source node directly beliefs the misconduct 

report, EAACK needs the supply node to change to MRA 

mode and confirm this misconduct report. this is frequently 

a key step to detect false misconduct report in our 

projected theme.                                        

MRA 

The MRA idea is proposed to determine the fault of 

Watchdog once it fails to observe naughty nodes with the 

presence of false misconduct report. The false bad 

behavior story will be generated by malicious attackers to 

improperly report innocent nodes as malicious. This attack 

will be deadly to the entire network once the attackers 

break down adequate nodes and, therefore,   cause a 

network, division. The center of MRA subject is to 

confirm whether or not the purpose node has established 

the reported missing packet through a special route. To 

initiate the MRA mode, the supply node 1st searches its 

local knowledge domain and seeks for another route to the 

end node. If there is no option that lives the supply node 

starts a DSR routing request to seek out another route. Due 

to the natural world of MANETs, it\'s ordinary to search 

designed for out away various routes connecting 2 nodes. 

By accepting another path to the end node, we circumvent 

the misconduct newsperson node. Presently the once the 

target node gets link MRA packet, it searches its native 

knowledge domain and compares if the according packet 

was received. If it is already received, then its safe to 

conclude that this is often a false misbehavior report and 

whoever generated this report is marked as malicious. 

Otherwise, the misconduct report is trustworthy and 

established. By the acceptance of MRA theme, EAACK is 

competent of noticing malevolent nodes in spite of the 

being of false misconduct report. 

Simulation Methodologies 

To better investigate the performance of EAACK under 

different types of attacks, we suggest three situation 

settings to replicate different types of misbehaviors or 

attacks. Scenario 1: In this condition, we simulated a basic 

packet falling attack. Malevolent nodes now fall all the 

packets that they get. The idea of this situation is to check 

the presentation of IDSs beside two weaknesses of 

Watchdog, namely, limited transmission power, receiver 

collision. 

Scenario 2: This scenario is designed to test IDSs’ 

presentations beside false misbehavior report. In this case, 

malevolent nodes for all point in time fall the packets that 

they receive and send back a false misbehavior report 

whenever it is possible. 

Scenario 3: This scenario is used to test the IDSs’ 

performances when the attackers are smart enough to forge 

acknowledgment packets and claiming positive outcome 

as, in detail, it is negative. As Watchdog is an 

acknowledgment-based system, it is not suitable for this 

situation setting. Contributions in the synopsis, we have a 

propensity to produce the subsequent 3 contributions 

throughout this paper. 

 

 
                      Figure 2:Simulation Results 

Scenario 3: In situation 3, we give the malevolent nodes 

the facility to build acknowledgment packets. This way, 

malevolent nodes just drop all the packets that they get and 

send back copied positive acknowledgment packets to its 

preceding node at any time wanted. This is a broad method 

for attackers to disgrace network presentation while 

motionless maintaining its standing. The PDR presentation 

judgment in scenario 3 is exposed. We can watch that our 

proposed scheme EAACK outperforms TWOACK and 

AACK in all test scenarios. We consider that this is 
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because EAACK is the only system which is able of 

identifying copied acknowledgment packets. Proves the 

got RO production outcome for each IDS in situation 3. In 

spite of unlike digital signature systems adopted in 

EAACK, it creates extra network overhead than AACK 

and TWOACK when malevolent nodes are more than 10%. 

We conclude that the reason is that digital signature system 

brings in extra overhead than the further two schemes. 

DSA and RSA 

         In all of the three situations, we observers that the 

DSA system always produces somewhat less network 

overhead than RSA does. This is easy to appreciate since 

the signature size of DSA is much smaller than the 

signature range of RSA. However, it is attractive to watch 

that the RO differences between RSA and DSA schemes 

vary with different.  

CONCLUSION AND FUTUREWORK 

Packet EAACK makes MANET more secure. The 

major threats like false misbehavior report and fake 

acknowledgement can be noticed by using this system. 

EAACK protocol particularly planned for MANET and 

compared it beside other accepted mechanisms in different 

situations through reproductions.  

 Results demonstrate positive performance against  

existing method such as watchdog, TWOACK.  

 Digital signatures were built-in which caused more ROs 

but greatly improves PDR when attackers  are smart to 

enter build acknowledgement packet. In proposed scheme, 

we applied both DSA and RSA but DSA method is extra 

fitting.  Succeeding troubles within our prospect 

investigate: 

1) Developing of accepting cross cryptography methods 

toward more slash reverse the system in the clouds reason 

by digital signature; 

2) Inspect the probability of assuming an input replace 

method toward removing the need of pre -allocated keys; 

   3) Difficult the arrangement of EAACK in genuine 

system environs fairly than package replication. 
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Abstract— Time synchronization is main want for various 

services given by numerous networks. several of your time 

synchronization protocols are explored for terrestrial WSNs 

(Wireless detector Networks). Any have, nobody in them can be 

enforced  to UWSNs (Underwater detector Networks) directly. 

UWSNs synchronization algorithms must beneath taken 

additional factors like as drawn-out propagation happening 

from the employment of audio communication and detector 

node quality. These totally different tasks build the proper of 

synchronization actions for UWSNs even harder. Time 

synchronization solutions by choice developed for UWSNs 

square measure needed to suit these innovative wants. For 

mobile underwater sensor networks, this paper suggests a 

unique time synchronization theme called Mobi-Sync. 

Mobi-Sync distinguishes itself from earlier approaches for 

terrestrial WSN by beneath taking spatial  association among 

the mobility patterns of adjacent UWSNs nodes. This 

facilitates Mobi-Sync to utterly guess the extended dynamic 

propagation get late. Simulation outputs show that Mobi-Sync 

outperforms previous schemes in two aspects energy and 

accuracy potency.  

Index Terms-synchronization, , UWSN 

INTRODUCTION 

In present sequence, UWSNs (Underwater sensing 

element Networks) have received the big thought from 

academic and industrial researchers through the 

prospective benefits and totally different tasks display by 

the liquid setting. UWSNs have allowed a bunch of apps to 

become economical and possible, similarly as submarine 

exploration coastal police work, environmental 

monitoring, my intelligence activity, and disaster bar. 

Though, the explanation for radio waves attenuation in 

water, acoustic communication is budding because the 

best-suited  media. a lot of options specific to underwater 

acoustic connections and networking begin additional 

style complication into virtually every layer of the network 

protocol stack. For instance, less communication 

information measure, GHB propagation delays, superior 

error likelihood, and sensing element node quality are 

considers that has to be opposed. 

  This paper mentions the time synchronization crisis, a 

serious service in every device network. a lot of or less all 

UWSN apps admit time synchronization service. as an 

example, data mining desires international time  

information, TDMA, one of the foremost frequently used 

waterproof (Medium Access Control) protocols, often 

desires nodes to be concurrent. Moreover, mainly of the 

localization algorithms for underwater and terrestrial 

sensor networks acquire for determined the simplicity of 

utilizing of time synchronization service.  

Protocols numerous time synchronization for terrestrial 

WSNs (Wireless device Networks) square measure 

disclosed among the prose. Their synchronization 

correctness and power effectiveness for land-based 

applications are cogent. However, the majority of these 

approaches suppose that the propagation delay among 

sensors is insignificant. this will be not matters in UWSNs, 

that bear from the low circulation speeds of acoustic 

signals (in water a lot of or less one,500m/s). quality 

device node collectively donates long and changeable 

propagation wait in UWSNs. This else build 

Difficulties factors render earlier approaches fewer 

appropriate for ancestral to UWSNs. in addition, the 

batteries of device nodes in underwater square measure 

subtle to recharge and it's ofttimes impractical to revive 

thanks to their relative detachment. This is deficient in of 

quality inherits even further severe desires. The UWSN 

would force being two energy well-organized. This set of 

distinctive options initiates new confronts into the time 

synchronization schemes style for UWSNs. There ar 

totally different time synchronization algorithms 

antecedently planned for UWSNs, investigating TSHL, 

D-Sync and MU-Sync. These algorithms with success 

address the long propagation delays. However, all of them 

reveal exacting shortcomings.  

 
For example, TSHL is intended for static networks. 

Therefore, it doesn\'t think about sensing element node 
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quality. MUSync confronts the quality issue, however, it's 

not energy efficient. D-Sync overlooks the impact of the 

skew once estimating the Doppler effect. to overcome the 

boundaries of previous approaches, this paper explores 

Mobi-Sync, a max energy capable time synchronization 

theme particularly developed for mobile UWSNs. The 

distinctive attribute of Mobi-Sync is however it uses 

knowledge concerning the mobile sensor nodes spatial  

correlations to precisely guess the delays of propagation. 

In the second section, sensing element nodes create linear 

failure relying upon mac layer time on stamps and 

equivalent propagation stoppage to manufacture early 

guess of the offsets and clock skews. These early outcomes 

provide as inputs to phase III clinical trial, that standardize 

the guess, additional humanizing the synchronization 

accuracy. Throughout standardization, the offset and last 

clock skew guesses ar acquire by cite up to now specific 

parameters and replicating the delay computations and 

linear regressions. In-depth simulations show the 

efficiency of the projected approach for time 

synchronization  verify that it won’t hassle from quality. 

The outcomes purpose toward that MobiSync outperforms 

previous schemes with admiration to each accurateness 

and energy effectiveness. 

I.  RELATED WORK 

For distributed systems, there's fully completely 

different time synchronization protocols at intervals the 

literature like detector networks of terrestrial radio, 

throughout that ordering of events is crucial. A landmark 

paper in laptop computer clock synchronization is 

Lamport’s effort that clarifies the virtual clocks 

importance in systems where generality may be a heap of 

significant than complete time. it's materialized as 

significant manipulate in detector works, throughout that 

many applications alone want relative time instead of 

absolute time. The Network Time Protocol (NTP) might 

be a large used hierarchical protocol implemented to 

synchronize clocks in large networks a bit like the cyber 

web. NTP provides accuracy in the order of milliseconds 

by typically exploitation GPS to comprehend 

synchronization to external sources that unit organized in 

levels called stratum. However, in underwater detector 

networks, GPS won\'t be gettable for all the things. 

Additionally, unidirectional  delay numerable reciprocally 

1/2 the round trip transit time brings important errors as the 

results of the long propagation delay in UWSNs. 

 Reference Broadcast Synchronization (RBS) might be 

a well known receiver-receiver synchronization formula. It 

completely kills errors that derive from the sender facet, 

and it adopts the thought of post facto synchronization, 

allowing the time synchronization methodology to happen 

once information collection rather than ahead of time. Any 

have, RBS needs additional message switch to converse 

the timestamps of local between any range of nodes that 

mean to be synchronized. the most set up of the RBS 

formula greatly depends on the immediate reception of 

reference messages. 

Timing-sync Protocol for detector Networks (TPSNs) 

might be a receiver-sender time delivery on that utilizes a 

cooperative message switch over for synchronization. 

Even if Timing-sync Protocol for detector Networks fret 

about delays of propagation, it won’t take the clock slant 

into description where as the quantity of synchronization. 

Instead, it only computes offset, that severely limits its 

accuracy. Flooding Time Synchronization Protocol 

(FTSP) is supposed for sharpshooter localization. 

Therefore, it's required to comprehend considerably high 

preciseness. As FTSP applies a flooding technique, it's 

durable with relation to topology changes. The FTSP to 

underwater detector network isn't applicable mostly reason 

behind it to boot supposes instant reception. to boot, it 

desires hardware standardization, which isn't a really 

coding system answer. Although UWSNs have drawn 

sizeable attention at intervals the past several years, a there 

unit still an alone variety of works on time synchronization 

in UWSNs.  

TSHL is time synchronization theme designed for high 

latency networks and addresses long propagation delays 

and energy consumption issues. In TSHL, every one way 

and two ways MAC-layer message exchange unit used, 

where one-way is to estimate the clock skew and two-ways 

is to calculate the clock offset. TSHL assumes detector 

networks of underwater unit inactive and consequently 

suffers from the mobility of detector nodes, notably once 

nodes unit in fast motion. MU-Sync might be a time 

synchronization approach proposed for cluster-based 

UWSNs. In MU-Sync, the cluster head manages the 

strategy of some time synchronization also as launching 

time synchronization methodology, determinative the 

number of reference messages, conniving clock skew and 

offset for each standard node and broadcasting the 

calculated results to any or all nodes among this cluster. In 

MUSync, statistical regression runs double. the primary 

run permits the cluster head to estimate the draft skew by 

assumptive constant propagation delays. The second run is 

employed to calibrate the calculable skew and calculate the 

offset. Although MU-Sync claims to be able to solve the 

quality issue, it\'s comparatively high message overhead. 

Moreover, MU-Sync relates trip 1/2 the time to calculate 

one-way propagation interruption, which incorporates 

major errors once detector nodes move quick or regular 

nodes experience an extended interval. D-Sync considers 

the Doppler shift in underwater environments caused by 

node mobility, that is one amongst the main impairments to 

underwater communication. By estimating and 
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compensating the Doppler effect, the accuracy of 

propagation delay calculation will be improved and 

therefore, thus can the synchronization accuracy. 

However, D-Sync ignores the impact of the skew 

throughout the method of calculating the Christian Johann 

Doppler scaling issue, that reduces the accuracy of 

synchronization. in addition, estimating the Doppler shift 

wants special hardware designed for underwater acoustic 

communication that isn't a complete computer code 

answer. 

II. PROBLEM STATEMENT 

Existing System 

     This paper mentions the time synchronization crisis, a 

serious service in several device networks. Closely all 

UWSN apps based upon time synchronization service. as 

an example, data mining needs world time info, TDMA, 

one all told the foremost frequently used waterproof 

(Medium Access Control) protocols, often needs nodes to 

be synchronic. Moreover, mainly of the localization 

algorithms for underwater and terrestrial sensor networks 

get for determined the simplicity of utilizing of time 

synchronization service. in addition, the bulk algorithms of 

the localization for terrestrial and underwater sensor 

networks imagine the time synchronization service 

availability. For terrestrial WSNs (Wireless device 

Networks), synchronization protocols of varied times have 

been offered at intervals the literature synchronization 

energy, effectiveness and accurateness for apps that ar 

land-based is convincing. Though, soap of this approach 

assumes that among sensors the propagation delay is 

insignificant. This is not true in UWSNs, that bear from the 

low circulation speeds of acoustic signals (in the water 

around 1,500 m/s). quality device node, in addition, 

donates to long and changeable propagation wait in 

UWSNs. These another produce difficulties factors render 

earlier approaches fewer appropriate for transmissible to 

UWSNs. in addition, the batteries of device nodes in 

underwater ar subtle to recharge and it is oftentimes 

impractical to revive thanks to their relative detachment. 

This is deficient in of utility inherits even plenty of severe 

necessities. The UWSN would need being energy 

well-organized. This set of distinctive choices initiates 

new confronts into the time synchronization schemes 

design for UWSNs. 

CONS: 

  Small contact band width extended broadcast 

stoppage, sensor node mobility, and superior 

error prospect. 

  The underwater sensor nodes batteries are tricky 

to recharge and it is often not practical to 

substitute cause of their relative detachment. This 

be short of serviceability inflicts even more 

severe necessities. 

 The UWSN will require being energy 

proficient.This collection of individual features 

initiates new disputes into the propose of time 

synchronization schemes for UWSNs. 

Proposed System 

     This paper suggests Mobi-Sync, a maximum energy 

capable time integration theme on purpose planned for 

mobile UWSNs. the various attribute of Mobi-Sync is that 

the states and it use knowledge about the mobile detector 

nodes abstraction correlation to guess the prolonged 

dynamic propagation stoppage among nodes. The time 

synchronization procedure contains three phases: 

calibration, regression, and delay estimation.  

Phase I obtains knowledge about the mobile detector 

nodes abstraction correlations to precisely get the delays of 

propagation. 

 In the second part, detector nodes build linear failure 

relying upon macintosh layer time stamps and equivalent 

propagation stoppage to manufacture early guess of the 

offsets and clock skews. These early outputs offer as inputs 

to Phase III, that standardize the guess, additional 

humanizing the synchronization accuracy. Throughout 

calibration, the offset and last clock skew guesses area unit 

acquire by cite so far specific parameters and replicating 

the delay computations and linear regressions. Extensive 

simulations show the potency of the projected approach 

for time synchronization; verify that it won’t hassle from 

quality. The outcomes purpose toward that MobiSync 

outperforms previous schemes with admiration to each 

accurateness and energy effectiveness.Pro’s: Wide spread 

simulationsn categorical the potency of the projected 

approach for time synchronization, substantiating that it 

doesn't endure from quality. The output shows that 

MobiSync outperforms previous schemes with relevancy 

both accurateness and energy effectiveness.   

Pairwise Synchronization: 

NetworkArchitecture: In this paper, we consider 

hierarchical underwater sensor network architecture.The 

network consists of three types of nodes. 

Surface buoys: Surface buoys are prepared with GPS to 

gain global time suggestions and act upon 

localization.They give out as the “satellite” nodes in an 

environment of underwater. 

Super nodes: These are potent sensor nodes, functioning 

as reference clocks, as they always preserve 

synchronization containing surface buoys. Besides, super 

nodes can execute stirring speed assessment as they can 

directly correspond with the surface buoys to gain real- 

time data.   

Ordinary nodes: These sensor nodes targeting to become 

synchronized. They are reasonably priced and have low 
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difficulty, cannot make straight get in touch with surface 

buoys and can only be in touch with their adjacent super 

nodes or ordinary nodes. The life span of the ordinary node 

is constrained by its partial battery supply. 

Pairwise Synchronization:  

To perform time synchronization for sets of tickers,  

most existing calculations depend on evaluating the clock 

counterbalance also, skew, which display the connection 

between the time measured by two separate tickers. As a 

rule, the time  contrast is caught by trading time-stamped 

parcels, alternately "pings," between hubs. Mobi-Sync 

likewise respects this  pairwise synchronization approach. 

Regarding time synchronization, a normal hub is the clock 

planning to get synchronized and a super hub assumes the 

part of the reference clock. We then get where T remains 

for the deliberate time of normal hub, t is reference time, 

an is the relative clock skew, and b is the 

counterbalanced(offset). 

Spatial Correlation:  

Research in hydrodynamics demonstrates that in certain 

submerged situations the development of submerged 

articles applies particular attributes identified with the 

encompassing ecological components, for example, water 

flow, weight and water temperature. For the most part 

talking, there is no brought together portability display that 

can be requisitioned all submerged situations. Then again, 

some portability models have been concocted demonstrate 

that the development of submerged items is not in an 

absolutely arbitrary design. Worldly and the spatial 

connection is constantly natural in such development. 

Luckily, this trademark has a positive effect on Mobi- Sync 

as it can be utilized for a common hub to ascertain its own 

moving speed. 

III. RESULT 

 
Surface buoys. Surface buoys are prepared with GPS to 

gain global time suggestions and act upon localization. 

Research in hydrodynamics shows that in certain 

underwater  environments the movement of underwater 

objects exerts specific characteristics related to the 

surrounding environmental  actors such as water current, 

pressure, and water temperature. 

 
IV. CONCLUSION 

This paper presents Mobi-Sync, a period 

synchronization plan for portable UWSNs. Mobi-Sync is 

the first run through synchronization calculation to use the 

spatial relationship attributes of submerged items, 

enhancing the synchronization precision and in addition 

the vitality productivity. The recreation results 

demonstrate that this new approach attains to higher 

exactness with a lower message overhead. In the future, the 

work will be reached out in two headings: Investigate other 

submerged versatility examples, including one that 

includes vertical development to inspect the suitability of 

our outline. Research the impact of lapses on super hub 

confinement and, in additionally, speed estimation, 

furthermore the  impact on MAC layer exercises, for 

example, parcel misfortune and retransmission.                                               
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Abstract-Currently, the amount of sensitive knowledge for 

computers produced by many organizations is outpacing their 

place for storing power. The business managers of such very 

great amount of facts is quite high in price needing payment to 

the requirements of high place for storing amount of room and 

qualified body of working persons. Storage-as-a-Service (StaaS) 

offered by cloud public organization givers i.e., Cloud Service 

Providers(CSPs) is an undergone punishment for building that 

enables organizations to outsource their facts to be stored on far 

away, widely different computers. In this way, StaaS gets 

changed to other form the support price and makes better the 

weighting of greatly sized nearby knowledge for computers 

place for storing at the organizations end. A facts owner pays for 

a desired level of safety and must get some payment for loss if 

any mistake made one self responsible by the CSP. On the other 

hand, the CSP needs a system of care for trade from any false 

statement against that may be claimed by the owner to get 

against the law balancing things.  

In this paper, we make an offer a cloud-based place for storing 

design that lets the facts owner to help from the facilities offered 

by the CSP and enables roundabout common have belief in 

between them. The made an offer design has four important 

points: (i) it lets the owner to outsource sensitive knowledge for 

computers to a CSP, and act full block-level force full operations 

on the outsourced facts, i.e., block modification, insertion, thing 

taken out, and join, (ii) it makes certain that given authority 

users (i.e., those who have the right to way in the owners place 

for keeping records) get the latest account of the outsourced 

facts, (iii) it enables roundabout common have belief in between 

the owner and the CSP, and (iv) it lets the owner to grant or 

revoke way in to the outsourced facts.  

Keywords- Storage as a Service, Public organization givers, 

trusted Trent, provable knowledge for computers property, 

attribute based encryption. 

I  INTRODUCTION 

Cloud computing has received much attention from both 

universities and industry needing payment to a number of 

important better chances covering: price good effects, low 

business managers overhead, nearest way in to a wide range 

of requests, able to make ready adjustments to scale up and 

down information technology (it) amount of room, and 

readiness to move where customers can way in information 

wherever they are, rather than having to keep being at their 

writing-tables. Cloud computing is a made distribution 

computational design to be copied over a greatly sized 

shared-virtualized computing resources (e.g., storage, 

processing power, memory, requests, help, and network 

bandwidth). Cloud public organization givers (CSPs) offer 

different classes of services (Storage-as-a-Service (StaaS)), 

Application-as-a-Service, and Platform-as-a-Service) that let 

organizations to get, come together at one point on their core 

business and let go of the it operations to experts.  

In the current time of by numbers, electronic earth, different 

organizations produce a greatly sized amount of sensitive 

knowledge for computers including personal information, 

electronic health records, and money business facts. The 

amount of by numbers, electronic knowledge for computers 

increases at a staggering rate; times as much almost every 

year and a half. This knowledge for computers needs to be 

widely made distribution and stored for a long time needing 

payment to able to work purposes and controlling doing as 

requested. The nearby business managers of such very great 

amount of facts are uncertain and high priced, of great value. 

While there is an observable drop in the price of place for 

storing hardware, the business managers of place for storing 

has become more complex and represents approximately 75% 

of the Total being owner price. StaaS offered by CSPs is a 

coming out of answer to make better the weighting of greatly 

sized nearby knowledge for computers place for storing and 

get changed to other form the support price via the idea of 

outsourcing knowledge for computers place for storing.  

Through outsourcing facts storing of goods scenario, facts 

owners give powers the place for storing and business 

managers of their knowledge for computers to a CSP in 

exchange for pre-specified fees measured in GB/month. Such 

outsourcing of knowledge for computers place for storing 

enables owners to store more knowledge for computers on far 

away, widely different computers than on private computer 

systems. In addition, the CSP often provides better shocking 

event got over a disease by replicating the facts on number 

times other computers across number times another facts 

centers doing a higher level of able to use. In this way, many 

given authority users are left to way in the far stored 

knowledge for computers from different geographic places 

making it more right for them.  

Since the owner physically frees, let’s go sensitive knowledge 

for computers to a far away, widely different CSP, there are 

some have a part in looking upon secretly, true, good nature, 

and way in control of the facts. In some useful requests, facts 

secretly are not only a right not to be public business house, 

but also a juristic question under discussion. For example, in 

e-Health applications inside the USA the use and exposure of 
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took care of health information should meet the policies 

admitted by Health Insurance able to be taken about and 

responsibility Act (HIPAA) and thus keeping the knowledge 

for computers private on the far away, widely different place 

for storing computers is not just a thing for which selection is 

made, but a request. The secretly point can be was 

responsible for by the owner via encrypting the facts before 

outsourcing to far away, widely different computers.  

For making certain of knowledge for computers true, good 

nature over cloud computers, researchers have made an offer 

provable knowledge for computers property (PDP) way of 

doing to make certain the intactness of knowledge for 

computers stored on far away, widely different building 

lands. A number of PDP signed agreements between nations 

have been presented to with small amount of money make 

certain the true, good nature of at rest knowledge for 

computers, e.g.,. Another teaching room off PDP designs was 

had a part in with the forcefull behavior of data over far 

away, widely different computers. This part lets the owner to 

outsource a facts text record and act changing knowledge or 

scaling operations on the outsourced facts. Later, a verifier 

makes good that the far away, widely different computers 

keep the facts untouched and able to exist together with the 

forcefull requests gave out by the owner. A amount needed to 

make complete line of research on PDP has gave one's mind 

to an idea on number times another facts copies stored over 

different computers fact in support of retrievability (take 

seeds out) was introduced as a stronger way of doing than 

PDP in the sense that the complete knowledge for computers 

text record can be remade from divisions of the knowledge 

for computers that are safely stored on the computers.  

Commonly old and wise way in control techniques take to be 

true the existence of the facts owner and the place for storing 

computers in the same have belief in lands ruled over. This 

thing taken as certain however no longer holds when the facts 

is outsourced to a far away, widely different CSP which takes 

the full go forward of the outsourced knowledge for 

computers business managers and is living in, has house in 

outside the have belief in lands ruled over of the facts owner. 

A possible answer can be presented to give power the owner 

to put into force (operation) way in control of the knowledge 

for computers stored on a far away, widely different untrusted 

CSP Through this answer the knowledge for computers is 

encrypted under a certain key which is shared only with the 

given authority users. The authority users including the CSP 

are unable to way in the facts since they do not have the 

decryption key. This general answer has been widely made 

into company into having existence designs which purpose at 

making ready knowledge for computers place for storing 

safety on untrusted far away, widely different computers. 

Another part of answers puts to use attribute based encryption 

ABE to get done in very small grains grained way in control 

ABE is a public key cryptosystem for one to many making 

connections that enables in very small grains grained having 

the same of encrypted knowledge for computers. The ABE 

persons working with the cipher text with a group of 

properties and the private key with a way in structure 

insurance agreement. The cipher text is decrypted if and only 

if the connected properties free from doubt the way in 

structure of the private key way in revocation in ABE based 

systems is a question under discussion since each property is 

in a way able to get in mind shared by many users examples 

of ABE based systems for doing way in control of from far 

stored knowledge for computers are.  

Different moves near have been researched that support the 

owner to outsource the facts and offer some sort of give 

support to (a statement) related to the secretly true, good 

nature and way in control of the outsourced knowledge for 

computers. These moves near can put a stop to and discover 

with high how probable bad actions from the CSP side On the 

other hand the CSP needs to be safeguarded from a false 

owner who attempts to get against the law balancing things 

by falsely requesting facts money wrongdoing over cloud 

computers. This business house if not rightly with a part for 

gripping can cause the CSP to go out of business. 

In this work we make an offer a design that addresses some 

important issues related to outsourcing the place for storing of 

facts namely facts forcefull newness common (to 2 or more) 

have belief in any way in control one of the core design 

principles of knowledge for computers outsourcing is to make 

ready forcefull scalability of knowledge for computers for 

different applications. This means that the from far stored 

knowledge for computers can be not only made way in by 

given authority users but also changed knowledge and scaled 

by the owner. After changing knowledge the given authority 

users should get the latest account of the facts newness 

property i.e. a way of doing is needed to discover whether the 

received knowledge for computers is old, dry. This question 

under discussion is important for applications in which full of 

danger decisions are taken based on the received knowledge 

for computers For example in E Health applications a 

physician may write a prescription based on a person getting 

care s medical history received from far away, widely 

different computers. If such medical facts is not up to day the 

given prescription may get opposite with the person getting 

care s current circumstances causing serious health problems 

common  have belief in between the facts owner and the CSP 

is another necessary question under discussion which is made 

house numbers in the made an offer design. A apparatus is 

introduced to come to a decision about the false meeting of 

friends i.e., without wrong from any side is sensed. 

 And the responsible group is taken to be last but not least the 

way in control is thought out as which lets the facts owner to 

grant or revoke way in rights to the outsourced facts  

Main contribution Our contributions can be made a short 

account in main points. 

1) The design and putting into effect of a cloud based place 

for storing design that has the supporter’s features.  

 It lets a facts owner to outsource the facts to a far 

away, widely different CSP and act full forcefull 

operations at the solid mass level i.e., it supports 
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operations such as solid mass adjustment thing put 

in thing taken out and join.  

 It makes certain the newness property i.e., the given 

authority users get the most nearby account of the 

facts.  

 It puts up roundabout common  have belief in 

between the facts owner and the CSP since each 

meeting of friends is living , has house in a different 

have belief in lands ruled over.  

 It puts into force (operation) the way in control for 

the outsourced facts.  

2) We have a discussion the safety features of the made an 

offer design in addition to we account for its doing a play 

through theoretical observations and based on experience put 

value of place for storing news and computation overheads. 

II RELATED WORK 
Having existence research close to our work can be 

discovered in the areas of true, good nature verification of 

outsourced facts cryptographic text record systems in made 

distribution networks and way in control of outsourced facts. 

Different in some way of PDP signed agreements between 

nations have been presented for at rest or warehoused facts 

for example see [1] [2]. Some other PDP designs take into 

account the example of forcefull facts that are usually more 

ruling in useful applications examples of PDP designs that 

amount with forcefull facts are [3] [4]. While the designs are 

for a single copy of a facts text record PDP designs have been 

presented for number times another copies of at rest 

knowledge for computers e.g., authority addresses a PDP 

making for number times another copies of forcefull facts fact 

in support of retrievability take seeds out is an amount needed 

to make complete move near to PDP and is stronger than PDP 

in the sense that the complete knowledge for computers text 

record can be remade from divisions of the knowledge for 

computers that are safely stored on the computers. This is 

needing payment to encoding of the facts text record for 

example using rubbing-out put into signs before outsourcing 

to far away, widely different computers statements, directions 

are examples of take seeds out designs that can be discovered 

in the literature. 

Kallahalla et Al [5] designed a cryptography based text 

record system called Plutus for safe having the same of facts 

on untrusted computers. Some given authority users of the 

facts have the special right to read and write while others can 

only read the facts In Plutus a text record group represents a 

group of records with similar properties and each text record 

group is connected with a like in size key called text record 

lockbox key. A facts text record is fragmented into gets in the 

way where each solid mass is encrypted with a nothing like it 

like in size key called a text record get in the way of key. The 

text record get in the way of key is further encrypted with the 

text record lockbox key of the text record group to which the 

facts text record is right for. If the facts owner wants to part a 

text record group with a group of users the text record 

lockbox key is just made distribution to them Plutus supports 

operations on the text record gets in the way read and write 

modify take out operation can be supported by writing over a 

having existence solid mass with nothing. 

Goh et Al [6] have presented SiRiUS which is designed to be 

in-levels over having existence text record systems such as 

NFS network text record system to make ready end to end 

safety. To put into force (operation) way in control in SiRiUS 

each facts text record D text record is gave with a metadata 

text record md text record that has in it an encrypted key solid 

mass for each given authority user with some way in rights 

read or write. More specially the md text record represents 

the D text record s way in control list ACL. The D text record 

is encrypted using a text record encryption key FEK and each 

place to come and go through in the ACL has in it an 

encrypted account of the FEK under the public key of one 

given authority user. For greatly sized scale having the same 

the writers in presented SiRiUS NNL that uses NNL Naor 

Naor Lotspiech give a radio talk encryption algorithm to 

encrypt the FEK of each text record instead of encrypting 

using each given authority users public key SiRiUS supports 

operations on the text record gets in the way read and write 

modify. 

The idea of over encryption to put into force (operation) way 

in control has also been used by Wang et Al.  In their design 

the owner encrypts the facts solid mass by solid mass and 

makes a based on tree of the solid mass keys. The based on 

tree enables the owner to get changed to other form the 

number of keys given to each user where different keys in the 

tree can be produced from one common father or mother 

network point. The far away, widely different place for 

storing computer acts over encryption to put a stop to put an 

end to users from getting way in to changed knowledge for 

computers gets in the way. 

Popa et Al have introduced a cryptographic cloud place for 

storing system called Cloud Proof that provides read and 

write facts having the same Cloud Proof has been designed to 

offer safety gives support to (a statement) in the support level 

agreements of cloud place for storing systems. It makes a 

division the safety properties in four groups secretly true, 

good nature read freshness and write serializability Cloud 

Proof can make ready these safety properties using 

attestations signed notes and chain number without thought of 

amount in addition to it can discover and make certain to a 

third meeting of friends that any of these properties have been 

was false to read freshness and write serializability in Cloud 

Proof are was responsible for by taking place at regular times 

looking over of accounts by expert in a put under one control 

way. The time is separated into great, important times which 

are time times at the end of each the facts owner acts the 

looking over of accounts by expert process. The given 

authority users send the attestations they let into one's house 

from the CSP during the time to the owner for looking over 

of accounts by expert Like Plutus and SiRiUS CloudProof 

supports operations on the text record gets in the way read 

and write modify. 
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Discussion some aspects related to outsourcing knowledge 

for computers place for storing are beyond the frame for 

events of both PDP and take seeds out e.g., putting into force 

(operation) way in control and making certain the newness of 

facts handed over to given authority users. Even in the 

example of forcefull PDP a verifier can make certain the 

rightness of knowledge for computers but the computer is still 

able to person who acts falsely and come back old, dry 

knowledge for computers to given authority users after the 

looking over of accounts by expert process is done. The 

designs have put at point at which rays come together on way 

in control and safe having the same of facts on untrusted 

computers. The issues of full solid mass level forcefull 

operations modify thing put in take out and join and doing 

common  have belief in between the facts owners and the far 

away, widely different computers are outside their range of 

observation. Although [7] have presented a good at producing 

an effect way in control way of doing and with a part for 

gripping full knowledge for computers forcefull over far 

away, widely different computers facts true, good nature 

newness property and common  have belief in are not made 

house numbers given authority users in Cloud Proof [8] are 

not giving effect to straight away checking for freshness of 

received facts the attestations are sent at the end of each 

special time in history to the owner for completing the 

looking over of accounts by expert work.  

III OUR SYSTEM AND ASSUMPTIONS 

System parts and relations: The cloud computing place for 

storing design to be copied thought out as in this work is 

chiefly of four main parts as pictured in Fig 1 (i)a facts owner 

that can be an organization producing sensitive knowledge 

for computers to be stored in the cloud and made ready (to be 

used) for controlled outside use (ii) a CSP who manages 

cloud computers and provides undergone punishment for 

place for storing space on its roads and systems to store the 

owners records and make them ready (to be used) for given 

authority users  (iii) given authority users a group of owner s 

clients who have the right to way in the far away, widely 

different facts and (iv) a trusted Trent i.e., Trusted Third 

Party(TTP) a thing who is law by all other system parts and 

has espertise and powers to discover and specify false parties. 

In Fig 1 the relations between different system parts are 

represented by times sided pointers where solid and short 

lined pointers represent have belief in and doubts relations 

separately. For example the facts owner the given authority 

users and the CSP have belief in the TTP. On the other hand 

the facts owner and the given authority users have common 

doubts relations with the CSP. Thus the TTP is used to make 

able roundabout common have belief in between these three 

parts. There is a straight to have belief in relation between the 

facts owner and the given authority users. 

 
The place for storing design to be copied used in this work 

can be took up by many useful applications. For example e-

health applications can be viewed by this design to be copied 

where the persons getting care knowledge-base that has in it 

greatly sized and sensitive information can be stored on cloud 

computers. In these types of applications a medical inside 

middle can be thought out as the facts owner physicians as 

the given authority users who have the right to way in the 

persons getting care medical history and an independent law 

organization as the TTP. Many other useful applications like 

money business scientific and about education applications 

can be viewed in similar gold frames. 

Statement, saying the idea of using a third group overseer has 

been used before in outsourcing facts place for storing 

systems especially for customers with limited computing 

resources and powers e.g., The main chief place of a third 

group overseer is to make certain of the knowledge for 

computers stored on far away, widely different computers and 

give reasons (purposes) to givers for getting (making) better 

their services. The made an offer design in this work uses the 

TTP in a slightly different way (of doing). The looking over 

of accounts by expert process of the knowledge for computers 

received from the CSP is done by the given authority users 

and we go to for help to the TTP only to get separated 

disputes that may get up looking upon knowledge for 

computers true, good nature or newness making feeble, poor 

the place for storing overhead on the CSP side is by money 

and goods a key point to lower the fees undergone 

punishment for by the customers Moreover dropping the 

overall computation price in the system is another important 

point of view To get done these goals a small part of the 

owner s work is gave powers to the TTP  

Outsourcing changing knowledge and making way in the 

facts owner has a text record F made up of m gets in the way 

to be outsourced to a CSP where place for storing fees are pre 

detailed according to the used storage space. For secretly the 

owner encrypts the facts before sending to cloud computers. 
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After facts outsourcing the owner can acts between, along 

with the CSP to act get in the way of level operations on the 

text record. These operations includes modify thing put in 

join and take out special gets in the way. In addition the 

owner puts into force (operation) way in control by giving 

agreement or putting an end to way in rights to the outsourced 

facts. 

An given authority user sends a facts way in request to the 

CSP and gets the knowledge for computers text record in an 

encrypted form that can be decrypted using a secret key 

produced by the given authority user more details will be 

explained later. We take to be true that the effect on one 

another between the owner and the given authority users to 

make certain their identities has already been completed and 

it is not thought out as in this work. Moreover all given 

authority users have the same privileges i.e., the question 

under discussion of way in organizations with a scale of 

positions is outside the current range of observation. 

The TTP is an independent thing and thus has no reason 

(purpose) to collude with any meeting of friends in the 

system. However any possible loss of knowledge for 

computers in the direction of the TTP must be keep from 

taking place to keep the outsourced facts private. The TTP 

and the CSP are always connected while the owner is 

stopping at times connected. The given authority users are 

able to way in the facts text record from the CSP even when 

the owner is offline from end to end this paper the terms 

cloud computer and cloud public organization giver are used 

through exchange. 

Sign of danger design to be copied The CSP is untrusted and 

thus the secretly and true, good nature of facts in the cloud 

may be at danger. For of money and goods reasons (purposes) 

and supporting a good name the CSP may skin, leather data 

loss needing payment to hardware unsuccessful person 

business managers errors different attacks or get back place 

for storing by putting out as of no use knowledge for 

computers that has not been or is uncommonly made way in 

to keep from destruction the computational resources the CSP 

may totally not take into account the data update requests 

gave out by the owner or do just a few of them for this reason 

the CSP may come back damaged or old, dry knowledge for 

computers for any way in request from the given authority 

users in addition the CSP may not great respect the way in 

rights made come into existence by the owner and authorities 

given in writing not with authority way in for misuse of to be 

kept secret knowledge for computers. 

On the other hand a facts owner and given authority users 

may collude and falsely make a statement against the CSP to 

get a certain amount of reimbursement. They may falsely put 

forward as a fact that knowledge for computers true, good 

nature over cloud computers has been was false to or the CSP 

has returned an old, dry text record that does not match the 

most nearby adjustments gave out by the owner.  

Security needed things. secretly: outsourced facts must be 

kept safe (out of danger) from the TTP, The CSP, and users 

that are not given agreement way in true, good nature: 

outsourced facts is needed to keep being untouched on cloud 

computers. The facts owner and given authority users must be 

made able to take in knowledge for computers wrong or 

changed form over the CSP side. Newness: letting into one's 

house the most nearby account of the outsourced facts text 

record is a necessary thing needed of cloud-based place for 

storing systems. There must be a discovery apparatus if the 

CSP has nothing to do with any data-update requests gave out 

by the owner way in control: only given authority users are 

let to way in the outsourced facts put an end to users can read 

unchanged facts, however, they must not be able to read 

updated/new gets in the way. CSPs arguments for person 

whom law process is against: the CSP must be safeguarded 

against false statements against that may be claimed by false 

owner/users, and such a bad behavior is needed to be let be 

seen.  

Getting in grain the secretly, true, good nature, newness, 

access control, and CSPs arguments for person whom law 

process is against properties in the made an offer design 

enables the common  have belief in between the facts owner 

and the CSP. In this way, the owner can help from the wide 

range of facilities offered by the CSP, and at the same time, 

the CSP can make better the business house of acting falsely 

persons getting goods from store.  

IV CONCLUSION 

Outsourcing facts to far away, widely different computers has 

become a growing general direction for many organizations 

to make less troubling the weighting of nearby knowledge for 

computers place for storing and support. In this work we have 

studied different aspects of outsourcing knowledge for 

computers place for storing: block-level facts forcefull, 

newness, common trust, and way in control.  

We have made an offer a cloud-based place for storing design 

which supports outsourcing of forcefull facts, where the 

owner is able of not only keeping and making way in the 

facts stored by the CSP, but also changing knowledge and 

scaling this facts on the far away, widely different computers. 

The made an offer design enables the given authority users to 

make certain that they are letting into one's house the most 

nearby account of the outsourced facts. In addition, if of 

disagreement having thoughts facts integrity/newness, a TTP 

is able to work out the false meeting of friends. The facts 

owner puts into force (operation) way in control for the 

outsourced facts by putting together three cryptographic 

expert ways of art and so on: give a radio talk encryption, 

lazy revocation, and key turn. We have studied the safety 

features of the made an offer design. In this paper, we have 

researched the overheads added by the made an offer design 

when made into company into a cloud place for storing 

design to be copied for at rest knowledge for computers with 

only secretly thing needed. The place for storing overhead is  

0.4% of the outsourced facts size, the news overhead truly to 

block-level forcefull changes on the facts is  1% of the get in 

the way of size, and the news overhead truly to getting back 

the facts is  0.2% of the outsourced facts size. For a greatly 

sized organization (facts owner) with 100,000 users, giving 
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effect to forcefull operations and putting into force 

(operation) way in control make an addition about 0.62 

seconds of overhead as an outcome of that, important features 

of outsourcing knowledge for computers place for storing can 

be supported without more than enough overheads in place 

for storing, communication, and computation.  
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Abstract—Although there is no strict definition of the image 

texture, texture classification has broad applications in the 

field of agriculture and medicine. As plants are vitally 

important for environmental protection, it is more 

important to identify from the images to classify them. Even 

this approach is applied on plant leafs it could use in 

different applications and classify them correctly. So far, 

there have been so many methods proposed to solve this 

problem. Plant leaf classification is a technique where leaf is 

classified based on its different morphological features. The 

purpose of this article is to introduces   a novel  method 

which explains the process on the images of textures based 

on Local Binary pattern and Gray Level Co-occurrence 

Matrix and finally ,extracting the statistical features from 

the images. Finally apply some classified techniques and 

compare results with other methods.  
Index Terms— Texture classification, Local Binary pattern, 

Gray Level Co-occurrence Matrix, statistical features 

 

I. INTRODUCTION 

Plants plays an vital role in protecting earth ecology and 

environment by maintaining a healthy atmosphere and 

providing substance and shelter to many insect and 

animal spices[1][5][6].In addition, plant has plenty of use 

in foodstuff, botanical and many herbal 

industries[2][3][4]. Texture classification is the process to 

classify different textures from the given images. Since 

90s with the progress of the computer vision and 

advancements in image processing, texture classification 

has a close relationship with the sciences such as machine 

learning, it functions in areas like leaf classification, 

pattern recognition, tracking of the objects, to find out 

skin deceases defect detection, face recognition etc. The 

main two phases in texture classification process are first, 

gathering and extracting the best features for texture 

description. Second is selecting corresponding types of 

classifiers. The extraction of relevant features from the 

given image is called feature extraction methods. The 

Local Binary Pattern (LBP), Gray Level Co-Occurrence 

Matrices (GLCM) are the two popular extraction 

techniques. 

The remaining part of this article is organized as follows. 

Section 2 is related to the description of LBP algorithm 

and the way of process. Section 3 is explained with 

procedure of GLCM algorithm. Section 4 deals with the 

proposed method and finally results, conclusions & future 

work are given in section 5 and 6 respectively.   

II. LOCAL BINARY PATTEREN (LBP) 

The original Local Binary Pattern invented by Ojala and 

Pietikainen back in 90’s. It plays an important role in 

texture analysis process [8].The LBP calculates a value 

that reflects the relationship within a 3x3 neighborhood 

that is multiplied with the corresponding binomial values.   

The 8 neighbor values are placed using binary numbers 

either 0 or 1 by comparing with the central pixel. If the 

observed gray value is lesser than the gray value of the 

central pixel, then it is taken as 0 else it is 1. 

 
                         di =0  if l (xi ,yi) <  l (x0,y0)  

 

                                 =1 otherwise 

 

   Where, di represents binary value, di represents the 

original pixel value at position i and d0 is the central pixel 

value. As each of LBP has one of two possible values (0 

or 1),with the combination of all the eight elements 

results in 256(28) possible Local binary patterns ranging 

from 0 to 255 (These are also called as texture units) to 

the corresponding pixels. The obtained value is then 

multiplied with weights. 

We can obtain the LBP by totaling the obtained values 

LLBP=∑8
i=1 di 2i-1   

 The Figure 1 shows an example on how to compute 

LBP. The original 3x3 neighborhood is given in Fig 

1(a).The central pixel value is considered as a threshold 

value in order to assign a binary value to its neighbors. 

Fig 1(b) shows the result of thresholding the 3x3 

neighbor hood 

 
 

Fig: 1 LBP approach 

 

LBP=1+8+128=137 
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The obtained values given in the Fig1(c) the result is 

given in Fig1 (d). The sum of the resulting values gives 

the LBP measure (137). In this case the central pixel (7) 

replaced by the obtained value (137). Now, a new LBP 

image is constructed by processing each pixel and its 3x3 

neighbors in the original image. The LBP approach is 

used to represent a significant breakthrough in texture 

analysis, outperforming earlier methods in many 

applications. LBP has tolerance against changing of 

intensity values. And it is computationally very simple 

approach, which makes possible to analyze images in 

challenging real-time environment. The concept of LBP 

also used in applications such as face recognition and age 

classification.  

 

III.GRAY LEVEL CO-OCCURRENCE 

MATRICES(GLCM) 

 

 Grey Level Co-occurrence Matrices (GLCM) is one of 

the statistical methods which is used to determining 

parameters for texture analysis. It is an efficient and 

widely used feature extraction method for texture 

classification which is proposed in [9] by Haralick and 

Shanmugam. GLCM is one of the most important 

techniques to extract the texture information. The 

extracted texture features are called Haralick Features [9].  

The GLCM of an N x M image is a two dimensional 

matrix .The elements of the matrix are joint occurrence of 

intensity levels X and Y at a certain distance d and an 

angle Ɵ. Hence many occurrences of matrices are 

possible. For Ex Fig 2 describes how to compute the 

GLCM. The template (1, 1) is present four times in the 

image. Hence the entry for (1,1) is 4.There no 

combination for (2,2) in the image and hence the entry 

for(2,2) is 0.The max gray scale value in the given image 

is 3.Therefore the co-occurrence matrix is 3x3.each entry 

of the co-occurrence matrix indicates the presence of  the 

template in the given image. For ex in Fig 2,there is no 

combination of (3,3) together. Therefore its value is zero. 

on the other hand (1,1) is present four times in the 

image.so the entry for(1,1) in the co- occurrence matrix is 

4. In this manner the values of co-occurrence matrix can 

be obtained. The features are then extracted from the co-

occurrence matrices. Some of the important features are 

Angular second moment, contrast, correlation, Entropy, 

Inverse difference moment.   

 

 

 

 

 

                            
Fig: 2 (a) 

 

 

 

 

 

 

 

 

 

 

 

 

Fig: 2(b) 

 

Coming to the practical approach in the most of the 

applications combining the GLCM with other approaches  

IV. PROPOSED METHOD 

The approach which is proposed is 

      

 

 

 

 

 

 

 

 

 

 

 
 

The preliminary step for any plant leaf classification is 

image acquisition which consists of collecting a suitable 

leaf and then, taking the digital image of leaf by using a 

digital camera, called as an input image [11, 12]. 

In the next step, this image is pre-processed to enhance 

the required features. This step may sometimes include 

conversion in to suitable formats like gray scale or binary 

format, and applied by the process of image smoothing. 

The purpose of image pre-processing is to improve image 

data so that it can reduce unnecessary distortions and 

enhances the image features that are relevant for further 

processing [11,12].Color image of leaf is converted to 

gray scale image because there may be changes in 

environmental changes and season causes the color 

feature having lower reliability. Thus, it is better to work 

with gray scale image. 

V.  RESULTS 

In this paper we introduced a new method for leaf 

classification. Thus to get results and observe the 

efficiency of proposed approach 3 kinds of leafs, 60 

images were taken by digital camera. That is 20 images 

of every model of leaves. The images after pre-processing 

submitted to the proposed combined method. To be 

simplified process and dataset’s dimensions only GLCM 

1 3 2 

1 1 1 

1 1 1 

 1 2 3 

1 
4 0 1 

2 
0 0 0 

3 
0 1 0 

Display and compare Leaf Information 

Capture digital leaf image with digital camera 

 Image Pre-processing 

Apply combined approach LBP & GLCM 

Train & Test 
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was estimated in the 0’.Then there has been a dataset 

made consisting 60 instances, and 7 attributes. 

 Finally, by using some of the classifiers such as KNN, 

Naïve Bayes, and LAD Tree, and by using N. Fold 

method, the accuracy of the dataset has been made for 

leaf textures is computed, which is shown in the table1.In 

the 2nd and 3rd rows of the table, the leaf textures were 

classified just based on LBP and GLCM images to 

compare the combined method with some of the earlier 

schemes in terms of accuracy. As it is shown in the, 

accuracy   of the proposed combined approach is higher 

than earlier methods. The main advantages of the 

proposed approach specified in this paper can be 

mentioned in two points first one is, corresponding with 

near of all classifiers, and the second one is introducing a 

series of new features which are able to be computed for 

different applications. 

 

VI. CONCLUSION & FUTURE WORK 

The main purpose of this article was to offer an approach 

for leaf classification. In this respect, in the previous 

sections have algorithms of LBP, GLCM for the images 

and combined approach has been offered and described 

thoroughly. As it was described in combined method first 

input images were pre-processed then combined method 

applied as shown in the figure, then the it submitted to 

Train & Testing phases finally by using some classifiers 

we have classified all the items.so we see that all features 

which have computed by the combined approach can use 

for classifying all kinds of leafs by accuracy. 

 In future, we are going to apply statistical pattern 

recognition methods which take noise into consideration. 

Our system has an advantage of its ability of classifying 

and recognizing the plant from a small part of the leaf 

without depending neither on the shape of the leaf or on 

its color features, since the system essentially depends on 

the textural features. Hence, the system is useful for the 

botany researchers when he wants to recognize a 

damaged plant, since this can be carried out depending 

only on a small part of the damaged plant. When the 

botany researcher has a damaged plant and wants to put it 

into its position in the classification, our system is the 

solution because it depends on the textural features not on 

the color features which is naturally changing during the 

seasonal succession. 
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method 
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LBP 88.4 82.6 87.5 81.4 

GLCM 86.3 85.2 80.2 79.8 
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Abstract: Using geo-social applications, like 

Foursquare [1], millions of people connect to 

theirsurroundings via their own pals along with 

their referrals. Without adequate privacy safeguard, 

nevertheless, these techniques might be easily 

misused, at theGary the gadget Guy[2] for you to 

course users as well as targeted them with regard to 

residence breach. In this paper, we proposed LocX, 

a fresh alternative that provides significantly 

improved position privacy protection without 

adding doubt directly into problem outcomes as well 

as relying on robust assumptions regarding server 

protection. The critical perception is usually to use 

protected userspecific, distance-preserving[3], 

coordinate transformations to all or any position 

information distributed to the actual server. Your 

pals of the individual reveal this particular user’s 

secrets and techniques to allow them to use identical 

change for better. This will give most position 

inquiries to become evaluated appropriately from 

the server, although our privacy mechanisms[4] 

ensure that will computers are unable to recognize 

as well as infer your position information from the 

transformed information as well as from the 

information gain access to. Most of us display that 

will LocX[5] provides privacy actually next to a 

strong mechanism; along with we employ prototype 

measurements showing it supplies privatives along 

with almost no functionality cost, making it made 

for today’s mobile devices. 

1. INTRODUCTION 

 With billions in downloads and every year income, 

server-helped telephone applications offered by Apple 

iTunes and android are quickly becoming the chief 

computing flat structure for today user applications. 

Within these markets, a new wave of geo-social 

applications are fully using persons wrongly GPS 

[6]location services to give a social connection to the 

physical earth. Examples of pleasing to all social 

applications join social meeting, nearby friend 

recommendations for taking food and getting things at 

store, as well as collaborative network services and 

games. The bursting substance condition of having 

general approval of readily moved social networks  

such as SCVNGR [7]and Foursquare (3 million  new 

users  in 1 year) likely giving an idea of that in the 

future, social recommendations will be our first starting 

point of information  about our surroundings. 

Unhappily, this new functionality comes with 

importantly increased dangers to personal privacy. Geo-

social applications have effect on fine-grain, time-

stamped location information. For current services with 

least privacymechanisms, this data can be used to use 

reasoning a user detailed activities, or to track and say 

what will take place in the future the users daily 

moving. In fact, there are a great number of real world 

examples where the not with authority use of location 

information has been misused for of money and goods 

profit, physical stalking, and to get the idea lawful data 

supporting. Even more troubling, it seems that less than 

a week after Facebook turned on their pleasing to all 

places point for going after by signs users’places, such 

locationdata was already used by persons taking 

property to plain home invasions. Clearly, readily 

moved social networkstomorrow have need of stronger 

privacy properties than the open to all policies ready (to 

be used) today. 

Existing systems have mainly taken three approaches to 

getting (making) better user privacy in geo-social 

systems: (a) giving name of person when meeting for 

first time unknown or error into locationdata [8][9] (b) 

getting support from on law servers or go between to 

put to use nameless to user identities and private data 

and [10](c) having belief in on heavy-weight 

cryptographic or private information acts to get back 

(PIR) techniques. None of them, however, have made 

known good on current application platforms. 

Techniques using the first approach fall short because 

they have need of both users and attention to givers to 

put into use for first time unknown into their data, 

which gives lower, less important position to the quality 

of attention to results returned to the user. In this way 

in, there is a deep tradeoff between the amount of error 

introduced into the time or locationdomain, and the 

amount of privacy given agreement to the user. Users  

dislike the loss of having no error in outcomes, and 

attention to givers have a natural disincentive to hide 

user  data from themselves, which gets changed to other 

form their power to monetize the data. The second 

approach is dependent on the law proxies or servers in 
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the system to keep secure (out of danger) user privacy. 

This is a having danger thing taken as known, since 

private data can be made open to by either software 

apparatus for hearing and form of a thing errors at the 

law servers or by bad controlling persons. At last, 

having belief in on heavy-weight cryptographic 

mechanisms to come to be provable privacy gives 

support to (a statement) are too high in price to put out 

on mobile devices, and even on the servers in 

answering queries such as nearest-neighbor and range 

queries.  

The challenge, then, is to design mechanisms that with 

small amount of money keep secure (out of danger) 

user privacy without giving up the having no error of 

the system, or making strong things taken as known 

about the security or believable of the use servers. More 

specially, we target geo-social applications, and take to 

be true that servers (and any intermediaries) can be put 

at risk and, as an outcome of that, are untrusted. To 

limit misuse, our goal is to limit accessibility of 

location information from complete seen at a distance 

to a user’s socialcircle. We make out two main types of 

queries necessary to support the functionality of these 

geo-social applications: point queries and nearest-

neighbor (kNN) queries. Point queriesquery for 

locationdata at one point, in view of the fact that kNN 

queriesquery for k  nearest data around a given location 

order (or up to a knownradius). Our goal is to support 

both query types in a good at producing an effect taste, 

right for today mobile devices. 

To address this challenge, in this paper, we make an 

offer LocX (short for location to list of words in a book 

mapping), a novelapproach to doing user  privacy while 

supporting full having no error in location-based social  

applications (LBSAs from here forwards). Our 

knowledge is that many services do not need to get 

separated distance-based queries between not based on 

rules of users, but only between friends interested in 

any other places and knowledge for servers. In this 

way, we can make division of locationdata based on 

users social groups, and then act great changes on the 

location orders prior storing them on untrusted servers. 

A user knows the great change keys of all her friends, 

letting her to make great change her query into the 

machine-based order system that her friends use. Our 

order great changes special field distance metrics, 

letting an attention to server to act both point and 

nearest-neighbor queries correctly on greatly changed 

data. However, the great change is secure, in that 

greatly changed values cannot be easily connected with 

true earth places without a secret, which is only ready 

(to be used) to the members of the socialgroup. At last, 

great changes are good at producing an effect, in that 

they cause least overhead on the LBSAs. This makes 

the applications made on LocX lightweight and right 

for running on today mobile devices. 

2. SCENARIOS AND REQUIREMENTS 
Here we make, be moving in several scenarios we 

target in the makes sense clearer of coming out of geo-

social  applications that have to do with weighty effect 

on one another of users  with their friends. We use these 

scenarios to make out the key requirements of a geo-

social locationprivacy keeping secure system.  

2.1 Geo-social Application Scenarios 
Scenario1: Alice and her friends are got worked up 

about exploring new activities in their great town and 

leveraging the friend send away programs offered by 

many nearby businesses to come to be amounts taken 

off a price. Alice is currently in downtown and is 

looking to attempt a new operation in her near. But she 

also wants to attempt an operation that gives her the 

most amounts taken off a price. The amounts taken off 

a price are higher for a user that says something about 

more friends or gets has relation to by a friend with 

high send away one point in statement. As a result 

Alice is interested in decisions at law out the businesses 

recommended by her friends and the amounts taken off 

a price got through them, within her round about. In 

addition, she is also interested in checking if there are 

amounts taken off a price ready (to be used) for her 

person loved restaurant at a given location.  

Scenario 2: Alice and her friends are also interested in 

playing location-based games and having amusement 

by exploring the great town farther. So they 

organization different tasks for friends to act, such as 

running a few miles at the Gym, swimming known 

legs-tops, taking pictures at a place, or taking food at a 

restaurant. They organization different points for each 

work, and give away highly valued for the friends with 

most points. In order for Alice to learn about the tasks 

ready (to be used) near her, she needs to query an 

attention to discover out all tasks from friends near her 

and the points connected with them. 

The scenarios over, while untrue, are not far from 

material fact. Group on and Living Socialis some 

example companies that are leading the getting on well 

business of nearby activities. SCVNGR offers similar 

services as location-based playing activity. But none of 

these services give any locationprivacy to users: all the 

places visited by the users are known to these services 

and to its controlling persons (administrators).  

Our goal is to make a system that gets food for to these 

scenarios and enables users to query for friends data 

based on places, while keeping secure their 

locationprivacy. We need to support: a) point query to 

query for data  connected with one location, b) circular 
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range query to query for data connected with all places 

in a known range (round the user), and C) nearest-

neighbor query to query for data  connected with places 

nearest to a given location. At last, while it is also 

useful to query for data that is right for to non-friends in 

known scenarios, we let go of such additions made for 

future.  

2.2 System Requirements 

 The target scenarios above take out the supporter’s key 

requirements from anideal location-privacy service. 

 Strong locationprivacy: The servers 

processing the data (and the controlling 

persons of these servers) should not be able to 

learn the history of places that a user has 

visited.  

 Location and user unlink ability: The servers 

hosting the services should not be able to link. 

If the records be part of to the same user, or if 

a given record is right for to a given user, or if 

a given record is like to a known realworld 

location.  

 Location data privacy: The servers should not 

be able to view the where is in of data stored 

at a location. 

 Flexibility to support point: circular range, 

and nearestneighbor queries on location data.  

 Efficiency in terms of computation:The 

bandwidth, and latency, to do medical 

operation on mobile devices. 

The need for each of these requirements becomes 

clearer when we make, be moving in the related work 

and their limiting conditions in more detail in the next 

part. In our made an offer system, LocX, we try to get 

done all these needed things. 

3. RELATED WORK 

Prior work on privacy in general location-based 

services (LBS). There are mainly three groups of 

proposals on making ready locationprivacy in general 

LBSs that do not specify target social applications. First 

is spatial and time-limited covering [11],[12], wherein 

rough location and time is sent to the server instead of 

the exact values. The intuition  here is that this keeps 

from taking place accurate say what a thing is of the 

places of the users, or keeps secret the user  among k  

other users  (named K- anonymity[13]) , and thus gets 

better privacy. This approach, however, hurts the IEEE 

bits of business ON readily moved computing. This 

account has been taken for printing in a future query 

under discussion of this newspaper for special things, 

but has not been fully got ready. What is in may change 

prior to last printing. Accuracy and timeliness of the 

moves from the server, and most importantly, there are 

several simple attacks on these mechanisms that can 

still break user privacy. Pseudonyms and quiet times, 

are other mechanisms to get done covering, where in 

apparatus things taken to be the same are changed 

frequently, and datais not sent for long times at regular 

interval [14]. This, however, hardly, cruelly, seriously 

does damage functionality and takes away connection 

users. The key difference between these approaches and 

our work is that they get support from on law go-

betweens, or law staff, and give knowledge of rough 

real world location to the servers in plain-text. In 

LocXwe do not have belief in any go-betweens or 

servers. On the positive side, these approaches are more 

general and, for this reason, can send in name for to 

many location-based help, while LocX [6] gives one's 

mind to an idea mainly on the coming out of geo-social 

applications. 

The second group is location great change, which uses 

greatly changed location orders to special field user 

locationprivacy. One delicately balanced offspring in 

processing nearest-neighbor queries with this approach 

is to accurately get all the true persons living near. 

Unable to see put value using Hilbert curves, unhappily, 

can only discover rough persons living near. In order to 

discover true persons living near, earlier work either 

keeps the being near of greatly changed places to true, 

in fact places and incrementally processes nearest-

neighbor queries, or has need of law third parties to act 

location great change between clients and LBSA staff. 

In contrast, LocX does not have belief in any third 

meeting of friends and the greatly changed places are 

not related to current places. However, our system is 

still able to work out the true, in fact persons living 

near, and is strongly against attacks based on looking at 

unbroken stretch queries. 

The third group of work is dependent on Private 

information acts to get back (PIR) to make ready strong 

locationprivacy [13]. Its performance although got 

better by using special hardware, is still much worse 

than all the other approaches, thus it is unclear now if 

this approach can be sent in name for in true LBSs. 

Prior work on privacy in geo-social services: For 

certain types of geo-social  help, such as buddy going 

after by signs services to test if a friend is near, some 

nearby proposals get done provable locationprivacy, 

using high in price cryptographic techniques such as 

secure meeting of friends computation. In contrast, 

LocX only uses inexpensive symmetric encryption and 

pseudorandom number generators. The nearest work to 

LocX is longitude, which also makes great change 

places orders to put a stop to disclosure to the servers. 

However, in longitude, the secrets for transformation 

are maintained between friends in order to let users to 

by selection give news places to friends. As in, 
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longitude can let usergive knowledge of her location to 

only a division of her friends. In contrast, LocX has a 

simpler sign of danger design to be copied where all 

friends can way in userinformation and for this reason 

the number of secrets that users have to support is only 

one per user. LocX can still get done location and 

user’sunlinkability. In addition, LocX can make ready 

more able to do a number of things geo-social  help, 

such as location based social  statements of good words 

for, memory help, and others, than just buddy going 

after by signs as in the above prior work. 

AnonymousCommunication System. These systems, 

including Tor, make ready anonymity to users during 

network activity. 

 
Fig1:A basic design, In this design 1) User and users’ 

friend exchange their secrets 2) User stores his review 

of the restaurant (at(x,y)) on the server under 

transformed coordinates. 3) Friend later visits the 

restaurant and queries for the reviews on transformed 

coordinates 4) Decrypts the reviews obtained.  

One might query, then, why using Tor to without name 

way data to LBSA servers is not enough? This 

approach seems to make ready privacy as the server 

only sees locationdata but not the making-out of the 

user behind that data. However, nearby research has let 

be seen that skin, leather the making-out of the users 

alone is not enough to keep secure (out of danger) 

locationprivacy. Even if Tor is used, it is possible for an 

attacker with way in to the locationdata to be false to 

our privacy and unlink ability needed things. For 

example, using anonymizedGPS looks with care self-

control by the servers, it has been made clear that users 

address and office places, and even user identity can be 

derived;LocX keeps from attack against such attacks 

and meets all our requirements. 

Systems on untrusted servers: In the makes sense 

clearer of knowledge-bases, recent systems proposed 

running knowledge-base queries on encrypted data 

(stored on untrusted servers), using heavy-weight 

holomorphic or asymmetric encryption schemes. These 

approaches are right for spatial data outsourcing or data 

mining scenarios where the data is noise in back and is 

owned by limited number of users. But they are less 

right for LBSAs, where the data is forceful and 

personal, and thus cannot be encrypted under a single 

secret key.  

 In the makes sense clearer of location and social 

applications, Persona and Adeona also was dependent 

on encrypting all data stored on untrusted servers to 

keep secure (out of danger) user privacy. Persona gave 

one's mind to an idea on privacy in connected social  

networks , and Adeona gave one's mind to an idea on 

privacy in apparatus going after by signs systems where 

there is no data having the same among users . Putting 

to use Personas mechanisms to LBSAs directly would 

encrypt all location orders, making LBSAs unable to 

process nearest-neighbor queries. But if location is not 

encrypted, attacks using anonymousness GPS looks 

traces, mentioned above, can succeed, making Persona 

not enough to keep secure (out of danger) 

locationprivacy. In the same way, Adeona is useful for 

a user to get back her own knowledge for servers, but 

not the data from her friends. Our contributions amount 

an angle is less than right angles these systems. Some 

techniques in these papers can help LocX as well, e.g. 

Personas approach to division into parts data shared 

with friends into fine-grained groups, and Adeonas 

hardware assisted approaches to rate of motion up 

crypto processing. 

4.IMPLEMENTATION MODULES: 

Implementation is the stage of the project when the 

theoretical design is turned out into a working system. 

Thus it can be considered to be the most critical stage in 

achieving a successful new system and in giving the 

user, confidence that the new system will work and be 

effective. The implementation stage involves careful 

planning, investigation of the existing system and it’s 

constraints on implementation, designing of methods to 

achieve changeover and evaluation of changeover 

methods. 

Algorithm: 

Filtering and verification Algorithm 

This motivates us to follow the filtering-and-

verification paradigm for the uncertain aggregate query 

computation. Particularly, in the filtering phase, 

effective and efficient filtering techniques will be 

applied to prune or validate the points. The algorithm 

consists of two phases. In the filtering phase for each 

entry e of RS to be processed, we do not need to further 

process e if it is pruned or validated by the filter F. We 

say an entry e is pruned (validated) if the filter can 

claim Pfall (p, γ) < θ (Pfall (p, γ) ≥ θ) for any point p 

within ebbs. The counter can is increased by |e| if e is 

validated where |e| denotes the aggregate value of e 

(i.e., the number of data points in e). Otherwise, the 

point p associated with e is a candidate point if e 
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corresponds to a data entry and all child entries of e are 

put into the queue for further processing if e is an 

intermediate entry. The filtering phase terminates when 

the queue is empty. In the verification phase candidate 

points are verified by the integral calculations. 

The following are the different types of modules. 

4.1 LOCX Module: 

Loc X puts up (a building) on top of the basic 2 design, 

and introduces two new mechanisms to overcome its 

limiting conditions. First, in Loc X, we broken into bits 

the mapping between the location and its data into two 

pairs: a mapping from the greatly changed location to 

an encrypted index (named L2I), and a mappingfrom 

the list of words in a book to the encrypted location 

data (named I2D). This splitting helps in making our 

system good at producing an effect. Second, users store 

and get back the L2Is via untrusted proxies. This 

redirection of data via proxies, together with splitting, 

significantly improves privacy in LocX. For doing work 

well, I2Ds are not peroxide, yet right not to be public is 

preserved. 

 
 

4.2 Proxying L2Is for location privacy: 

Users store their L2Ison the index server via untrusted 

proxies. These proxies can be any of the supporters: 

Planet Lab nodes, corporate NAT sand email servers in 

user work places, a user home and office desktops or 

laptops, or Tor nodes. We only need a one-hop being 

round about between the user and the index server. 

These different types of proxies make ready very great 

able to make ready adjustments in proxying L2Is, thus a 

user can store her L2Is via different proxieswithout 

limiting herself to a single person acting in place of 

another. in addition, risking these proxies by an attacker 

does not break user’s location privacy, as (a) the 

proxies also only see greatly changed location orders 

and for this reason do not learn the user’s true places, 

and (b) needing payment to the noise added to L2Is. To 

make simpler the account, for now, we take to be true 

that the proxies are non-malicious and do not collude 

with the index server. But we will later make, be 

moving in our answer in detail to even put forward 

arguments against colluding, bad proxies. With this 

high-level overview, we now make, be moving in our 

answer to store and question data on the computers in 

detail. We also give an account ofthe queries we faced, 

and the tradeoffs. We made in making our answer safe 

and good at producing an effect. 

4.3 Storing L2I on the index server:  

First consider storing L2I on the index server. This 

transformation preserves the distances between points, 

so going round in circles range and nearest neighbor 

queries for a friend’s location data can be processed in 

the same way on greatly changedorders as one real-

world conditions. Then the user produces a random  

index (i) using her random  number generator and 

encrypts it with her like in size key to come to be at the 

greatly changed order on the index server via a proxy. 

The L2I is small in size and is attention to independent, 

as it always contains the coordinates and an encrypted 

random index. Thus the overhead truly to be proxieded 

is very small.  

4.4 Storing I2Ds on the data server: 

The user can directly store I2Ds (location data) on the 

data server. This is both safe and good at producing an 

effect. 

1) This is safe because the data server only sees the 

index stored by the user and the being like (in some 

way) encrypted blob of data. In the worst Case, the data 

computer can connection all the different pointers to the 

same user apparatus, and then connection these pointers 

to the getting back users apparatus. But this only 

reveals that of that one user is interested in another 

user’s data, but not any information about the location 

of the users, or the content of the I2Ds, or the real-

world sites to which the data in the encrypted small 

round mass is like to. 

2) The what is in of I2Dis request dependent? For 

example, a location-based video or picture by camera 

having the same support might statement of part-owner 

number times other MBs of data at each location. Since 

this data is not peroxided, LocX still maintains the 

doing work well today systems. 

5. PRIVACY THREATS 

In this chapter we will consider two different types of 

privacy threats. Having a better knowledge of privacy 

threats can help us to better understand the motivation 

for studying privacy issues, constructing solid bases on 

which building protection techniques. In this (a) we 
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first analyze the practical conditions that can threaten 

users’ privacy in using proximity services, whose 

privacy protection is provided through distance 

preserving transformations. This section is based on the 

following publications: [38][37]. Instead, in 

Section (b) we study a social network-related threat, the 

co-location privacy threat, stemmed from the user’s 

habits of sharing their locations with the social 

network’s friends. 

6. FUTURE ENHANCEMENT 

To summarize, our contributions are as follows: 

1. Our study systematically explores the problem of 

identifying the position of moving objects based only 

on partial information on their distance and on 

background knowledge on the density distribution. 2. 

We provide a formalization of the problem in terms of a 

privacy attack in presence of background knowledge.  

3. Our experiments on real geographic data and 

publicly available population density data 

Show that the attack is effective even with partial 

distance information as typically acquired by running 

proximity services. The project ensuring distributed 

data sharing and security in android & cloud is to. Also 

bundling of the file with its information and accessing 

that data or location by getting that particular key & 

through that we can preserve our location is the scope 

of the system. Using evaluation based on both synthetic 

and real-world LBSA traces, we find that LocX adds 

little computational and communication overhead to 

existing systems. Our LocX prototype runs efficiently 

even on resource constrained mobile phones. Overall, 

we believe that LocX takes a big step toward making 

location privacy practical for a large class of emerging 

Geosocial applications. 

Using evaluation based on both synthetic and real-

world LBSA signs, we discover that LocX makes an 

addition little computational and news overhead to 

having existence systems. Our LocX first thing runs 

with small amount of money even on useable thing 

limited readily moved phones. Overall, we have belief 

that LocX takes a great-sized step in the direction of 

making locationprivacy useful for a greatly sized part of 

coming out of geo-social applications. 

7. CONCLUSION 

This paper describes the design, prototype 

implementation, and evaluation of LocX, a system for 

building locationbased social applications (LBSAs) 

while preserving user location privacy. LocX provides 

location privacy for users without injecting uncertainty 

or errors into the system, and does not rely on any 

trusted servers or components LocX takes a novel 

approach to provide location privacy while maintaining 

overall system efficiency bypreserving location privacy 

in Geosocial applications. In LocX, users efficiently 

transform all their locations shared with the server and 

encrypt all location data stored on the server using 

inexpensive symmetric keys. Only friends with the right 

keys can query and decrypt a user’s data. We introduce 

several mechanisms to achieve both privacy and 

efficiency in this process, and analyze their privacy 

properties. 
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Abstract: Order-preserving sub-matrices (OPSM’s) 

have been shown useful in capturing concurrent 

patterns in data when the relative magnitudes of data 

items are more important than their exact values. For 

instance, in analyzing gene expression profiles 

obtained from microarray experiments, the relative 

magnitudes are important both because they 

represent the change of gene activities across the 

experiments, and because there is typically a high 

level of noise in data that makes the exact values 

untrustable. To cope with data noise, repeated 

experiments are often conducted to collect multiple 

measurements.  

We propose and study a more robust version of 

OPSM, where each data item is represented by a set 

of values obtained from replicated experiments. We 

call the new problem OPSM-RM (OPSM with 

repeated measurements). We define OPSM-RM 

based on a number of practical requirements. We 

discuss the computational challenges of OPSM-RM 

and propose a generic mining algorithm. We further 

propose a series of techniques to speed up two time-

dominating components of the algorithm. We show 

the effectiveness and efficiency of our methods 

through a series of experiments conducted on real 

microarray data. 

1. Introduction:   Order-Preserving Submatrix 

(OPSM) is a data pattern particularly useful for 

discovering trends in noisy data. The OPSM problem 

applies to a matrix of numerical data values. The 

objective is to discover a subset of attributes 

(columns) over which a subset of tuples (rows) 

exhibit similar rises and falls in the tuples’ values. 

For example, when analyzing gene expression data 

from microarray experiments, genes (rows) with 

concurrent changes of mRNA expression levels 

across different time points (columns) may share the 

same cell-cycle related properties [2]. Due to the 

high level of noise in typical microarray data, it is 

usually more meaningful to compare the relative 

expression levels of different genes at different time 

points rather than their absolute values. 

Genes that exhibit simultaneous rises and falls of 

their expression values across different time points or 

experiments reveal interesting patterns and 

knowledge. As an example, Figure 1 shows the 

expression levels (y-axis) of two different sets of 

genes under four experimental conditions (x-axis) in 

the two graphs. 

From the definition of fractional support, we can 

observe the nature of the OPSM RM problem. The 

number of replicate combinations grows 

exponentially with respect to the pattern length. The 

objective of this work is to derive efficient 

algorithms for mining OPSM-RM. By proving a 

number of interesting properties and theorems, we 

propose pruning techniques that can significantly 

reduce mining time. 

1.1 OUR CONTRIBUTIONS 

 The main contributions of this paper are the 

supporters:  

1. The data may or may not have replicates.  
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2. Authentication of users who store, view and 

modify their data.  

3. The identity of the user is protected. 

 4. Identify relationships between data. 

 5. If a pattern is supported by all combinations of the 

replicates of a row, the row should contribute a high 

support to the pattern.. 

 6. Identification of replicates affect on the pattern.   

2. RELATED WORKS  

The conventional OPSM mining problem was to 

analyze gene expression data without repeated 

measurements. They proved that the problem is NP 

hard. A greedy heuristic mining algorithm was 

proposed, which does not guarantee the return of all 

OPSM’s or the best OPSM’s. 

The OP-clustering approach generalizes the OPSM 

model by grouping attributes into equivalent classes. 

A depth-first search algorithm was proposed for 

mining all error tolerated clusters. The model 

attempts to handle error in single expression values 

rather than exploiting extra information obtained 

from repeated measurements. 

     To make certain name not given user 

authentications were introduced by Maji et Al. This 

was also a put under one control move near. A 

nearby design by Maji et Al. takes a gave self-

government move near and provides authentication 

without disclosing the making-out of the users. 

However, as said-about earlier in the earlier part it is 

prone to replay attack.  

3. PROPOSED SCHEME 

 

In this section we discuss an algorithm for solving 

the OPSM-RM problem. We use an alternative 

representation of datasets that is more convenient for 

our discussion. For each row of a dataset, we sort all 

the values in ascending order, and record the 

resulting column names as a data sequence. 

 

The Apriority property ensures that an OPSM can be 

frequent only if all its sub patterns are frequent. 

 

A convenient way to generate length-k candidates 

from length-(k-1) frequent patterns is to use the 

head-tail trees. 

 

To verify whether a candidate pattern is frequent, we 

need to compute its total fractional support. Directly 

computing the support from the database D would 

require a lot of database scans and thus take a long 

time. The computational overhead can be broken 

down into two parts: the time to locate and access the 

relevant rows for each pattern, and the time to \ 

compute the fractional support of each row. 

After showing the potential biological significance of 

the patterns from OPSM-RM, our next concern is the 

mining efficiency. In particular, we would want to 

test the speed performance of our algorithm in terms 

of four scalability parameters, namely the number of 

rows, columns, replicates, and the support threshold. 

We are interested in both the absolute performance 

of our final algorithm with HTBound, and the 

relative performance as compared to other bounding 

chniques described.  

Propose a generic mining algorithm. We propose a 

series of techniques to speed up two time-dominating 

components of the algorithm. We show the 

effectiveness and efficiency of our methods through 

a series of experiments conducted on real microarray 

data. 

    

4. REAL LIFE EXAMPLE 

As an example, healthcare information systems, such 

as Regional Health Information Organization 

(RHIO), aim to facilitate access to and retrieval of 

clinical data across collaborative health providers. 

An RHIO is formed with multiple stakeholders, 
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including hospitals, outpatient clinics, payers, etc. As 

a data provider, a participant would not assume free 

or complete sharing with others, since its data is 

legally private or commercially proprietary, or both. 

Instead, it is required to retain full control over the 

data and access to the data. Meanwhile, as a 

consumer, a health provider requesting data 

From other providers expects to protect private 

information (e.g. requestor’s identity, interests) in the 

querying process. 

 

 

 
 

Fig. Overview of Infrastructure 

 

In such scenarios, sharing a complete copy of the 

data with others or “pouring” data into a centralized 

repository becomes impractical. To address the need 

for autonomy, federated database technology has 

been proposed to manage locally stored data with a 

federated DBMS and provide unified data access. 

However, the centralized DBMS still introduces data 

heterogeneity, privacy, and trust issues. Meanwhile, 

the peer-to-peer information sharing framework is 

often considered a solution between “sharing 

nothing” and “sharing everything”. In its basic form, 

every pair of peers establishes two symmetric client-

server relationships, and requestor send queries to 

multiple databases. 

This approach assumes 2n relationships for n peers, 

and is not scalable. 

In the context of sensitive data and autonomous data 

owners, a more practical and adaptable solution is to 

construct a data centric overlay including the data 

sources and a set of brokers helping to locate data 

sources for queries. Such infrastructure builds up 

semantic-aware index mechanisms to route the 

queries based on their content, which allows users to 

submit queries without knowing data or server 

location. In our previous study, such a distributed 

system providing data access through a set of brokers 

is referred to as Information Brokering System (IBS). 

As shown in Figure 1, applications atop IBS always 

involve some sort of consortium (e.g. RHIO) among 

a set of organizations. 

5. CONCLUSION  

In this paper we have described the problem of high 

noise level to the mining of OPSM’s, and discussed 

how it can be alleviated by exploiting repeated 

measurements. We have listed some practical 

requirements for a new problem, OPSM-RM that 

takes into account the repeated measurements, and 

proposed a concrete definition that fulfills the 

requirements. We have described a basic Apriori 

mining algorithm that utilizes a monotonic property 

of the definition. Its performance depends on the 

component functions generate and verify. We have 

proposed the counting array data structure and a 

sequence compression method for reducing the 

running time of verify. For generate, we have 

proposed two pruning methods based on the 

MinBound and the HTBound. The latter makes use 

of the head and tail arrays, which are useful both in 

constructing and proving the bound. We have 

performed experiments on real microarray data to 

demonstrate the biological validity of the OPSM-RM 

model, the effectiveness of the pruning methods, and 

the scalability of the algorithm. 
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Abstract 
Cloud, a common place for storing data, 

accessing services on the basis of pay-per use. It 

not only stores the data but also the data can be 

shared among multiple users number of times. 

As large number of users store, share and access 

the data in the cloud, the integrity of cloud data 

remains doubtful. To check the integrity of the 

cloud data, a public verifier (who may be a data 

owner or a third party person) verifies the 

correctness of the cloud data. The main 

challenge here is that the cloud data (i.e., user’s 

data) shouldn’t be disclosed to the public 

verifier. In this paper we check the correctness 

of the data without disclosing the entire data to 

the public verifier. To ensure this we utilize the 

concept of ring signatures which generates the 

verification information needed to check the 

correctness of the data. In our mechanism the 

signer of each block in the shared data is kept 

private from the public verifier who can still 

verify the integrity of the data without knowing 

the entire data.    

1 Introduction 

Cloud Service providers’ offers users’ efficient 

and scalable storage services with    a lower cost 

on the basis of pay-per-use. Users make use of 

these services to store and share the data among 

multiple users as data sharing is most common 

cloud offering by most of the cloud service 

providers such as Dropbox, iCloud, 

GoogleDrive. 

However, the data that is stored in the cloud 

may be corrupted or lost due to software failure 

or human errors or if the data is stored in an 

untrusted cloud. In order to check the 

correctness of the cloud data we make use of 

public verifier(TPA) who has expert integrity 

checking services by still preserving  the 

privacy of both the user who signed the block in 

the shared data  and also the data that is being 

shared in the cloud.  

Provable Data Possession (PDP) proposed by 

Ateniese is able to verify the correctness of data 

stored at an untrusted server without getting 

back the entire data from the storage. But, this 

mechanism is suitable for checking the 

correctness of personal data. Later Wang 

designed a mechanism where the public verifier 

can only verify the integrity of data stored in 

cloud without downloading the entire data and 

also the personal data that belongs to a user is 

not disclosed to the public verifier.  

Most Cloud Service Providers offers cloud 

storage where sharing the data among multiple 

users is the most engaging feature. As the data is 

being shared it is also necessary that the 

integrity of the data in the cloud is correct. 

Another thing we need to focus is that the public 

verifier while auditing the data may get to know 

the personal details of users like who is the 

important user in the group or the user who 

signed the data block.   

For Example let us consider two users user A 

and user B in a group who shared a file in the 

cloud. The shared data is divided into number of 

blocks where each block is independently 

signed by the different users in the group. If a 
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block in the shared data is modified by a 

particular user then the user has to sign this 

block using his/her private key. The Public 

Verifier who now wants to audit the data, has to 

choose an appropriate public key for each 

particular block since the block that is signed by 

the user A can be verified by using user A’s 

public key. The Public Verifier audits the 

correctness of data based on the requests made 

by different users in the group. 

As shown in Fig. 1 public verifier who now 

after performing several audits  gets to know the 

user personal information. In the shared data 

most of the blocks are signed by user A which 

eventually makes the TPA to learn that the user 

A may be the most important person in the 

group. And the TPA may also get to know that 

in the entire blocks of shared data, 8th block 

may be important as it is modified and signed 

number of times by users A and B.    

 

A Block Signed by User A 

   A Block Signed by User B 

Fig 1: User A and User B share a file in 

cloud, and Public verifier audits the integrity 

of shared data 

 

As described in the above example, identity of 

signers are revealed  which eventually gives an 

idea that a particular user may be important in 

the group and also it reveals which particular 

block is important. Existing mechanisms while 

auditing the data are revealing this sensitive 

information to the public verifiers.   

In this paper a new privacy-preserving 

mechanism is proposed which audits the shared 

data in the cloud. In this mechanism we 

leverage the concept of ring signatures to 

construct homomorphic authenticators so that 

the public verifier need not download the entire 

data from the cloud and also the identity of the 

signer is kept private. This mechanism also 

supports the batch auditing where the multiple 

auditing tasks are performed simultaneously 

which further improves the efficiency of 

verification for multiple auditing tasks. This 

mechanism also makes use of random masking 

technique which helps in keeping the shared 

data private from the public verifier.  

2 PROBLEM STATEMENTS 

2.1 SYSTEM MODEL 

System model consists of three parties: Cloud 

Server, a group of users and a public verifier. 

Users are of two type’s Original user and group 

users. Original users are the one who creates 

and shares the data with other users in the 

group. Each member in the group can access 

and modify the shared data in the cloud. Cloud 

server consists of shared data and the signatures 

(i.e., verification metadata). Public verifier 

(TPA) who has provided with expert integrity 

checking services audits the integrity of the 

shared data by maintaining the identity privacy 

of the users in the group. Here the group is 

predefined before sharing the data in the cloud 

with other users and also the number of users in 

the group is also not changed. Any user in the 

group can upload the file and can share the file 

with the group members. An Interesting 

problem for our future work arises here when a 

new user is added into the group or when the 

existing user wants to revoke from the group. It 

is a challenge to audit the integrity of shared 

data by still maintaining the privacy of both data 

and the user sensitive information.      

The original user or the group user whoever 

wants to verify the integrity of the shared data in 

cloud sends the request to TPA. After getting 

the audit request from the users TPA then sends 

the audit challenge to the Cloud server. Cloud 

server then responds with the auditing proof of 

the shared data. Public verifier then verifies the 

integrity of shared data. TPA then sends the 
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audit report of the shared data saying whether 

that is correct or not. 

 
Fig 2: System Model  

2.2 THREAT MODEL 

 2.2.1 Integrity Threats 

There are two kinds of Integrity Threats. First, 

an opponent or third party person tries to corrupt 

the shared data in the cloud. Second, Cloud 

Service Provider may accidentally corrupt or 

remove the data due to hardware failures or 

human errors.  

2.2 .2 Privacy Threats 

The sensitive information of the signer like who 

have signed the block, how many times a block 

is modified is kept private from the public 

verifiers. But, when the public verifier who has 

access to only verify the correctness of the 

shared data may try to reveal the privacy 

information of the signer which inadvertently 

reveal that who is important in the group or 

which block is important in the shared data.  

2.3 Design Objectives 

To achieve the privacy preserving of the shared 

data in the cloud, our mechanism should be 

designed in such a way that it should achieve 

the following properties. Public Auditing: 

Public verifier should verify the integrity of the 

shared data without retrieving the entire data 

from the cloud server. 

Correctness: Public verifier should correctly 

the correctness of the shared data in the cloud 

without any errors. 

 Unforgeability: Only the group user has to 

generate the signatures on shared data. 

Identity Privacy: Public verifier shouldn’t 

distinguish the signer of the block in the shared 

data. 

 RELATED WORK  

Provable Data Possession (PDP) which was 

proposed by Ateniese, it allows the public 

verifier to audit the correctness user’s data 

stored at an untrusted server. Utilizing the 

concept of RSA based homomorphic 

authenticators, the public verifier can audit the 

correctness of data publicly without 

downloading the entire data.  But, this 

mechanism only suits for verifying the integrity 

of personal. Juels and Kaliski also proposed 

similar model called Proofs of Retrievability 

which verifies the correctness of data stored in 

Untrusted sever. The file which is stored in an 

untrusted server is appended with a random-

valued blocks called ‘Sentinels’. Public verifier 

now sends an audit challenge to the server by 

specifying the position of collection of sentinels. 

Server now responds with the associated 

sentinel values.  Shacham and Waters proposed 

two schemes. First mechanism is build using 

BLS Signatures and the second is based on 

Pseudo-Random functions.  

To support Dynamic operations Ateniese 

proposed one more mechanism which is based 

on symmetric keys. This mechanism is designed 

to support update and delete operations on 

stored data, insert operation is not available in 

this mechanism because it makes use of 

symmetric keys to verify the correctness of the 

stored data. However, this mechanism cannot be 

verified by the public verifiers and it also 

provides users with limited number of requests 

for verification. Wang made use of Merklee 

Hash Tree and BLS Signatures to support 

dynamic operations in public auditing 

mechanism. Erway introduced a new 

mechanism called Dynamic Provable Data 

Possession (DPDP) which uses authenticated 

dictionaries based on rank information. Zhu 

made use of fragment structure for reducing the 

storage of signatures in the auditing mechanism, 

and index hash tables to support dynamic 

operations like update, delete. Wang proposed a 

public auditing mechanism where we can be 

able to preserve user’s privacy information from 
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public verifier by using the technique called 

Random Masking. They have also extended 

their mechanism to perform multiple auditing 

tasks to enable batch auditing by making use of 

the concept called Aggregate Signatures.   

Wang also leveraged the concept of 

homomorphic tokens to ensure the correctness 

of erasure codes-based data which is distributed 

across multiple servers. This mechanism 

supports both to perform dynamic operations 

and also to identify the servers which are 

misbehaving. Chen proposed an auditing 

mechanism to ensure the correctness of data 

where we can reduce the communication 

overhead by performing data repair in case of 

multiple-server scenario, the data is encoded 

using network coding instead of using the 

erasure codes.   

CONCLUSION 

In this paper we have proposed privacy 

preserving auditing mechanism for auditing the 

shared data in the cloud. To achieve this we 

have make use the concept of ring signatures to 

construct homomorphic authenticators. By using 

this TPA can audit the correctness of shared 

data without retrieving the entire data and 

identity privacy of the user is also not revealed. 

In order to improve the efficiency of verifying 

multiple auditing tasks, our mechanism has 

extended to support batch auditing. This 

mechanism only supports static groups i.e., the 

group is pre defined. An interesting problem 

which we need to continue our future work is 

maintaining the privacy of the users in dynamic 

groups (i.e., users can be added or revoked at 

any time). 
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Abstract: We make an offer a new gave self-

government way in control design for safe knowledge 

for computers place for storing in clouds that supports 

name not given authentication. In the made an offer 

design, the cloud makes certain of the authenticity of 

the number, order, group, line without having 

knowledge of the users making-out before storing 

facts. Our design also has the added point of way in 

control in which only well-based users are able to 

decrypt the stored information. The design keeps from 

taking place replay attacks and supports work of art, 

modification, and reading facts stored in the cloud. We 

also address user revocation. In addition, our 

authentication and way in control design is 

decentralized and strong, unlike other way in control 

designs designed for clouds which are put under one 

control. The communication, computation, and place 

for storing overheads are like to put under one control 

moves near.  

I. Introduction:   Research in cloud computing is 

receiving a great amount of attention from both 

academic and expert and to do with industry worlds. 

In cloud computing users can outsource their 

computation and place for storing to servers (in 

addition called clouds) using internet. This frees users 

from the hassles of supporting resources on-site. 

Clouds can give several types of services like 

applications (e.g. Google Apps, Microsoft online), 

infrastructures (e.g. Amazons EC2, Eucalyptus, 

nimbus), and flat structures to help developers write 

applications (e.g. Amazon’s S3, Windows Azure).  

      Much of the data stored in clouds is highly 

sensitive, for example, medical records and social 

8networks. Security and privacy ares thus very 

important issues in cloud computing. In one hand, the 

user should make certain itself before initiating any bit 

of business, and on the other hand, it must be made 

certain that the cloud does not tamper with the 

knowledge for computers that is outsourced. User 

right not to be public is also needed so that the cloud 

or other users do not have knowledge of the making-

out of the user. The cloud can place in ship for goods 

the user accountable for the facts it outsources, and in 

the same way, the cloud is itself accountable for the 

services it gives. The being well based of the user who 

stores the facts is also made certain of. Apart from the 

special to some science or trade answers to make 

certain safety and right not to be public, there is also a 

need for law operation. 

     Lately, Wang et Al addressed secure and able to be 

dependent on cloud place for storing. Cloud servers 

prone to Byzantine unsuccessful person, where a place 

for storing computer can become feeble in not based 

on rules ways. The cloud is also prone to facts 

adjustment and computer colluding attacks. In 

computer colluding attack, the person fighting against 

one can middle way place for storing servers, so that it 

can modify facts records as long as they are on the 

inside in harmony. To make ready safe knowledge for 

computers place for storing, the knowledge for 

computers needs to be encrypted. however, the facts is 

often made an adjustment and this forcefull property 

needs to be taken into account while designing good at 

producing an effect safe place for storing expert ways 

of art and so on.  

    Good at producing an effect look for on encrypted 

knowledge for computers is also an important about in 

clouds. The clouds should not have knowledge of the 

question but should be able to come back the records 

that free from doubt the question. This is achieved 

with the help of searchable encryption, the keywords 

are sent to the cloud encrypted, and the cloud comes 

back the outcome without having knowledge of the 

true, in fact keyword for the look for. The hard 

question here is that the facts records should have 

keywords connected with them to make able the look 
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for. The right records are returned only when looked 

for with the exact keywords. 

     Security and right not to be public care in clouds 

are being had a look for by many researchers. Wang et 

Al. made house numbers storing of goods safety using 

reed-solomon erasure-correcting codes. Authentication 

of users using public key cryptographic techniques has 

been studied in. Many homomorphic encryption 

techniques have been suggested, to make certain that 

the cloud is not able to read the facts while giving 

effect to computations on them. Using homomorphic 

encryption, the cloud gets ciphertext of the facts and 

acts computations on the ciphertext and comes back 

the made a rule value of the outcome. The user is able 

to put clear the outcome, but the cloud does not have 

knowledge of what knowledge for computers it has 

operated on. In such conditions, it must be possible for 

the user to make certain of that the cloud comes back 

right outcomes.  

     Responsibility of clouds is a very hard work and 

has to do with special to some technical issues and law 

operation. Neither clouds nor users should say no to 

any operations did or requested. It is important to have 

log of the transactions performed; however, it is an 

important about to come to a decision how much 

information to keep in the record. Responsibility has 

been made addressed in TrustCloud. Secure 

provenance has been studied in. 

      Considering the following situation: A law 

student, Alice, wants to send a series of reports about 

some malpractices by authorities of University X to all 

the professors of University X, Research chairs of 

universities in the country, and students being the 

property of to Law divisions of an organization in all 

universities in the country division. She wants to keep 

being name not given while putting into print all facts 

supporting of wrongly-operating. She stores the 

information in the cloud. Way in control is important 

in such Case, so that only given authority users can 

way in the facts. It is also important to make certain of 

that the information comes from a safe, good starting 

point. The problems of way in control, authentication, 

and right not to be public system of care for trade 

should be got answer to at the same time. We address 

this hard question in its completeness in this paper.  

     Way in control in clouds is getting more attention 

because it is important that only given authority users 

have way in to having force in law public 

organization. A very great amount of information is 

being stored in the cloud, and much of this is sensitive 

information. Care should be taken to make certain way 

in control of this sensitive information  which can 

often be related to health, important printed materials 

(as in Google Docs or Dropbox) or even personal 

information (as in social  networking). There are 

widely three types of way in control: user based way 

in control (UBAC), role-based way in control 

(RBAC), and attribute-based way in control (ABAC). 

In UBAC, the access control list (ACL) has in it the 

list of users who are given authority to way in facts. 

This is not possible in clouds where there are many 

users. In RBAC users are put in order based on their 

person actor's parts. Data can be made way in by users 

who have matching actor's parts. The roles are formed 

by the system. For example, only faculty members and 

senior secretaries might have way in to knowledge for 

computers but not the junior secretaries.. ABAC is 

more stretched in range of observation, in which users 

are given properties, and the facts have having love for 

way in design. Only users with having force in law 

group of properties, making free from doubt the way 

in insurance agreement, can way in the facts. For 

example, in the above example certain records might 

be able to be got to by university faculty members 

with more than 10 years of research experience or by 

higher (in position) secretaries with more than 8 years 

experience. The pros and cons of RBAC and ABAC 

are had a discussion about in. There has been some 

work on ABAC in clouds. All these work use a 

cryptographic low in development within one's 

knowledge as attribute based encryption (ABE). The 

extensible way in control markup language has been 

made an offer for ABAC in clouds.  

 

      An area where way in control is widely being used 

is health care. Clouds are being used to store sensitive 

information about persons getting care to make able 

way in to medical experts, hospital staff, researchers, 

and general line makers. It is important to control the 

way in of facts so that only given authority users can 

way in the facts. Using Abe, the records are encrypted 

under some way in insurance agreement and stored in 

the cloud. users are given groups of properties and 

being like keys. Only when the users have matching 

put of properties, can they decrypt the information 

stored in the cloud. Way in control in health care has 

been studied in and.  
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      Way in control is also getting more importance in 

connected social  networking  where users  (ones of a 

group) store their personal information, pictures, 

videos and statement of part-owner them with selected 

groups of users  or communities they be part of two 

way in control in connected social networking  has 

been studied in. Such facts are being stored in clouds. 

It is very important that only the given authority users 

are given way in to those information. A similar place, 

position comes about when facts is stored in clouds, 

for example, in Dropbox, and shared with certain 

groups of people.  

     It is just not enough to store what is in safely in the 

cloud but it might also be necessary to make certain 

anonymity of the user. For example, a user would like 

to store some sensitive information but does not need 

to be taken as having authority. The user might need 

to post a make point clear on a thing, but does not 

need his/her making-out to be disclosed. However, the 

user should be able to make certain to the other users 

that he/ she is a valid user who stored the information 

without letting be seen the making-out. There are 

cryptographic approved designs like ring signatures, 

mesh signatures, group signatures, which can be used 

in these places, positions. Ring sign-mark is not a 

possible option for clouds where there are a greatly 

sized number of users. Group signatures take to be 

true the preexistence of a group which might not be 

possible in clouds. Mesh signatures do not make 

certain if the note is from a single user or many users 

colluding together. For these reasons, a new approved 

design within one's knowledge as attribute-based sign-

mark (ABS) has been sent in name for. ABS was 

made an offer by Maji et Al. In ABS, users have a put 

forward as a fact action connected with a note. The put 

forward as a fact action helps to make out the user as a 

given authority one, without letting be seen its 

making-out. Other users or the cloud can make certain 

of the user and the being well based of the note stored. 

ABS can be has at need with Abe to get done 

authenticated way in control without disclosing the 

making-out of the user to the cloud. 

     Having existence work [[12], [13], [14], [15], [16]] 

on way in control in cloud are put under one control in 

nature. Except and, all other designs use (ABE). The 

design in uses a like in size key move near and does 

not support authentication. The designs do not support 

authentication as well. Earlier work by Zhao et Al. 

provides right not to be public keeping safe 

authenticated way in control in cloud. However, the 

writers take a put under one control move near where 

a single key distribution inside middle (KDC) makes 

distribution secret keys and properties to all users. 

Unfortunately, a single KDC is not only a single point 

of unsuccessful person but hard to support because of 

the greatly sized number of users that are supported in 

a cloud general condition. we, as an outcome of that, 

give weight that clouds should take a gave self-

government move near while making distribution 

secret keys and properties to users. It is also quite 

natural for clouds to have many KDCs in different 

places in the earth. Although Yang et Al. made an 

offer a gave self-government move near, their way of 

doing does not make certain users, who need to keep 

being name not given while making way in the cloud. 

In an earlier work, Ruj et Al. made an offer a made 

distribution way in control apparatus in clouds. 

However, the design did not make ready user 

authentication. The other drawback was that a user can 

make come into existence and store a text record and 

other users can only read the text record. Write way in 

was not permitted to users other than the one putting 

into existence. In the preliminary account of this 

paper, we stretch our earlier work with added features 

that enables to make certain the being well based of 

the note without letting be seen the making-out of the 

user who has stored information  in the cloud. In this 

account we also address user revocation that was not 

made house numbers in. We use ABS design to get 

done authenticity and right not to be public. unlike, 

our design is strongly against to replay attacks, in 

which a user  can put in place of somewhat cold data  

with old, dry data  from an earlier write, even if it no 

longer has having force in law put forward as a fact 

design. This is an important property because a user, 

put an end to of its properties, might no longer be able 

to write to the cloud. We, as an outcome of that, make 

an addition this in addition point in our design and 

modify rightly. Our design also lets writing multiple 

times which was not permitted in our earlier work.  

1.1 OUR CONTRIBUTIONS 

 The main contributions of this paper are the 

supporters:  

1. Made distribution way in control of data stored in 

cloud so that only given authority users with well-

based properties can way in them.  

2. Authentication of users who store and modify their 

data on the cloud.  
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3. The identity of the user is protected from the cloud 

during authentication. 

 4. The architecture is decentralized, meaning that 

there can be several KDCs for key business managers. 

 5. The way in control and authentication are both 

collusion strongly against, that is that no 2 users can 

collude and way in data 3 or make certain them, if 

they are one at a time not given authority. 

 6. put an end to users  cannot way in data  after they 

have been revoked..  

7. The made an offer design is resilient to replay 

attacks. A writer whose properties and keys have been 

put an end to cannot write back old, dry information.  

8. The signed agreement between nations supports 

multiple read and writes on the data stored in the 

cloud.  

9. The costs are like to the having existence put under 

one control moves near, and the high in price 

operations are mostly done by the cloud.  

2 RELATED WORKS  

     ABE was made an offer by Sahai and waters. In 

ABE, a user has a group of properties in addition to its 

nothing like it part of mind given to pleasure. There 

are classes of ABEs. In key-policy ABE or KP-ABE 

(Goyal et Al 27. ) , the sender has a way in insurance 

agreement to encrypt data. A writer whose properties 

and keys have been put an end to can not write back 

old, dry information. The radio gets properties and 

secret keys from the quality authority and is able to 

decrypt information if it has matching properties. In 

cipher text-policy KP-ABE, the receiver has the way 

in insurance agreement in the form of a tree, with 

properties as leaves and monotonic way in structure 

with AND, OR and other threshold Gates. 

     All the moves near take a put under one control 

move near and let only one KDC, which is a single 

point of unsuccessful person. Chase made an offer a 

multiauthority ABE, in which there are several KDC 

authorities (ordered by a law authority) which make 

distribution properties and secret keys to users. Multi-

authority ABE protocol was studied in, which needed 

no law authority which has need of every user  to have 

properties from at all the KDCs. lately, Lewko and 

Waters made an offer a fully decentralized  ABE 

where users  could have zero  or more properties from 

each authority and did not have require a trusted 

server . In all these examples, decryption at users end 

is computation getting much out. So, this way of doing 

might be inefficient when users way in using their 

readily moved apparatuses. To get over this hard 

question, Green et Al . made an offer to outsource the 

decryption work to a person acting in place of another 

computer, so that the user can work out with least 

possible or recorded resources (for example, hand kept 

apparatuses). however, the existence of one person 

acting in place of another and one KDC makes it less 

strong than gave self-government moves near. Both 

these moves near had no way to make certain users, 

without name. Yang et Al. presented an adjustment of, 

make certain users, who need to keep being name not 

given while making way in the cloud.  

     To make certain name not given user authentication 

ABSs were introduced by Maji et Al. This was also a 

put under one control move near. A nearby design by 

Maji et Al. takes a gave self-government move near 

and provides authentication without disclosing the 

making-out of the users. However, as said-about 

earlier in the earlier part it is prone to replay attack.  

3.PROPOSED PRIVACY PRESERVING 

AUTHENTICATED  ACCESS CONTROL 

SCHEME 

     In this part, we make an offer our right not to be 

public keeping safe authenticated way in control 

design. In harmony with to our design a user can make 

come into existence a text record and store it safely in 

the cloud. This design is chiefly of use of the signed 

agreements between ABE and ABS, as discussed in 

Section III-D and III-E respectively. We will first have 

a discussion our design in details and then make ready 

a solid, special, fact example to put examples on view 

how it works. We say something about to the Fig. 1. 

There are three users, one putting into existence, a 

reader, and writer. One putting into existence Alice 

gets a small thing from the person given control, who 

is taken to be true to be straight, good. A person given 

control can be someone like the united governments 

government who manages social insurance numbers 

and so on. On presenting her part of mind given to 

pleasure (like health/social insurance number), the 

person given control gives her a things like money. 

There are multiple KDCs (here 2), which can be 

distributed widely. For example, these can be 

computers in different parts of the earth. A one putting 

into existence on presenting the things like money to 

one or more KDCs gets keys for 

encryption/decryption and signing. In the Fig. 1, SKs 

are secret keys given for decryption, Kr are keys for 

signing. The note MSG is encrypted under the way in 
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insurance agreement X. The way in design comes to a 

decision who can way in the data stored in the cloud. 

The one putting into existence comes to a decision on 

a put forward as a fact insurance agreement Y, to 

make certain her authenticity and signs the note under 

this put forward as a fact. The cipher text c with sign-

mark is c, and is sent to the cloud. The cloud makes 

certain of the sign-mark and stores the cipher text C. 

When a reader wants to read, the cloud sends C. If the 

user has properties matching with way in insurance 

agreement, it can decrypt and get back first form note. 

 
Write proceeds in the same way as text record work of 

art. By is pointed out the verification process to the 

cloud, it comforts the person users 1 from time 

consuming test. When a reader wants to read some 

knowledge for computers stored in the cloud, it tries to 

decrypt it using the secret keys it gets from the KDCs. 

If it has enough properties matching with the way in 

insurance agreement, then it decrypts the information 

2 stored in the cloud. 

4.REAL LIFE EXAMPLE 

      we now again go through the hard question we 

stated in the opening. We will use a loose frame for 

events. take as probable Alice is a law learner and 

wants to send a number, order, group, line of reports 

about wrongly-operatings by authorities of University 

X  to all the teachers of University X, Research chairs 

of universities X, Y,Z and students being the property 

of to Law divisions of an organization in university X. 

She wants to keep being name not given, while putting 

into print all be a sign of. All information is stored in 

the cloud. It is important that users should not be able 

to have knowledge of her making-out, but must have 

belief in that the information is from a well-based 

starting point. For this reason she also sends a put 

forward as a fact note which states that she “Is a law 

student” or “Is a student counselor” or “Professor at 

university X”.. The tree being like (in some way) to 

the put forward as a fact insurance agreement is given 

view in Fig. 2. 

     The leaves of the tree is chiefly of properties and 

the go-between hard growths is chiefly of Boolean 

operators. In this example the properties are learner, 

Prof, Dept Law, Unix, counselor. The above put 

forward as a fact insurance agreement can be written 

as a Boolean group event of properties as  

((Student AND Dept Law) OR (Prof AND Uni X)) 

OR (Student Counselor). 

 

     Boolean purposes, uses can also be represented by 

way in tree, with properties at the leaves and AND(∧ ) 

and OR(∨ )  as the intermediate  hard growths and 

root. Boolean purposes, uses can be converted to 

LSSS matrix as below: Let v[x] be parents vector. If 

node x = AND, then the left child is (v[x]|1), and the 

right child is 

(0, . . . , 1). If x = OR, then both children also have 

unchanged vector v[x]. Finally, pad with 0s in front, 

such that all vectors are of equal length.The fact in 

support of having good (reason, argument) of the 

algorithm is given in. We do not present it here 

needing payment to feeble amount of space.  

 

Using this algorithm, the go across program 8 for this 

insurance agreement is  

 
      An assignment v = (v1, v2, v3, v4, v5) satisfies 

this span program if vM = (1, 0). The cloud should 

make certain of that Alice in fact free from doubt this 

put forward as a fact. Since she is a law student, v = 

(1, 1, 0, 0, 0)and is a having force in law assignment. 

As a well-based user  she can then store all the 

encrypted records under the group of way in insurance 

agreement that she has certain of decisions. The way 

in insurance agreement if of Alice is 

 ( (Prof AND Uni. x) OR  

(Research Chair AND ( (Uni x  OR Uni Y) OR Uni 

Z)) OR 

 ( (Student AND Dept Law)AND Uni X). 

     Later when a well-based user, say Bob wants to 

modify any of these reports he also attaches a group of 

claims which the cloud makes certain of. For example, 

Bob is a research chief of a meeting and might send a 
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put forward as a fact Research chief of a meeting or 

Department head which is then made certain of by the 

cloud. It then sends the encrypted knowledge for 

computers to the Bob. Since Bob is a well-based user  

and has matching properties, he can decrypt and get 

back the information.  

     If Bob wants to read the contents  without 

modifying them, then there is no need to join a put 

forward as a fact. He will be able to decrypt only if he 

is a Professor in University X or a Research chief of a 

meeting in one of the universities X, Y,Z or a learner 

being the property of to Department of Law in 

university X. 

      Here it is to be noted that the properties can be part 

of to several KDCs. For example, the Professors being 

the property of to university X  have credentials given 

by the university X, and the Ph.D. degree from a 

University P, the student person to give opinion in law 

might be a psychologist  given authority by the 

Canadian psychological  Association and given to a 

worker number by an university, the research chairs 

can be together having all necessary things by the 

universities X, Y , Z  and the government. The 

students can have credentials from the university and 

also a department. 

 

     Initially, Alice goes to a person given control, for 

example, the Canadian health public organization and 

presents her a health insurance number or united 

governments instrument presents her a social 

insurance number. one or the other or both of these 

trustees can give her token(s) γ = (u,Kbase,K0, ρ). 

With the small thing she moves near the KDCs in the 

university X and divisions of an organization D and 

gets the secret keys for decryption and for keys Kx and 

Ky for signing the put a value on insurance agreement. 

She can also way in the public keys APK [i] of other 

KDCs. The complete process is goed on within the 

supporters way:  

5. CONCLUSION  

We have presented a decentralized access control 

technique with name not given authentication, which 

provides user 11 revocations and keeps from taking 

place replay attacks. The cloud does not have 

knowledge of the making-out of the user who stores 

information, but only makes certain of the users 

credentials. Key distribution is done in a gave self-

government way. one limiting condition is that the 

cloud knows the way in insurance agreement for each 

record stored in the cloud. In future, we would like to 

put out of the way the properties and way in insurance 

agreement of a user.  
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ABSTRACT: 

In the recent times, there are an increased 

number of computer networks in parallel with 

transactions, especially on the Internet. These 

several kinds of transactions set up numerous 

intrusions and anomalies into system. The 

increase of smart phones as well as speedy 

wireless Internet has made the possibility of 

distributed denial-of-service attacks. 

Distributed attacks of denial-of-service on the 

whole include low-rate attack to a certain 

extent than flooding attack. We make a study 

of distributed denial-of-service attacks which 

are path-based collaborative defence method 

that utilizes management characteristics of 

network management or else element 

management scheme for detection of the path 

of distributed denial-of-service attacks.  We 

initiate a method of active internet traffic 

filtering in our work which is network-layer 

defence method used against distributed 

bandwidth-flooding attacks. Projected traffic 

filtering method does not need confined 

receivers to believe any entities other than 

routers that are already on communication 

path. 

 

Keywords: Denial-of-service attacks, 

Computer networks, Smart phones, 

Collaborative defence method, Active internet 

traffic filtering, Bandwidth-flooding. 

 

1. INTRODUCTION: 

A system of intrusion detection detects the 

abnormal actions on a specified target to deal 

with the problems quickly. System of 

intrusion detection was researched over the 

past few years for improving their efficiency. 

The techniques of intrusion detection were 

divided into different types such as host-based 

as well as network-based based on source of 

information that recognizes security breaches 

[1]. The main intention of intrusion detection 

systems is to notice eminent intrusion attacks 

on host system and exhibit warnings to user 

and accumulate data concerning internet 

protocol address and permit  traffic based on 

that data. Various variables like internet 

protocol address are analyzed to distinguish 

traffic of denial-of-service attacks or 

distributed denial-of-service attacks. For 

monitoring and identification of anomalous 
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traffic in real-time, degradation of system 

performances is unavoidable and have an 

effect on the system routing performance.. In 

the recent times, distributed denial-of-service 

attacks for the most part include low-rate 

attack to a certain extent than flooding attack. 

Bandwidth flooding belongs to extensive area 

of denial of service that covers spoofing of 

source-address, finding of attack, and the 

attacks of application-level that target server 

resources. In distributed bandwidth-flooding 

attacks, huge number of compromised sources 

forwards the traffic of high-volume towards 

target to generate congestion as well as packet 

loss in its tail circuit thus, weakens 

communication towards valid sources [2][3].  

These attacks exploit actions of legitimate 

TCP sources to considerably decrease their 

throughput. Our work introduces a technique 

that identifies flooding attack by means of 

usage of ISP-level with cooperation of victim 

as well as hosts that are close to attack source.  

In our work we introduce distributed denial-

of-service attacks which are path-based 

collaborative defence method that utilizes 

management characteristics of network 

management or else element management 

scheme for detection of the path of distributed 

denial-of-service attack. The proposed 

approach permits the recognition system to get 

rid of other forms of attacks of denial of 

service. Distributed denial-of-service attacks 

which are path-based collaborative defence 

technique efficiency by low transparency as 

well as support for incremental consumption 

in real networks are confirmed. We introduce 

an active internet traffic filtering method in 

our work which is network-layer defence 

method used against distributed bandwidth-

flooding attacks. The proposed method tackles 

general difficulty of protecting site receivers 

of public-access that do not identify 

beforehand the sources they desire to obtain 

traffic from, though sources turn into 

compromised at any instance and begin 

sending unnecessary traffic. Active internet 

traffic filtering method permits a receiver to 

contact mischievous sources and stop sending 

it to traffic; each of the source was put to stop 

is controlled by provider of Internet service 

that make sure its compliance. 

 

Fig1: Proposed distributed denial-of-service attacks that 

are path-basis collaborative defence method. 

 

 

2. DISTRIBUTED DENIAL-OF-SERVICE 

ATTACKS BASED ON PATH DEFENCE 

METHOD: 

Rise of wireless broadband access has 

outcome in rise of distributed denial-of-service 

attacks that breaks service stability of service 

providers by wasting of network resources. 
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We set up distributed denial-of-service attacks 

which are path-based collaborative defence 

method that utilizes management 

characteristics of network management or else 

element management scheme for detection of 

the path of distributed denial-of-service attack 

[4]. The system collects traffic information 

and analyzes and makes an alert on the 

situations of attack and informs protection 

equipment of target system to carry out 

recognition and counter measure. The 

proposed system as shown in fig1consists of 

centralized system of abnormal collection that 

notices traffic irregularity, and protection 

equipment of target system that discovers 

attacker by means of dual Session-based on 

the detection of distributed denial-of-service 

attacks algorithm. The collaborative defence 

method of Path-based proposed in our work 

makes use of collaborative defence method by 

means of four stages. In the early phase, 

centralized system of abnormal collection at 

regular intervals gathers network information 

from network elements. In the subsequent 

phase, device determines the path of 

Distributed denial-of-service attacks and 

provides an alarm by means of estimating 

information from target systems. In third 

phase, protection equipment of target system 

obtains information and differentiates 

distributed denial-of-service attacks from valid 

traffic on the basis of flow by flow and this 

stage apply dual Session-based detection of 

distributed denial-of-service and make use of 

bidirectional data flow. In final phase, network 

elements set up actions that are based on the 

data attack flow determined in earlier stage.  

Proposed distributed denial-of-service attacks 

which are path-based collaborative defence 

technique efficiency by low transparency as 

well as support for incremental consumption 

in real networks are confirmed. The system 

permits recognition system to get rid of other 

forms of attacks of denial of service. We 

considered a module to import security reports 

from the equipment of security and 

subsequently put together into comparison 

rules. For reducing redundant alarms, a 

module has been considered to create 

comparison rules compact by means of sorting 

security reports in proportion to their 

frequency, as well as impact. Centralized 

system of abnormal collection collects traffic 

information that includes packet, flow, as well 

as byte counts that are gathered at network 

elements. These variables are essential 

elements that are used in determining of 

situations of high as well as low-rate attacks, 

and are eagerly obtainable in the entire 

network elements [5]. A method of dynamic 

programming is used for nodes that are 

analyzed as containing high or else low rate 

when determining the path of attack. The 

utmost value in the identification of attach 

path does not consider network path and 

results in a spurious identification. Centralized 

system of abnormal collection determine 

attack path as network topology as it is central 
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management system of network. Dual session-

based on the detection of distributed denial-of-

service attacks processing was shown in fig2. 

The algorithm identifies the flow of attack 

traffic at protection equipment of target 

System. 

Moore, David, et al made an attempt, “How 

prevalent are denial-of-service attacks in the 

Internet?” and also made a study the nature of 

the recent threats as well as to enable longer-

term analyses of trends and recurring patterns 

of attacks. A technique, called “backscatter 

analysis,” is proposed, which enables a 

conservative estimate of worldwide denial-of-

service activity. In this method on 22 traces 

collected over 3 years from 2001 through 

2004. Across this quantity, quantitatively 

assess the total number, time, attacks are 

characterize their behavior. After observations 

over 68,000 attacks absorbed at over 34,000 

distinct victim IP addresses. 

 

 

Fig 2: Dual Session-based on detection of distributed 

denial-of-service attacks algorithm. 

 

3. AN OVERVIEW OF ACTIVE 

INTERNET TRAFFIC FILTERING 

METHOD: In attacks of bandwidth-flooding, 

compromised sources forward traffic of high-

volume to target with the aim of causing 

congestion and disturbing reasonable 

communications. There are two fundamental 

moves in stopping of the attacks of bandwidth-

flooding such as identification of undesirable 

traffic as well as blocking it. For prevention of 

undesirable traffic from causing of loss of 

legitimate-traffic it should be blocked-up 

earlier than entering target circuit. We set up 

an active internet traffic filtering technique in 

our work which is network-layer defence 

method used against distributed bandwidth-

flooding attacks.  The proposed active internet 

traffic filtering method permits a receiver to 

openly refuse tail-circuit permission to 

mischievous sources. A provider of internet 

service that hosts mischievous sources 

moreover supports active internet traffic 

filtering technique or else risks losing the 

entire access to complain receiver and this are 

tough incentive to assist, when receiver is 

accepted public-access site. To manage with 

the gateways of non-cooperating, proposed 

active internet traffic filtering method offers 

the choice of intensification: provider of 

internet service that host attack sources 

moreover cooperate and control misbehaving 

clients. The proposed system permits a 

receiver to contact mischievous sources and 

stop sending it to traffic; each of the source 

was put to stop is controlled by provider of 

Internet service that confirms its compliance. 

The basis of a filtering request is confirmed all 

the way through a three-way handshake 



5 

among two involved networks, while claim of 

a filtering request is confirmed by means of 

monitoring supposed source. To put off path 

spoofing, source networks will mark the 

packets of packets with the stamps of 

destination-dependent. The proposed active 

internet traffic filtering method tackles general 

difficulty of protecting site receivers of public-

access that do not identify beforehand the 

sources they desire to obtain traffic from, 

though sources turn into compromised at any 

instance and begin sending unwanted traffic. 

Active method of internet traffic filtering does 

not need confined receivers to believe any 

entities other than routers that are already on 

communication path [6]. Related to projected 

active internet traffic filtering, points of 

control method blocks unwanted traffic earlier 

than receiver circuit, as well as its basic 

difference from internet traffic filtering, is that 

traffic is blocked by means of wire-speed 

filters.  

4. CONCLUSION: 

A distributed denial-of-service attack makes a 

computer resource inaccessible towards its 

projected users. We make a study of 

distributed denial-of-service attacks which are 

path-based collaborative defence method that 

utilizes management characteristics of 

network management or else element 

management schemes for detection of the path 

of distributed denial-of-service attack. 

Distributed denial-of-service attacks method 

of path-based collaborative defence efficiency 

is confirmed by low transparency as well as 

support for incremental consumption in real 

networks. The proposed system gathers traffic 

information and makes an alert on situations 

of attack and informs protection equipment of 

target system to carry out recognition and 

counter measure. We also study an active 

internet traffic filtering technique in our work 

which is network-layer defence method used 

against distributed bandwidth-flooding 

attacks. Projected method of active internet 

traffic filtering does not require controlled 

receivers to believe any entities other than 

routers that are already on communication 

path. The proposed active traffic filtering 

method authorizes a receiver to refuse tail-

circuit permission to mischievous sources. 
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Abstract
This paper, web services architectures gives a compati-

ble and scalable structure for web service interactions. The
rapid development of web services and applications in vari-
ous domains such as B2B, e-commerce, banking has led to
the best quest for design in a QoS of web service architec-
ture that can meet industry standards. Organizations to de-
sign and develop a best suitable QoS web service architec-
ture to meet the industry demands various QoS web service
parameters, reliable, quick services required for access the
web services. In this paper we proposed a modified 3-tier
architecture with a new component quality service manager
that can fall in the core layer(i.e middle ware technology).
This new component is concerned with the most important
QoS parameters such as availability, reliability, adaptabil-
ity, performance,response time, security and integrity. As
a case study we have taken multimedia application and in-
frastructural components in multimedia applications.The im-
proved quality parameters such as bandwidth, and access
time , throughput by using round robin algorithm in the web
server interface applications/services. We proposed this new
architecture that would help the organizations in best possi-
ble QoS service architecture solutions

Categories and Subject Descriptors
C.4 [PERFORMANCE OF SYSTEMS]: Design stud-

ies, Measurement techniques, Modeling techniques, Perfor-
mance attributes, Reliability, availability, service ability

General Terms
Architecture, Web services, Quality of web services

Keywords
QoS, Web services, SOAP, UDDI, Middleware, XML,

SOAP, Service Oriented Architecture
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1 INTRODUCTION
Web services for Service-Oriented Architecture(SOA)

give a compatible and scalable structure for web service in-
teractions[1]. Web services are built upon protocols and
components such as Simple Object Access Protocol(SOAP),
middleware platforms using Object oriented approaches, Ex-
tensible Markup Language(XML), Web Service Description
Language(WSDL). Universal Description Discovery and In-
tegration(UDDI) open standards over internet standards for
application services.

Web service applications that allows the users to access
the services from web servers using internet communica-
tion standard protocols. Web services provided by orga-
nizations as service (internal or external services) to end
users. These services can be implemented by (SOAP)[2,3].
Service-oriented architecture represents a method of build-
ing reliable, distributed systems that communicate function-
ality as services[4]. These services from various vendors
publish application using Web Service Business Process Ex-
ecution Language (WS BPEL)[5,6]. Hyper Text Markup
Language (HTML) is used to design the front- end server
applications like user screens. Extensible Markup Language
is used to capture, store and exchange of information be-
tween systems. Service Object Access Protocol (SOAP)
is used to provide registry of applications in the back end
database server. Web server components such as UDDI,
WSDL, IDL,CORBA, middleware applications. Organiza-
tions used to design and develop software components that
provide best functionalities and QoS standards (i.e. reliable
secured, performance, cost effective solutions). New web
service applications which can be adoptable to industry re-
quirements[19].

1.1 Web service
Web services is an interface, and a collection of opera-

tions or application programs that are used by clients over
internet. Web Services are APIs on internet that allow ex-
ternal applications to interact with system to invoke opera-
tions[18,19].

1.2 Service Oriented Architecture
Service Oriented Architecture is a set of design meth-

ods,that are useful to develop system components and in-
teractions, enables loosely coupled services that can be dy-
namically discovered for communication and coordination
over internet[18]. Web services built upon top of open stan-



Figure 1. major roles/components of Service Oriented
Architecture

dards architecture shown in Figure.1 that has three major
roles/components. Service provider that makes service avail-
able over internet. Service requesters are the end users re-
questing HTTP request using internet to utilize the services.
Service registry is the logically centralized directory of ser-
vices. This is useful to provide and publish the services[20].

Service Oriented Architecture Protocol (SOAP) is de-
signed and developed to enable client and server asyn-
chronous interactions request,reply. SOAP is based on
HTTP protocol. It uses protocols such as, SMTP, TCP, or
UDP. SOAP. Most of API has been implemented in Java,
Perl, Java Script, Python, .Net, C, C++, C# and Visual basic.
REST (REpresentational State Transfer) is a web service de-
velopment architecture used for better communication with
clients with Internet[18].

1.3 XML Extensible Markup Language
XML is a markup language, which has an easy, flex-

ible, format derived from Standard General Markup Lan-
guage(SGML). This was designed to meet challenges of
large scale organizations in electronic publishing. XML is
a tool for information management and exchange. XML
SOAP is used to encapsulate the message over HTTP[21].

1.4 WSDL
Web Service description language is the interface descrip-

tion (Uniform Resource Locator URL i.e. address of the
component) for system to access the resources on web server.
WSDL definitions are provided by GUI functions in web ap-
plications.Example http:www.jntuh.ac.in URL is used to ac-
cess the JNTUH website.

1.5 UDDI
Universal Description,Discovery and Integration (UDDI),

Web Services Description Language (WSDL) documents are
accessed via Uniform Resource Identifies(URI). Client and
servers processes communicate either directly or indirectly
to access UDDI service. UDDI is a directory service where
businesses can be recorded for searching web services.

Human readable businessEntity describes the organiza-
tion that provides these web services. It gives name, address,
activities. For example.www.jntu.ac.in businessServices: It

Figure 2. UDDI data structure

stores sequence of operational information as a set of in-
stances of a web service. Example.such as its name and a
description (for example Home, Administration, Academics,
Research and Development Cell, etc)

bindingTemplate: It has instance of operation or function
and service reference to service description,example bind-
ingTemplate menu academics has four service descriptions.
TModel: It gives service description usually by WSDL,
stored outside the database and accessed via URL, name
and its activities shown in Figure.3 Example.JNTUHyderbad
database accessed by URL.

1.6 Middleware applications
Middleware provides higher level programming represen-

tations for development of distributed system through lay-
ered architecture to provide heterogeneity in essential infras-
tructure to support inter-operability and portability. Inter-
faces developed in middleware platforms and programming
languages that have specify signatures of services. Middle-
ware providers access to different infrastructures, platforms
and softwares. In Table.1. shows the categories of middle-
ware technologies.

Table 1. Categories of Middleware
Major category Sub category Example
Distributed Platform JAVA RMI,
objects CORBA

Distributed Application SUN EJB,
Component Server CORBA

Public subscribe - CORBA ,
system Event Service

Message Queue - Web Sphere,
Message Queue,
JMS

Web Services Web Services Apache Axis,
system Grid services The Globus

Toolkit

Many applications involve remote invocations that are op-
erated in different environment. The Table.1. describes dif-
ferent categories of middle ware technologies.

It is significant to the enterprise development and the ser-
vice providers and software developers to maintain QoS ar-



Figure 3. WSDL URL service description

Table 2. Communicate paradigm
Inter process Remote Indirect
Communication Invocation Communication
Message Request Group
Passing Reply Communication

Socket RPC Public Subscribe
Message Passing

Multicase RMI Tuple space
system DSM

chitecture that meet the client requirements response time,
throughput, reliability, and other parameters. The quality
standards are essential for designing a new novel architec-
ture to maintain QoS web services. Discussed related work
in section 2, Issues and challenges in section 3, Proposed
model architecture discussed in section 4, Discussions and
interpretations in section 5, and conclusion of the paper spec-
ified in section 6.

2 RELATED WORK
The evolution of architecture of software started with the

monolith approach. A monolith is an architectural style or a
software development pattern. Styles and patterns usually fit
into different view type (a view type is a set, or category,
of views that can be easily reorganized with each other).
By evolutionary growth of development of architecture, soft-
ware developers used this model for their requirements. By
the rapid development of internet based applications soft-
ware developers used client server architecture, this method
is called 2-tier architecture. Client is a process (mobile de-
vice, or computer system) that communicates with server
process( in this application services offered by clients avail-
able).The disadvantage of 2-tier architecture is tightly cou-
pled business services and databases. If user want to mod-
ify anything in the business operations that will forcibly to
change the databases applications. To overcome these prob-
lems the software developers used 3-tier architecture which
is one of the most widely used architecture for web applica-
tions[20,28].

N-Tier Architecture: N-tier application architecture rep-
resents a model by which software designers can build flex-

ible and reusable applications, by segregating an application
into tiers. N-tier model middleware is involved with devel-
oping, tuning, maintaining and evolving developers acquire
the option of modifying or adding a specific layer or func-
tionality, instead of modification the entire application[29].

Distributed objects: Distributed object architecture look-
ing at the core architecture elements to design and de-
velop sophisticated distributed systems solutions by layers
style.(layers in Distributed systems are application and ser-
vices,middleware, operating system, computer and network
hardware)

Components can be related to objects in that they
suggest problem-based abstractions for developing dis-
tributed systems. Interfaces or components provide solu-
tions to the client problems. These interfaces also called
API(Application Program Interface)

Table 3. Communicating Entities
System oriented Problem oriented
Entities Entities
Nodes Objects
process Components

Web Services

Services: Web services is the most significant paradigm
for rapid growth of Software. Applications are integrated
into the World Wide Web(WWW). To design web applica-
tions that use communication paradigm and entities. The Ta-
ble.2 describes the communication paradigm and in table.3
describes communication entities.

To understand the building blocks in web service shown
Table 2,3. In designing web applications components used
in various layers such as .(i) Architecture design (ii) com-
munication protocols: Inter process, indirect, inter process
communication, (iii)Request reply,(iv) method invocation
(v),Group communications[18].

Gavin Shrivastava, et.al[22] proposes a method for a web
architecture for adaptive location-based services for spatial
domain web services. They proposed three tier architecture.

Client tier (allows interaction among the web page), mid-
dle tier (provides core services and functionalities) Person-
alization and visualization services allow the user sessions
to handle user profiles, logs all relevant actions performed
by clients. The personalization and visualization algorithms
are also implemented within this service,that access spatial
data sets and recorded interaction. Data sources also pro-
vides with spatial information, it has main component con-
sists of a spatial DBMS, which stores spatial datasets.

C Aurrecoechea, et.al[23] proposed generalized frame ap-
proach for development of QoS architecture in distributed
multimedia systems. They considered QoS assurance in dis-
tributed system platform. QoS assurance, complete data and
media from remote server across the network points of deliv-
ery. Generalized frame work QoS architecture for research is
to define a set of QoS configuration interfaces that formalize
QoS in the end to end system and network. End to end QoS
scenario continuous media flows in the applications area of
telecommunication, computer communication and standard



communities using packet scheduling and flow control to im-
prove data delivery and packet transmission.

D. Cotroneo M, et.al[23] proposed architecture that sup-
ports different classes of service by evaluating middle ware
infrastructure, each with different quality attributes(QoS)
concerning the network data delivery, availability, perfor-
mance of network communications including web,video
servers on demand services.

Marco Comuzzi, et.al[26] proposed negotiation broker to
which both the consumer and the service provider approach
by architecture notify the preferences on QoS attributes and
negation strategies by specify value parameters. SOA archi-
tecture by service with price, availability and data quality
as QoS attribute. Service invocation can be enriched by ne-
gotiation of the QoS attributes. SOA architecture by three
different phases

Service publication provider who publishes as the service
on architecture registry. Service selection consumer selects
service by searching the service registry. Service invocation
selected service has to be invoked by consumer by specified
constraint on the QoS attribute a negotiation process between
the consumer and the provider. They suggested architecture
for QoS Negotiation (Web service Level Agreement Frame-
work i.e WSLA). These approach selects QoS attributes dur-
ing web services invocation.

M.Adel Serhani et.al[27] proposed a QoS broker- based
architecture for web services architecture is to support the
client in selecting web services based on user required QoS.
The architecture is developed by four main participating
roles the web service broker, the web service provider, the
client and QoS- enabled UDDI registry services.

3 ISSUES AND CHALLENGES
The software developers design quality software which

meets the requirements to overcome the problems of end
users. Web services are to provide inter-operability across
global internet, B2B applications, commerce etc. These soft-
ware components must be reusable,efficient,cost effective,
and must follow QoS parameters. Web applications interact-
ing with server to access services using different methods,
architectures, protocols. Heart of the web service is comput-
ing registry(service provider). Service provider will publish
large number of function descriptions. All these provided by
accessing service using HTTP protocols. Al-Masri et.al[10]
suggested provided QoS of web services[8,9,12,13]
3.1 Response time

The time taken to send and receive response from web
server ( response time is measured in ms.)

RT = RCT −URT (1)

where RT:Response time, RCT:Response Completion Time,
URT:User Request Time
Software developers need to design a web service architec-
ture that will minimize the response time.
3.2 Availability

Number of successful invocations or total invocations are
measured in (%).

AV = I/T I (2)

where AV: Availability, I: Number of Invocations, TI: Total
number of invocations
Availably of web services depends on middle ware, infras-
tructure, network performance and Service oriented architec-
ture. We can improve the availability of service s by SOAP,
UDDI[11]
3.3 Throughput

Throughput is defined as average rate of successful
messages received by communication channel per second
(throughput is measured in invocationsseconds)

T P = T I/T (3)

where TP:Throughput,TI:Total number of invocations,
T:Period of time
Software kernel implementation is a high performance in-
struction set, which is required to improve throughput[30]
3.4 Successability

Number of response over the number of requests (is mea-
sured in (%))

SUCC = Nresp/Nreq (4)

where SUCC: Successability, Nresp: Number of response,
Nreq:Number of requests
Software components are designed to improve successability
3.5 Reliability

Reliability is measured as the number of failures over a
period of time. It is derived from the unsuccessful invoca-
tions for a given period of measurement. ( reliability is mea-
sured in (%))

RE = Merror/Mtotal (5)

where RE: Reliability, Merror: Error messages,Mtotal: To-
tal Messages. Reliability to be improved by providing high
availability of resources
3.6 Compliance

Extends the WSDL document specification.(is measured
in in (%)) Software developers provide insufficient informa-
tion by WSDL file. WSDL is considered by input, output
dependency, invocation sequence, hierarchical function de-
scription and concurrent specifications. WSDL are the stan-
dards,for the description of language written in XML and it
is useful to locate the resource of a web service [14,15].
3.7 Best Practices

The extension to which a Web service that follows,
functionality, API, WS-I Basic Profile(measured in in (%).
Best practices like Enterprise Application Integration (EAI),
Business to Business (B2B) Integration, SOAP etc.
3.8 Latency

Time consumed for the server to process a given request
is called latency (measured in ms)[6,10,16].

LAT = RT −Treq (6)

where LAT: Latency, RT: Response time,Treq: Requested
time. Latency performance depends on several implemen-
tations of software components like Middle ware technolo-
gies like Simple Object Access Protocol (SOAP), Java RMI,
CORBA, UDDI, and Network Protocols.



3.9 Documentation
Measure of documentation (i.e. description of tags) in

Web Service Description Language(WSDL) (measured in in
(%)).WSDL document is an XML document that defines a
web service consuming of methods to invoke/access other
web service applications. WSDL document is described
among tags, XML specifications, and elements. WSDL
gives the location of web services. This improves in the se-
lection of service description[10,17].

3.10 WsRF
Web Service Relevancy Function: a rank for Web Service

Quality (measured in in (%)).This is used to measure quality
of web services metrics (i to ix ) to rank the web services de-
scribed by Masri E[10] Service Classification 1. Platinum
(High quality) 2. Gold 3. Silver 4. Bronze (Low qual-
ity) The categorization is based on the on the whole quality
evaluation(rank) provided by Web Service Relevancy Func-
tion(WsRF). Using WsRF values attain for each Web ser-
vices to a particular service group. The classification can be
useful to distinguish between different services that offer the
same functionality[10].

4 PROPOSED MODEL ARCHITECTURE
Web services are used to provide personalization, API

customization, and support for multiple languages. They
logically separate the layout Model ,View, and Controller
in formats such as HTML, XML. Application centric ser-
vices enable organizations to integrate applications, busi-
ness process without constraints of proprietary infrastruc-
ture, platforms and operating system. These use open stan-
dards, including HTTP, XML, SOAP, WSD, UDDI. Appli-
cation framework and web services. XML based web ser-
vice architecture which allows programs written in different
languages on different platforms to communicate with each
other in a standard way as application frame[18,25].
Functional Requirements: In software development, func-
tional requirement defines a function (services or operations)
of the system and its components, described as set of inputs,
performance and outputs.
Non Functional Requirements: Non functional require-
ments are the resources that specify to assess the operation of
the system. For example network bandwidth. Adaptability:
modify/update in system configurations and resource avail-
ability has been recognized as a further important aspect of
service quality. Reliability and security issues are important
in the design of most of the computer systems.

Performance is measured by quality of service, it was
originally defined in terms of responsiveness and computa-
tional throughput, availability, but it has been redefined in
terms of ability to meet timeliness, guarantees. Availabil-
ity depends on communication resource that has guaranteed
computing and communication resource.

We proposed a new QoS web service architecture by ex-
tending 3-tier Architecture adding new component Quality
service manager depicted in Figure in 4.

4.1 Application Layer
End-users request applications by through this layer.

Clients may use devices, web users and application users.

Figure 4. QoS of Web Service Architecture

4.2 Middleware
This layer is the core of the QoS architecture. The main

concept of this layer to provide business functionality to the
user. It has two parts such as Quality service manager, and
Service manager.
4.2.1 Quality service manager

Is a software component to select the QoS web service
parameters that provide efficient, reliable, and secured ser-
vices/components
4.2.2 Service manager

Service Manger has various parameters, response time,
reliability, availability, security, best practices and perfor-
mance.
The performance of the services is measured by consider-
ing QoS parameters in functional and non functional re-
quirements. To design an efficient Architecture of QoS ser-
vices by extending three tier architecture[18].We proposed
new Algorithm.1 in Quality Service Manager which will im-
prove the QoS web service architecture with QoS web ser-
vice parameters. We represented in Figure 5 as infrastruc-
tural components of multimedia application as a case study,
using round robin algorithm in the Web Sever interface ap-
plications will be improved the performance.

Multimedia applications run in networks of personal com-
puters, they need resources from the work stations run-
ning applications(processor,buffer capacity,bus cycles) and
network (physical transmission,routers,switches gateways).
Workstations may support multimedia stream of data within
individual/organization applications.

For multimedia application (non functional requirements,
network communication, high bandwidth), and functional



Algorithm 1 Quality Service Manager
1: procedure RANKING OF WEB SERVICES
2: Input: QWS data parameters related attributes Di=
{A1,A2,A3,Ak Ai}

3: output: Component specify their QoS requirement from
Di to QoS manager to measure Rank of web service or
(web service relevancy metrics quality metrics) i.e Ser-
vice Classification Outcome = { A,B,C,D}

4: begin
5: Read the QoS manager parameter Di instances
6: Apply Classification Procedure to measure the Rank of

Web services
7: Rank ClassificationMethod(Di,O)
8: If ( tuples will be equal required the rank after step 9 to

step 11)
9: { Reserve these parameters as resource parameters;

10: Application will be proceeded with these parameters;
11: Software design notifies QoS manager will be used these

parameters }
12: else
13: { Do not allow the application to be proceed
14: Negotiate or application refinement of QoS Manager pa-

rameters that will
15: Meet the required rank or service classification;
16: Give solution to improve the QoS parameters of different

type of category;
17: To improve the efficiency by computer networks and op-

erating system related parameters or Web services and
software related parameters }

18: Repeat the steps step 7 to 11 until QWS data Di instance
(or tuples ) belonging to service classification.

19: end

Figure 5. Infrastructural components in multimedia ap-
plication

Figure 6. Characteristics of Multimedia data stream

Figure 7. QoS specifications for components of the appli-
cation shown in Figure.5.

requirements (business services, multitasking shared net-
works). The central process will perform tasks in the server
process, in round robin algorithm scheduling for best effort
to put among all the activities running in systems. Networks
from different sources network topology, Ethernet, message
protocols concepts manage the QoS web service parameters.

The key feature is the resource allocation scheme de-
manding availability of resources for more quickly complet-
ing the task. Round robin approach proposed is shown in
Figure.5, best effort method for sharing the processor cycles
and network bandwidth. This architecture given late deliv-
ery value is less. In order to achieve timely delivery, applica-
tion need guarantees that the resource will be allocated and
scheduled properly.

5 DISUSSIONS AND INTERPRETATIONS
From this study, QoS web services architectures, we as-

sume the data as for Figure.6. It gives the characteristics of
multimedia data stream the following observations are noted.
Telephone speech is less data rate (i.e.bandwidth requited or
data transfer rate 64 kbps), and time taken to process in-
formation frequency size is 8000 seconds. HDTV(MPEG-
2/MPEG-4 Compression) multimedia services requires the
highest data transfer rate 6-20 Mbps, and time taken to pro-
cess information frequency size is 24 to 60 seconds. The av-
erage case Standard TV video (uncompressed) requires data
rate is 120 Mbps, and time taken to process information in
frequency is 24 seconds. we proposed a Quality service man-



ager in the middleware of 3-tier architecture. This architec-
ture suggests Algorithm.1, that gives the QoS parameters,
such as response time, reliability and other parameters in the
development of web applications.
6 CONCLUSION

In this paper we proposed a QoS web service architec-
ture. This is a new model of QoS web service architec-
ture for the rapid development of web services and appli-
cations in various domains such as B2B,e-commerce etc.,
organizations to design and develop the best suitable QoS
Web service Architecture to meet the industry demands on
various QoS web service parameters, which are reliable,
quick services that required for access the web services. In
this paper we presented web services fundamental concepts,
HTTP,XML,UDDI,SOAP, issues in web services and dis-
cussed various architectures and implementation methods.
To measure the performance of the services, we proposed
a new QoS web service architecture that will meet the de-
mands of organizations and individuals to design and de-
velop QoS web service framework, ranking of web service
algorithm which will be applicable for any platform and mid-
dleware technologies.

As a case study we have taken multimedia application and
infrastructural components in multimedia application and
improved quality parameters bandwidth, and access time,
throughput by using round robin algorithm in the web server
interface applications/services in Figure.7 The new proposed
a architecture will help the organizations to design and de-
velop solutions using this new QoS service Architecture
management and allocation of resource to give guarantees
as quality of service management. In future the scope of
this paper will extend the work to measure the various QoS
web services [10]. Data set QWS from WSDL crawler and
other web services data set to measure the performance of
web services using various classification methods (i.e data
mining techniques).
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Abstract: Sharing of private medical records is associate 

rising patient central model of health data exchange, 

that’s sometimes outsourced to store at the third party, 

like cloud suppliers. The confidentiality of the medical 

records is major downside once patients use industrial 

cloud servers to store their medical records as the results 

of it ought to be scan by everybody, to assure the patient’s 

management over access to their own medical records; 

it’s a promising methodology to cipher the files before 

outsourcing and access management got to be 

implemented although cryptography rather than role-

based totally access management. There unit varied 

numerous problems like risks of privacy exposure, quality 

in key management, versatile access and economical user 

revocation, have remained the foremost vital challenges 

toward achieving fine-grained, cryptographically 

implemented information access management. To grasp 

fine-grained and scalable information access 

management for medical records detain semi-sure 

servers, we have a bent to leverage attribute-based totally 

secret writing (ABE) techniques to cipher every patient’s 

story file. Throughout this paper, we have a bent to 

elucidate a replacement approach that allows secure 

storage and controlled sharing of patient’s health 

information. We have a bent to explore key-policy 

attribute primarily based mostly secret writing and multi-

authority attribute-based secret writing to enforce patient 

access management policy such everybody will transfer 

the information ,but solely authorize user will scan the 

medical records. This project along supports multiple  

Owner eventualities and divides the users among the 

system into multiple security domains that greatly reduce 

the key management quality for home house owners and 

users. A high degree of patient privacy is secure by 

exploiting multi-authority ABE. Throughout this paper 

we have a bent to presents the detailed style of modules 

and implementation Packages of the planned framework. 

Keywords: Multi-Authority Attribute-based Encryption, 

Key-Policy Attribute-based Encryption, Secure Sharing. 

I. INTRODUCTION: 

A PHR service permits a patient to make, manage 

and management her personal health info in one 

place through the web that has created the storage, 

retrieval, and sharing of the medical information 

extra economical. Especially, each patient is secure 

the whole management of her medical records and 

should share her health info with outsized degree 

vary of users, still as attention suppliers, relations or 

friends. Because of the high price of building and 

maintaining specialized info centers, many PHR 

services unit of measuring outsourced to or provided 

by third-party service suppliers, for example, 

Microsoft HealthVault1. Recently, architectures of 

storing PHRs in cloud computing unit of measuring 

projected in. While it's exciting to possess convenient 

PHR services for everybody; there a unit many 
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security and privacy risks which are able to impede 

its wide adoption. The foremost concern is regarding 

whether or not the patients might extraordinarily 

management the sharing of their sensitive personal 

health information (PHI), significantly once they are 

stick with it a third-party server that folk won't 

entirely trust. On the one hand, although there exist 

attention rules like HIPAA that's recently amended to 

incorporate business associates, cloud suppliers unit 

typically not coated entities. On the alternative hand, 

because of the high price of the sensitive personal 

health information, the third-party storage server’s 

unit typically the targets of assorted malicious 

behaviors which may end in Expo- positive of the 

letter. Throughout this paper, we have a bent to 

endeavor to review the patient- central, secure 

sharing of PHRs stick with it semi-trusted servers, 

and ponder addressing the exhausting and exhausting 

key management issues. Therefore on defend the 

personal health info stick with it a semi-trusted 

server, we have a bent to adopt attribute-based 

committal to writing (ABE) as a results of the 

foremost committal to writing primitive. Using ABE, 

access policies unit expressed supported the attributes 

of users or info, that allows a patient to selectively 

share her PHR among a bunch of users by encrypting 

the file below a bunch of attributes, whereas not the 

requirement to grasp a whole list of users. The 

complexities per committal to writing, key generation 

and writing unit entirely linear with the number of 

attributes involved. However, to integrate ABE into a 

large-scale PHR system, necessary issues like key 

management quantifiability, dynamic policy updates, 

and economical on-demand revocation unit of 

measuring non-trivial to unravel, and keep for the 

foremost half open up-to-date. To the current end, we 

have a bent to make succeeding main contributions: 

(1) we have a bent to propose a singular ABE-based 

framework for patient-centric secure sharing of PHRs 

in cloud computing environments, below the multi-

owner settings. To address the key management 

challenges, we have a bent to conceptually divide the 

users among the system into a pair of sorts of 

domains, significantly public and personal domains. 

To boot, the framework enforces write access 

management, handles dynamic policy updates, and 

provides break-glass access to PHRs below 

emergence eventualities. (2) Among the possession, 

we have a bent to use multi-authority ABE (MA-

ABE) to bolster the protection and avoid key 

instrument balk. Each attribute authority (AA) in it 

governs a disjoint set of user role attributes, whereas 

none of them alone is prepared to manage the 

protection of the whole system. We have a bent to 

propose mechanisms for key distribution and 

committal to writing thus as those PHR homeowners 

can specify bespoken fine-grained role-based access 

policies throughout file committal to writing. Among 

the non-public domain, homeowners directly assign 

access privileges for personal users and code a PHR 

file below its info attributes. 

II.METHODOLOGY 

A.PHR Owner  

The main aim of our agenda is to provide economical 

key management and secure patient-centric PHR 

access at an equivalent time. in line with the many 

users’ knowledge access wishes we have a tendency 

to tend to tend to separate the system into multiple 
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security domains (i.e., personal domains (PSDs) and 

public domains (PUDs)). The PUDs embody users 

World Health Organization build access supported 

their virtuoso roles, like nurses, doctors and medical 

researchers. The ultimate public domains unit 

generally mapped to associate separate sector among 

the society, as Associate in the Nursing example the 

government, health care or insurance sector. For 

every PSD, PSD users unit related to associate 

knowledge owner (such as shut friends or family 

members), that they build accesses to private health 

records supported the access rights appointed by the 

owner.  

Every knowledge owner (example, patient) is that the 

sure authority of his/her own personal domains, 

World Health Organization uses a KPABE system to 

administer the access rights and secret keys of users 

in his/her PSD. But the PHR owner is aware of the 

users within the flesh, to acknowledge patient-centric 

access, on a individual basis the owner is at the most 

effective position to grant user access privileges. for 

private domains, knowledge attributes unit created 

public that unit determined the essential properties of 

the private health record knowledge, as Associate in 

Nursing example the type of a  PHR file. For the 

operate of PSD access, every PHR file is termed with 

its knowledge attributes, as a results of the key size is 

believed with a amount of file classes a user will 

access. But the amount of users throughout a non-

public domain is little, it reduces the load for the 

owner. Whereas encrypting the information for PSD, 

the owner ought to understand is that the essential 

knowledge properties. 

B. Cloud Server  

In this paper, we consider the server to be the semi 

trusted, i.e., honest but curious. The server will 

attempt to detect as much secret information in the 

stored PersonaHealth Record files as possible, but 

they will directly follow the protocol in general. 

Alternatively, some users will try to access the files 

beyond their rights. For example, the pharmacy wants 

to obtain the prescriptions of patients for boosting 

and marketing its profits. To do so, they may join 

with the server or even either the other 

users.Additionally, we assume every user in our 

system is preloaded with a private public key pair, 

and entity authentication can be prepared by 

traditional challenge response protocols.  

C. Characteristic-based Access Policy  

In our system, there are multiple owners, multiple 

SDs, multiple users and multiple AAs. Additionally, 

two ABE systems are involved. We name the users 

having written and read access as data readers and 

contributors respectively. We use Attribute-based 

encryption algorithm for it.  

D. Data confidentiality  

Attribute-based Encryption- encrypted PHR files are 

upload to the server by the owners. Every owner’s 

PHR file is ciphered both under a certain role-based 

and fine-grained access policy for users from the 

public domain to access and under a chosen group of 

data attributes that allows access from users in the 

personal domain. The PHR files can be decrypt by 

the authoritative users, excluding the server. 

E. Sequence Diagram 
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Attribute-based encryption. A sequence diagram in 

Unified Modeling Language (UML) is a kind of 

interaction diagram that shows how processes 

function with one another and in order. It is a kind of 

a Message Sequence Chart. Sequence diagrams are 

also called as event scenarios, event diagrams and 

timing diagrams. 

 

 

Fig 1 shows the sequence diagram for PHR using  

III.   PROPOSE FRAMEWORK 

The  main  goal  is to produce  secure  patient-centric  

PHR access  and economical  key  management  at  

the  same  time.  In Fig. one  the  key found out  is  to  

divide  the  system  into  multiple security  domains  

(namely,  public  domains  (PUDs) and private  

domains  (PSDs))  according  to  the absolutely fully 

totally different  user’s data  access wishes.  The 

PUDs contains users administrative unit turn out 

access supported their skilled roles, like doctors, 

nurses and medical researchers.  In observing,  a 

course will  be mapped  to qualification freelance  

sector  in  the  society,  such  as  the health care, 

government or insurance sector. for every PSD, its 

users unit within the flesh  associated  with  a data  

owner  (such  as relations  or shut friends), that they 

turn out accesses to PHRs supported access rights 

assigned  by the owner In each variety of  security  

domains  has  to  utilize  ABE to know 

cryptographically enforced   , patient-centric PHR  

access. Especially,  in  a course  multi-authority  

ABE  is  used, during this there unit  multiple  

―attribute  authorities‖  (AAs), every governing  a  

disjoint set  of  attributes.  Role  attributes unit 

written  for  PUDs,  representing  the skilled  role  or 

obligations  of  a course  user.  Users  in  PUDs 

acquire  their attribute-based  secret  keys  from  the  

AAs, whereas not  directly interacting  with  the 

homeowners.  To management access from course 

users, homeowners unit absolve to specify role-based 

fine-grained access policies for her PHR files, 

whereas do not have to be compelled to understand 

the list of approved users once doing cryptography. 

Since the PUDs contain the bulk of users, it greatly 

reduces the key management overhead for each the 

homeowners and users. Every data owner (e.g., 

patient) may perhaps be a dependable authority of 

their own PSD, administrative unit uses qualification 

ABE system to manage the key keys  and  access  

rights  of  users  in  her  PSD.  Since the users unit 

within the flesh notable by the PHR owner, to know 

patient-centric access, the owner is at the sole 

position to grant user access privileges on an 

individual basis. For PSD, data attributes unit printed 
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that sit down with the intrinsic properties of the PHR 

data,

 

Such as the category of a PHR file.  For the purpose 

of PSD access, each PHR file is labeled with its data 

attributes, while the key size is only linear with the 

number of file categories a user can access. Since the 

number of users in a PSD is often small, it reduces 

the burden for the owner. When  encrypting the  data  

for  PSD,  all  that  the  owner  needs  to  know  is  

the intrinsic  data  properties.  The Fig.2 represents 

the attribute hierarchy of files, leaf nodes are atomic 

file categories while internal nodes are compound 

categories. 

IV. CONCLUSION & FUTURE WORK  

A framework of secure sharing of non-public health 

records has been projected throughout this paper. 

Public and private access models unit of measuring 

designed with security and privacy enabled 

mechanism. The framework addresses the distinctive 

challenges brought by multiple PHR house owners 

and users; therein the complexness of key 

management is greatly reduced. The attribute-based 

committal to writing model is increased to support 

operations with MAABE. The system is improved to 

support dynamic policy management model. Thus, 

Personal Health Records unit of measuring 

maintained with security and privacy. As future 

study, it’s going to be fascinating to boost the HSN 

with a 3rd party auditor to verify the cloud server that 

stores and methodology the PHRs polymorphic Split 

key committal to writing will become extra 

improvement to verify the trustiness of the TPA. 
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Abstract – In 2014 saw big data initiatives inside the 

enterprise increasingly move from test to production. In  

2015, big data will push further into the enterprise with even 

more use cases specifically real-time use cases. We live in a 

world of data (both at a personal and professional level) and 

people express themselves through the work they do with it. 

Inside each organization, users want to be actively engaged 

with their data; however, they haven’t yet had the technology 

to do so. In 2015, by having access to Business Intelligence 

(BI) solutions that allow true self-service, users will move 

from passively consuming data to actively using it to glean 

important information. Data is not only big but it is also fast. 

Data is rapidly being generated from mobile devices, factory 

sensors, wearables, retail transactions, on-line advertisements 

and many other sources. The insights from that fast, Big 

Data disappear as rapidly as they appear so taking action in 

“business time” is critical. Business time is the speed at which 

a business must service its customers, and it ranges from sub-

seconds (real-time) to minutes and hours. 

 

Keywords – Data Agility, Big Data Analytics, Hadoop-As-a-

Service, The Ubiquity of YARN. 

 

I. INTRODUCTION 
 

Data Agility Emerges as a Top Focus, Data agility has 

been one of the big drivers behind the development of big 

data technologies, as the processes around legacy 

databases and data warehouses have proven too slow and 

inflexible for many business needs. In 2015, Schroeder 

says data agility will become even more central as 

organization shift their focus from simply capturing and 

managing data to actively using it.[2] ―The reality is that 

the tools are still emerging, and the promise of the 

[Hadoop] platform is not at the level it needs to be for 

business to rely on it,‖ says Loconzolo. But the disciplines 

of big data and analytics are evolving so quickly that 

businesses need to wade in or risk being left behind. ―In 

the past, emerging technologies might have taken years to 

mature,‖ he says. ―Now people iterate and drive solutions 

in a matter of months — or weeks.‖ So what are the top 

emerging technologies and trends that should be on your 

watch list — or in your test lab? Computer world asked IT 

leaders, consultants and industry analysts to weigh in. 

Here’s their list. With big data, analysts have not only 

more data to work with, but also the processing power to 

handle large numbers of records with many attributes, 

Hopkins says[1].  

Traditional machine learning uses statistical analysis 

based on a sample of a total data set. ―You now have the 

ability to do very large numbers of records and very large 

numbers of attributes per record‖ and that increases 

predictability, he says. The combination of big data and 

compute power also lets analysts explore new behavioral 

data throughout the day, such as websites visited or 

location[3]. Hopkins calls that ―sparse data,‖ because to 

find something of interest you must wade through a lot of 

data that doesn’t matter. ―Trying to use traditional 

machine-learning algorithms against this type of data was 

computationally impossible. Now we can bring cheap 

computational power to the problem,‖ he says. ―You 

formulate problems completely differently when speed 

and memory cease being critical issues,‖ Abbott says. 

―Now you can find which variables are best analytically 

by thrusting huge computing resources at the problem. It 

really is a game changer.‖[4].  

―To enable real-time analysis and predictive modeling 

out of the same Hadoop core, that’s where the interest is 

for us,‖ says Loconzolo. The problem has been speed, 

with Hadoop taking up to 20 times longer to get questions 

answered than did more established technologies. So Intuit 

is testing Apache Spark, a large-scale data processing 

engine, and its associated SQL query tool, Spark SQL. 

―Spark has this fast interactive query as well as graph 

services and streaming capabilities.[4] . 

 

II. ORGANIZATIONS MOVE FROM DATA LAKES  

TO PROCESSING DATA PLATFORMS 
 

In some ways, 2014 was the year of the data lake (or 

data hub), an object-based storage repository that stores 

raw data in its native format - whether structured, 

unstructured or semi-structured - until it's ready for use. 

Data lakes have a strong value proposition in that they 

represent a scalable infrastructure that's economically 

attractive (with a reduced per- terabyte cost) and 

extremely agile[6]. 

Schroeder says that the data lake will continue to evolve 

in 2015 with the capability to bring multiple compute and 

execution engines to the data lake to process the data in-

place. That's not only more efficient, it creates a single 

point of governance and a single point of security[7].  

C-Level Executives Seeing Big Results From Big Data, 

A study by Accenture finds that many organizations are 

putting big data initiatives into production and the vast 

majority of those that do are pleased with the results. 

Between February and early April 2014, Accenture 

screened more than 4,300 CIOs, COOs, CMOs, CFOs, 

chief data officers (CDOs), chief analytics officers 

(CAOs) and other senior technology, data and analytics 

leaders from companies in 19 countries and across seven 

industries. Of that number, 36 percent said their company  
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Figure 1:  Big Data Lake 

 

had not completed and weren't currently pursuing a big 

data installation and four percent said their organizations 

were in the process of implementing their first big data 

project. Of the remaining 2,600 respondents that had 

applied big data to their businesses, Accenture focused on 

a sample of 1,007 executives. 

"Businesses are at a transition point where instead of 

just talking about the potential results that can be achieved 

from big data, they are realizing actual benefits including 

increasing revenues, a growing base of loyal customers 

and more efficient operations," adds Narendra Mulani, 

senior managing director of Accenture Analytics. "They're 

recognizing that big data is one of the cornerstones of 

digital transformation." "Today, even the most basic items 

like water pipes can generate and provide data," adds 

Mulani. "While the Internet of Things is giving rise to 

massive sources and quantities of data, new big data 

technologies are emerging that help uncover crucial 

business insights from the data. Companies not 

implementing big data solutions are missing an 

opportunity to turn their data into an asset that drives 

business and a competitive advantage."  

"In 2015, data lakes will evolve as organizations move 

from batch to real-time processing and integrate file-

based, Hadoop and database engines into their large-scale 

processing platforms," he says. "In other words, it's not 

about large-scale storage in a data lake to support bigger 

queries and reports; the big trend in 2015 will be around 

the continuous access and processing of events and data in 

real time to gain constant awareness and take immediate 

action"[6].  

 

III. HADOOP VENDOR CONSOLIDATION: NEW 

BUSINESS MODELS EVOLVE. 
 

In early 2013, Intel made a splash with the Introduction 

of its own Hadoop distribution, saying that it would 

differentiate itself by taking a ground-up approach in 

which Hadoop was baked directly into its silicon. But just 

a year later, Intel ditched its distribution and threw its 

weight behind Hadoop distribution vendor Cloud era 

instead. At the time, Intel noted that customers were sitting 

on the sidelines to see how the Hadoop market would 

shake out. The number of Hadoop options were muddying 

the waters. Schroeder believes Hadoop vendor 

consolidation will continue in 2015 as the also-rans 

discontinue their distributions and focus elsewhere in the 

stack[5]. 

 
Fig.2. Hadoop vendor consolidation 

 

"Hadoop is early in the technology maturity lifecycle 

with only 10 years passing since the seminal MapReduce 

white papers were published by Google," he adds. 

"Hadoop adoption globally and at scale is far beyond any 

other data platform just 10 years after initial concept. 

Hadoop is in the innovation phase, so vendors mistakenly 

adopting "Red Hat for Hadoop" strategies are already 

exiting the market, most notably Intel and soon EMC 

Pivotal"[6].  

Schroeder believes 2015 will see the evolution of a new, 

more nuanced model of OSS that combines deep 

innovation with community development. "The open 

source community is paramount for establishing standards 

and consensus," he says. "Competition is the accelerant 

transforming Hadoop from what started as a batch 

analytics processor to a full-featured data platform." The 

lines between IT and marketing are blurring in the age of 

digital marketing. For that reason, it's more important 

than ever that CIOs and CMO communicate consistently 

and effectively. Yet a strong partnership between IT and 

marketing is crucial if big data and analytics are to 

succeed. CMOs may increasingly take the lead on big data 

projects, but CIOs are the key to implementing, 

maintaining and scaling these solutions. ―Marketing is the 

driver of the big data car,‖ says Todd Merry, CMO of 

global hospitality and food service company Delaware 

North, ―but it doesn't go anywhere without IT.[4]‖  

Mainstream.  

Previously, IT would be required to establish centralized 

data structure ―Hadoop has made the enterprise 

comfortable with structure-on-read for some use cases. 

Advanced organizations will move to data bindings on 

execution and away from a central structure to fulfill 
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ongoing requirements. This self-service speeds 

organizations in their ability to leverage new data sources 

and respond to opportunities and threats." 

 
Fig.3. Self-Service Big Data Goes 

 

IV. ENTERPRISE ARCHITECTS SEPARATE THE 

BIG HYPE FROM BIG DATA 
 

2015 will see enterprise architects take center stage as 

their improving understanding of the Hadoop technology 

stack leads to a better defined and more sophisticated 

statement of requirements for big data applications, 

including elements like high availability and business 

continuity. "As organizations move quickly beyond 

experimentation to serious adoption in the data center, 

enterprise architects move front and center into the big 

data adoption path," Schroeder says[8]. "IT leaders will be 

vital in determining the nderlying architectures required to 

meet SLAs, deliver high availability, business continuity 

and meet mission-critical needs.  

In 2014 the booming ecosystem around Hadoop was 

celebrated with a proliferation of applications, tools and 

components. In 2015 the market will concentrate on the 

differences across platforms and the architecture required 

to integrate Hadoop into the data center and deliver 

business results. 

  
Fig. Enterprise Architecture 

 

Big data technologies have evolved at a torrid pace that 

shows every sign of continuing in 2015. MapR CEO and 

co-founder John Schroeder predicts five major 

developments will dominate big data technology in the 

new Year[4]. 

More Distributions, More Competition:  

The large enterprise vendors such as HP, Oracle, SAP, 

Software AG, and Tibco will create their own Hadoop 

distribution, as IBM and Pivotal already have. Specialized 

public and private cloud distributions also will emerged, 

generating plenty of competition and customer choice[7].  

As the presence of the Internet of Things (IoT) — such 

as connected devices, sensors and smart machines — 

grows, the ability of things to generate new types of real-

time information and to actively participate in an 

industry’s value stream will also grow. Essentially, things 

become agents for themselves, for people and for 

businesses. Think of the car that alerts emergency services 

and an insurance company or the smart thermostat that 

schedules service. The added connectivity, 

communications and intelligence of things will make 

many of them agents for services that are currently 

requested and delivered via human intervention [5]. 

 

V. SECURITY AND MY DATA-DRIVEN 

PREDICTIONS 
 

Security is a major concernwith big data. To make more 

sense from the big data, organizations would needto start 

integrating partsof their sensitive data intothe bigger data. 

To do this, companies would need to start establishing 

security policies which are self- configurable: these 

policies must leverage existing trust relationships, and 

promote data and resource sharing within the 

organizations, while ensuring that data analytics are 

optimized and not limited because of such policies. 

What good is a prediction if its not based on data? When 

I look at our own internal data and the larger big data 

market in 2014, there are a few interesting trends that 

emerged that I believe are strong indicators for what will 

come in 2015. For an in-depth explanation of 2014 trends 

and my 2015 predictions. Big Data will be a business 

initiative. Historically, what we saw was that IT tried to 

service business, and built the infrastructure for them, but 

its clear now that business users themselves want to get 

their hands on big data. It’s no longer that business sends 

IT off to find analytical results, the line of business wants 

to do that themselves.  

There is a really strong demand for the democratization 

of data. Hadoop deployments will shift from being 

centralized in IT toward departmental deployments. We 

also saw that central, IT-driven deployments are shifting to 

department specific deployments[5]. 

 

VI. BIG DATA DEEP DIVE CONCLUSION: THE 

FUTURE OF ANALYTICS 
 

As data volumes have grown, and as the complexity of 

data that is collected and analyzed has increased, new 

novel software architectures have emerged. What I’m 

most excited is the fact that software is open-source, and 
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we’re playing a key role in driving where that software is 

going. And what I’m most excited about on top of that is 

the commoditization of that software – I’m tired of talking 

about the container in which you put your data,‖ 

Hammerbacher said. ―No one should be required to invest 

tremendous amounts of money in their container anymore.  

They should be identifying novel data sources, algorithms 

to manipulate that data and the smartest people for using 

that data. Big Data technologies are changing all that: 

mathematical analysis makes it possible to weed out bad 

info in a highly efficient manner.  
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ABSTRACT: 

For the past few years, the technology of cloud computing has developed from a proficient 

business perception to one of the rapid increasing segments of infrastructure sector. The 

information on individuals as well as companies that are positioned within the cloud has been 

increased progressively however the issues will begin to rise concerning the safety of the 

environment. Access control is important in cloud system since it only approved users to 

have access towards valid service. As the single key distribution centre is not easy to continue 

due to several users that are maintained in cloud setting hence we focus that clouds must 

consider a decentralized approach while distribution of secret keys towards users. We make a 

study of an access control method which is decentralized and novel for protecting data in 

cloud storage that manages unspecified authentication process. It is rather common for clouds 

to contain multiple key distribution centres in various locations. Our proposed approach 

supports user revocation and prevents replay attacks and moreover manages in creation, 

alteration, and reading of the cloud data. It moreover will support authentication of privacy 

preserving, which is not managed by other techniques. Our authentication technique is 

decentralized as well as strong, when contrasting  from several methods of access control that 

are intended for clouds which are centralized. 
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1. INTRODUCTION: 

Cloud computing which is an emerging 

technology assures to reduce the 

requirement for maintaining of high-priced 

computing devices. Hence cloud concept 

ensures the owners regarding benefits of 

economy of scale and, simultaneously 

lessens the operating expenses for several 

services. In the cloud platform, data owner 

store up their data in the environment of 

cloud for benefitting from high quality 

applications [1]. Owner of the data will 



send their data towards data centre and 

make use of the service that is provided by 

cloud service provider who will handle 

client data. One of major issues considered 

in the data storage of cloud system is 

verification of data integrity at entrusted 

servers. Privacy and security preserving in 

cloud system is an extremely important 

issue and this issue has been explored by 

numerous researchers. The cloud will 

make the user answerable for data which it 

has outsourced, and similarly cloud is 

responsible for the services it has offered. 

There is verification for user validity who 

store up the data. Privacy of user is an 

important requirement in order that the 

cloud users do not identify the user 

identity. For provision of effective and 

flexible data storage, the data requires 

encryption but the data is regularly 

modified and this property should be 

considered for designing the effective 

methods of secure storage [2][3]. Cloud 

accountability task concerns technical 

problems as well as law enforcement. We 

propose an access control method which is 

decentralized and novel for protecting data 

in cloud storage that manages unspecified 

authentication process. Our proposed 

method is decentralized as well as strong, 

contrasting  from several methods of 

access control that are intended for clouds 

which are centralized. In the proposed 

decentralized approach, cloud proves the 

series reliability devoid of recognizing of 

user identity prior to data storage. The 

proposed access control method has the 

additional trait of access control where 

proper users will mainly decrypt the stored 

up data. 

 

2. METHODOLOGY: 

Consider an instance where a student, 

wants to reveal the information regarding 

some offense that was made by an 

authorities of a university to its entire 

professors, and higher authorities. She 

wants to stay on unidentified during the 

process of revealing the proof for offense 

and stores the necessary data within the 

cloud system. We consider access control 

as an important issue in this situation, in 

order that the users who are authorized can 

have permission to that data. It is in 

addition essential for verification of the 

information that whether it has come from 

a trustworthy source. The problems 

regarding the mechanism of access control, 

protection of confidentiality and 

authentication have to be worked out at the 

same time. Most of the data is being stored 

up in the cloud environment, and it is of 

sensitive information. Access control 

mechanism permits only approved users to 

hold permission towards valid service. The 

works that were made in earlier works 

regarding access control are for the most 



part centralized in nature. Access control is 

usually applicable in health care services 

where clouds are used for storage of 

sensitive information regarding patients.  

Most of the research works has accepted a 

centralized approach in which only one 

key distribution centre will distribute the 

secret keys towards the users.  But the 

single key distribution centre is not only a 

failure but it is not easy to continue due to 

numerous users that are maintained in 

cloud setting. Hence we focus that clouds 

must consider a decentralized approach 

while distribution of secret keys towards 

users and moreover it is quite normal for 

clouds to contain multiple key distribution 

centres in various locations. We propose 

an access control method which is 

decentralized and novel for protecting data 

in cloud storage that manages unspecified 

authentication process. Our proposed 

technique is tough for replay attacks, 

where a user can restore new data with the 

outdated one, although it no longer 

contains a convincing claim policy [4]. 

This is an essential asset since a user, who 

is revoked of attributes, might be not able 

to write to cloud. Our proposed method 

allows several times writing which was not 

allowed in the earlier efforts. The cloud 

proves the series reliability devoid of 

recognizing of user identity prior to data 

storage in the decentralized approach. 

Moreover it has the additional trait of 

access control where proper users will 

mainly decrypt the stored up data. Our 

proposed authentication method is 

decentralized as well as strong, contrasting  

from several methods of access control 

that are intended for clouds which are 

centralized. Our proposed method will 

support authentication of privacy 

preserving, which is not managed by other 

techniques. Our method supports user 

revocation and prevents replay attacks and 

moreover manages in creation, alteration, 

and reading of the cloud data. In the 

proposed decentralized approach, there can 

be multiple key distribution centres for key 

management. The access control along 

with authentication is collusion resistant, 

where two users cannot collude and have 

access to data.  

 

3. AN OVERVIEW OF PROPOSED 

SYSTEM: 

Protecting privacy and security in cloud 

system is an extremely important issue and 

this issue has been explored by numerous 

researchers. User privacy is an important 

requirement in order that the cloud users 

do not identify the user identity. It is 

important to control data access for the 

purpose of allowing of only authorized 

users to access the data. Access control 

permits only approved users to hold 

permission towards valid service and it is 



of three different types such as attribute-

based, user-based and role-based access 

control.  In the user based method, list of 

access control contains the users who are 

permitted to access the data. Attribute-

based method is more wide-ranging where 

the users are offered with specified 

attributes and only the users containing 

valid attributes, that assures the access 

policy, will have access to the data [5]. In 

our work we make several assumptions 

regarding our approach such as: Cloud is 

honest-but-curious, indication that 

administrators of the cloud can view the 

data of user but cannot change it. Honest-

but-curious representations of adversary do 

not interfere with the data with the 

intention that they want to maintain the 

system functioning generally and stay on 

unnoticed. Users can contain permission to 

a read or else write operation or both of 

these operations accesses towards a file 

that are stored up within the cloud. We 

propose an access control method which is 

decentralized and novel for protecting data 

in cloud storage that manages unspecified 

authentication process. Our authentication 

method is decentralized as well as strong, 

different from several methods of access 

control that are intended for clouds which 

are centralized. Our authenticated method 

of access control will support 

authentication of privacy preserving, 

which is not managed by other techniques.  

In our scheme a user have an ability to 

create a file and store up it safely in the 

cloud system. Our proposed system makes 

usage of the two protocols such as 

attribute-based signature as well as 

attribute-based encryption. Attribute-based 

encryption was introduced by Sahai and 

Waters in which a user contains set of 

attributes besides its unique identity. 

Attribute-based signature is a novel 

procedure that was proposed by Maji et al. 

in which users contain a claim predicate 

that is related to a message. The claim 

predicate will helps in identification of 

user as an approved one, devoid of 

disclosing its identity. The protocols of 

attribute-based signature as well as 

attribute-based encryption are combined to 

attain authentic access control devoid of 

exposing the user identity towards cloud. 

In our protocol as shown in fig1, three 

users such as User X, User Y, and User Z 

are present. User X will obtain a token 

from the honest trustee. On provision of 

the identity of User X, the trustee will 

present him a token. In the proposed 

decentralized approach, there can be 

multiple key distribution centres for key 

management. User X on provision of the 

token towards key distribution centres will 

obtain the keys for encryption or 

decryption process as well as signing. 

There is an encryption of message under 

access policy that decides the person 



regarding the accession towards the data 

that is stored within the cloud system 

[6][7]. User X will make a decision on a 

claim policy, to confirm her accuracy and 

sign the message in this claim. The cipher-

text through a signature is forward to cloud 

that makes sure signature and store up the 

cipher-text. When a reader desires to read, 

then the cloud system sends the cipher-

text. When the user contains attributes that 

match up with the access policy, it will 

decrypt and retrieves its original message 

[8]. 

 

Fig1: Our proposed protocol. 

 

4. CONCLUSION: 

The knowledge of cloud computing is a 

popular choice for renting of storage 

services. This expertise will allow for 

efficient computing by means of 

centralizing memory, processing and 

storage. The earlier works made in 

literature regarding access control are for 

the most part centralized in nature in 

which only one key distribution centre will 

distribute the secret keys towards the 

users.  As it is not simple to continue due 

to numerous users that are maintained in 

cloud setting, we mainly focus that clouds 

must consider a decentralized approach 

while distribution of secret keys towards 

users.  We have introduced an access 

control method which is decentralized and 

novel for protecting data in cloud storage 

that manages unspecified authentication 

process. Our projected method supports 

authentication of privacy preserving, 

which is not managed by other techniques. 

Attribute-based signature in addition to 

attribute-based encryption is combined to 

attain authentic access control devoid of 

exposing the user identity towards cloud. 

Our proposed authentication technique is 

decentralized in which there can be 

multiple key distribution centres for key 

management as well as strong, when 

contrasting from several methods of access 

control that are intended for clouds which 

are centralized. The proposed method has 

the additional trait of access control where 

proper users will mainly decrypt the stored 

up data and supports user revocation and 

prevents replay attacks and manages in 

creation, alteration, and reading of the 

cloud data. 
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Abstract:  

Enterprises usually store data in 

internal storage and install firewalls to 

protect against intruders to access the data. 

They also standardize data access 

procedures to prevent insiders to disclose the 

information without permission. In cloud 

computing, the data will be stored in storage 

provided by service providers. Service 

providers must have a viable way to protect 

their clients’ data, especially to prevent the 

data from disclosure by unauthorized 

insiders. Storing the data in encrypted form 

is a common method of information privacy 

protection. If a cloud system is responsible 

for both tasks on storage and 

encryption/decryption of data, the system 

administrators may simultaneously obtain 

encrypted data and decryption keys. This 

allows them to access information without 

authorization and thus poses a risk to 

information privacy. This study proposes a 

business model for cloud computing based 

on the concept of separating the encryption 

and decryption service from the storage 

service. Furthermore, the party responsible 

for the data storage system must not store 

data in plaintext, and the party responsible 

for data encryption and decryption must 

delete all data upon the computation on 

encryption or decryption is complete.  

A CRM (Customer Relationship 

Management) service is described in this 

paper as an example to illustrate the 

proposed business model. The exemplary 

service utilizes three cloud systems, 

including an encryption and decryption 

system, a storage system, and a CRM 

application system. 

One service provider operates the encryption 

and decryption system while other providers 

operate the storage and application systems, 

according to the core concept of the 

proposed business model. 

This paper further includes suggestions for a 

multi-party Service-Level Agreement (SLA) 

suitable for use in the proposed business 

model. 

1. Introduction 

Cloud computing is the use  

of computing resources (hardware and 

software) that are delivered as a service over 

a network (typically the Internet). The name 

comes from the use of a cloud-shaped 

symbol as an abstraction for the complex 

infrastructure it contains in system diagrams. 

Cloud computing entrusts remote services 

with a user's data, software and 

computation. The word Cloud  is used as a 

metaphor  for the internet. End users access 

mailto:chramesh522@gmail.com


cloud-based applications through a web 

browser or light-weight desktop  or mobile 

app. 

 With cloud computing, companies can scale 

up to massive capacities in an instant 

without having to invest in new 

infrastructure. Cloud computing is benefit to 

small and medium-sized businesses. 

Basically consumers use what they need on 

the Internet and pay only for what they use. 

So we say it as pay-as-you go model of 

business. 

Cloud computing eliminates the costs and 

complexity of buying, configuring, and 

managing the hardware and software needed 

to build and deploy applications, these 

applications are delivered as a service over 

the Internet (the cloud). 

Cloud computing is an where an application 

doesn’t access resources it requires directly, 

rather it access them through something like 

a  service. So instead of talking to a specific 

hard drive for storage, and a specific cpu for 

computation etc., it talks to some service 

that provides these resources. 

The service then maps any requests for 

resources to its physical resources, inorder 

to provide for the application. 

Cloud computing incorporates infrastructure 

as a service (IaaS), platform as a service 

(PaaS) and software as a service (SaaS) as 

well as Web 2.0 

2. Types of services: 

Software  as a service: 

Software as a service(saas) deliver software 

as a service over the internet, eliminating the 

need to install and run the application on the 

customer’s own computers and simplifying 

maintenance and support. 

This is what almost everyone has already 

used in the form of gmail, yahoo, 

wordpress.com(hosting this blog), the rest of 

google apps, the various search engines, 

Wikipedia, etc., some company hosts an 

application in the internet that many users 

sign-up for and use with out any concern 

about where, how, by whom the compute 

cycles and storage bits are provided. So in 

our application any user can sign-up from 

anywhere and use the application. Here the 

cloud provides software as a service. 

Advantages of saas are: 

1.Activities that are managed from central 

locations rather than at each customer’s site, 

enabling customers to access applications 

remotely via the web. 

2.centralized feature updating, which 

obviates the need for downloadable patches 

and upgrades. 

Platforms as a service: 

Platform as a service(paas) provides 

operating systems, development 

frameworks, applications. This is the newest 

entry where an application platform is 

offered to developers in the cloud. 

Developers write their application to a more 

or less open specification and then upload 

their code into the cloud where the app is 

run magically somewhere, typically being 

able to scale up automatically as usage for 

the app grows  

Examples are google app engine, force.com 

Infrastructure as a service: 



The whole  cloud infrastructure viz. servers, 

routers, hardware based load-balancing, 

firewalls storage & other network 

equipments are provided by the 

Infrastructure as a service(Iaas) provider. 

This is the base layer of the cloud stack. It 

serves as a foundation for the other two 

layers, for their execution. The keyword 

behind this stack is virtualization. The 

application will be executed on a virtual 

computer(instance). You have the choice of  

virtual computer, where you can select a 

configuration of cpu, memory & storage that 

is optimal for your application. 

4. User data privacy concerns in a cloud 

computing environment 

In a cloud computing environment, the 

equipment used for business operations can 

be leased from a single service 

provider along with the application, and the 

related business data can be stored on 

equipment provided by the same service 

provider. This type of arrangement can help 

a company save on hardware and software 

infrastructure costs, but storing the 

company’s data on the service provider’s 

equipment raises the possibility that 

important business information may be 

improperly disclosed to others. 

Some researchers have suggested that 

userdata stored on 

aserviceprovider’sequipment must be 

encrypted .Encrypting data prior to storage 

is a common method of data protection, and 

service providers may be able to build 

firewalls to ensure that the decryption keys 

associated with encrypted user data are not 

disclosed to outsiders. However, if the 

decryption key and the encrypted data are 

held by the same service provider, it raises 

the possibility that high-level administrators 

within the service provider would have 

access to both the decryption key and the 

encrypted data, thus presenting a risk for the 

unauthorized disclosure of the user data. 

 

 

 

4.1 Existing methods for protecting data 

stored in a cloud 

environment 

Common methods for protecting user data 

include encryption prior to storage, user 

authentication procedures prior to storage or 

retrieval, and building secure channels for 

data transmission. These protection methods 

normally require cryptography algorithms  

and digital signature techniques, as 

explained below: 

5. AES Encryption algorithm 

The Advanced Encryption 

Standard (AES) is a specification for 

the encryption of electronic data established 

by the U.S. National Institute of Standards 

and Technology  (NIST) in 2001. Originally 

called Rijndael, the cipher  was developed 

by two Belgian  cryptographers, Joan 

Daemen  and Vincent Rijmen, who 

submitted to the AES selection process. 

AES has been adopted by the U.S. 

government and is now used worldwide. It 

supersedes the Data Encryption 

Standard (DES), which was published in 

1977. The algorithm described by AES is 

a symmetric-key algorithm, meaning the 

same key is used for both encrypting and 

decrypting the data. 

AES is based on a design principle known as 

a substitution-permutation network, and is 

fast in both software and hardware. Unlike 

its predecessor DES, AES does not use 

a Feistel network. AES is a variant of 

Rijndael which has a fixed block size of 

128 bits, and a key size of 128, 192, or 256 

bits. By contrast, the Rijndael 



specification per se is specified with block 

and key sizes that may be any multiple of 32  

 

5.1 High-level description of the 

algorithm 

KeyExpansion—round keys are derived 

from the cipher key using Rijndael's key 

schedule 

1. Initial Round 

1. AddRoundKey—each byte of 

the state is combined with 

the round key using bitwise 

xor 

2. Rounds 

1. SubBytes—a non-linear 

substitution step where each 

byte is replaced with another 

according to a lookup table. 

2. ShiftRows—a transposition 

step where each row of the 

state is shifted cyclically a 

certain number of steps. 

3. MixColumns—a mixing 

operation which operates on 

the columns of the state, 

combining the four bytes in 

each column. 

4. AddRoundKey 

3. Final Round (no MixColumns) 

1. SubBytes 

2. ShiftRows 

3. AddRoundKey 

In the AddRoundKey step, the subkey is 

combined with the state. For each round, 

a subkey is derived from the 

main key usingRijndael's key schedule 

each subkey is the same size as the state. 

The subkey is added by combining each 

byte of the state with the corresponding 

byte of the subkey using bitwise XOR. 

 

 

 

The use of passwords as an authentication 

process is more familiar to general users, but 

messages sent by the user are vulnerable to 

surreptitious recording by hackers who can 

then use the data in the message to log into 

the service as the user. 

In more advanced authentication systems, 

the system side will generate a random 

number to send the user a challenge 

message, requesting the user to transmit an 

encrypted response message in reply to the 

challenge message, thus authenticating 

that the user has the correct encryption key. 

Without this key,the user will not be allowed 

access. In the process of 

challengandresponse the client’s encrypted 

key uses the client’s password to convert a 

derived value and. In this program, each 

communication between the client and 

server is unique, and a hacker using an old 

message would fail to access the system. In 

addition, the One-Time Password (OTP) 

authentication system differs from most 

peoples’ conception of a password. 

Mostpeople understand a password to be a 

password chosen by the user to be 



meaningful, and can be used again and 

again. The emphasis of OTP, however is the 

single-use nature of the password. 

After receiving authentication from the user, 

the system side must create a secure 

transmission channel to exchange 

information with the user. The Secure 

Sockets Layer (SSL) is a common method 

of building secure channels, primarily using 

RSA encryption to transmit the secret keys 

needed for the both sides to encrypt and 

decrypt data transmitted between them. 

6. A REFUGE BUSINESS MODEL 

FOR CLOUD COMPUTING 

BASED ON NOVEL AES 

APPROACH. 

A. Core Concepts 

This study proposes a Business Model for 

Cloud Computing Based on a Separate 

Encryption and Decryption Service using 

AES. The concept is based on separating the 

storage and encryption/decryption of user 

data, as shown in Fig. In this 

business model, Encryption/Decryption as a 

Service and Storage as a Service (SaaS) are 

not provided by a single operator. In 

addition, the SaaS provider may not store 

unencrypted user data and, once the provider 

of Encryption/Decryption as a Service has 

finished encrypting the user data and handed 

it off to an application (e.g. a CRM 

system), the encryption/decryption system 

must delete alencrypted and decrypted user 

data. 

Figure Encryption/Decryption as an 

independent service 

The concept of dividing authority is often 

applied in business management. For 

example, responsibility for a company’s 

finances is divided between the accountant 

and cashier. In business operations, the 

accountant is responsible for keeping 

accounts, while the cashier is responsible for 

making payments. By keeping these two 

functions separate, the company can prevent 

the accountant from falsifying accounts 

and embezzling corporate funds. 

In a cloud computing environment, the user 

normally uses cloud services with specific 

functions, e.g., Salesforce.com’s 

CRM service, SAP’s ERP services, etc. Data 

generated while using these services is then 

stored on storage facilities on the cloud 

service. This study emphasizes the addition 

of an independent encryption/decryption 

cloud service to this type of business model, 

with the result that two service providers 

split responsibility for data storage and data 

encryption/decryption. 

To illustrate the concept of our proposed 

business model, 

Fig.  presents an example in which the user 

uses separate cloud services for CRM, 

storage and encryption/decryption. 

Business model concept integrating separate 

cloud services fordata 

encryption/decryption, CRM and storage. 

Prior to the emergence of an emphasis on 

the independence of encryption/decryption 

services, CRM, ERP and other cloud 

services would simultaneously provide their 

users with storage services. This study 

emphasizes that Encryption/Decryption 

Cloud Services must be provided 

independently by a separate 

provider. 

7. Operating examples of the AES 

Encryption/Decryption as a 

Separate Cloud Service Business Model 

This section presents a CRM application 

service as an example of the new business 

model. 

After the user logs into the CRM system, if 

the CRM Service System requires any client 

information, it will execute a Data Retrieval 

Program. When this data needs to be saved, 

it will execute a Data Storage Program. The 

Data Retrieval Program is illustrated in and 

is explained below. 

 

 

 



 

 

 

 

 

 

 

                                                                       

 

 

 

        

 

  Data retrieval diagram 

 

 

When a user wants to access the CRM 

Cloud Service, he must first execute the 

Login Program as shown in Step 1. This 

step can use current e-commerce or other 

services which have already securely 

verified the user’s registration, such as 

symmetric key-based challenge and reply 

login verification, or through a One-Time 

Password. 

After the user’s login has been successfully 

verified, if the CRM Service System 

requires client information from the user, 

it sends a request for information to the 

Storage Service System, as shown in Step 2. 

In this step, the CRM Service System 

transmits the user ID to the Storage Service 

System where it searches for the user’s data. 

This data is encrypted so, once found, a 

request must be sent to the 

Encryption/Decryption Service System 

along with the user ID. Step 3 shows the 

Storage Service System executing the 

transmission of encrypted client data and the 

user ID to the Encryption/Decryption 

Service System. 

Since the Encryption/Decryption Service 

System can serve multiple users and the 

encryption/decryption for each user’s 

data requires a different key, therefore each 

user’s unique ID and keys are stored 

together. Therefore, in Step 4, the 

Encryption/Decryption Service System uses 

the received user ID to index the user’s data 

decryption key, which is then used 

to decrypt the received data. Using the 

correct decryption key to decrypt the data is 

critical to restoring the data to its original 

state. 

After the Encryption/Decryption Service 

System has decrypted the client’s data, in 

Step 5 the decrypted client data 

is provided to the CRM Service System 

which then displays the client data to the 

user in Step 6, completing the Data 

Retrieval Program. Prior to sending the 

decrypted client data, the 

Encryption/Decryption Service System and 

the CRM Service System can establish a 

secure data transmission channel (e.g., a 

Secure Sockets Layer connection) to 

securely transmit the decrypted client data. 

After the decrypted client data is sent, the 

Encryption/Decryption Service System is 

not allowed to retain the decrypted data and 

any unencrypted data must be deleted to 

prevent the encrypted data and the 

decryption key from being stored in the 

same system. This is a critical factor in 

ensuring the privacy of user data. 

The above-mentioned Data Retrieval 

Program requires the collaboration of three 

different cloud service systems.  

we describe the Data Storage Program, as 

shown in Fig. 

 This program also involves the 

collaboration of three cloud 

service systems: CRM Service System, AES 

Encryption/Decryption Service System, and 

Storage Service System. 
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Data storage diagram 

 

 

 

 

 

 

 

 

 

                  Data storage diagram 

                                                                    

 

 

 

 

Step 1 of Fig. 6 shows the client sending a 

Data Storage Request to the CRM Service 

System which then initiates the 

Data Storage Program, requesting data 

encryption from the Encryption/Decryption 

Service System as shown in Step 2. In 

Step 2, the CRM Service System and the 

Encryption/Decryption Service System 

establish a secure data transfer channel to 

transmit the user ID and the data requiring 

storage from the CRM Service System to the 

Encryption/Decryption Service System. 

As the encryption of data from different 

users requires different keys, in Step 3 the 

Encryption/Decryption Service System 

initiates data encryption, which involves 

using the received user ID to index the 

user’s encryption key which is 

then used to encrypt the received data. 

Following this study’s emphasis on the 

principle of divided 

authority, once the client data is encrypted 

by the Encryption/Decryption Service 

System it must be transferred to 

the Storage Service System where the user 

ID and encrypted data are stored together. 

Therefore, when theEncryption/Decryption 

Service System executes Step 4, it must 

transfer the user ID and encrypted client 

data to the Storage Service System. Step 5 

shows the Storage Service System 

receiving the user ID paired with the data for 

storage. In this business model,                                                                                                

 the following the completion of Step 4 at 

the Encryption/Decryption Service System, 

all unencrypted and decrypted user data 

must be deleted. 

Step 6, the final step of the Data Storage 

Program, transmits a Data Storage Complete 

message from the Storage Service 

System to the CRM Service System, at 

which point the CRM Service System may 

confirm that the client data has been 

stored. If it doesn’t receive a Data Storage 

Complete message. 
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Abstract—Although there is no strict definition of the image 

texture, texture classification has broad applications in the 

field of agriculture and medicine. As plants are vitally 

important for environmental protection, it is more 

important to identify from the images to classify them. Even 

this approach is applied on plant leafs it could use in 

different applications and classify them correctly. So far, 

there have been so many methods proposed to solve this 

problem. Plant leaf classification is a technique where leaf is 

classified based on its different morphological features. The 

purpose of this article is to introduces   a novel  method 

which explains the process on the images of textures based 

on Local Binary pattern and Gray Level Co-occurrence 

Matrix and finally ,extracting the statistical features from 

the images. Finally apply some classified techniques and 

compare results with other methods.  
Index Terms— Texture classification, Local Binary pattern, 

Gray Level Co-occurrence Matrix, statistical features 

 

I. INTRODUCTION 

Plants plays an vital role in protecting earth ecology and 

environment by maintaining a healthy atmosphere and 

providing substance and shelter to many insect and 

animal spices[1][5][6].In addition, plant has plenty of use 

in foodstuff, botanical and many herbal 

industries[2][3][4]. Texture classification is the process to 

classify different textures from the given images. Since 

90s with the progress of the computer vision and 

advancements in image processing, texture classification 

has a close relationship with the sciences such as machine 

learning, it functions in areas like leaf classification, 

pattern recognition, tracking of the objects, to find out 

skin deceases defect detection, face recognition etc. The 

main two phases in texture classification process are first, 

gathering and extracting the best features for texture 

description. Second is selecting corresponding types of 

classifiers. The extraction of relevant features from the 

given image is called feature extraction methods. The 

Local Binary Pattern (LBP), Gray Level Co-Occurrence 

Matrices (GLCM) are the two popular extraction 

techniques. 

The remaining part of this article is organized as follows. 

Section 2 is related to the description of LBP algorithm 

and the way of process. Section 3 is explained with 

procedure of GLCM algorithm. Section 4 deals with the 

proposed method and finally results, conclusions & future 

work are given in section 5 and 6 respectively.   

II. LOCAL BINARY PATTEREN (LBP) 

The original Local Binary Pattern invented by Ojala and 

Pietikainen back in 90’s. It plays an important role in 

texture analysis process [8].The LBP calculates a value 

that reflects the relationship within a 3x3 neighborhood 

that is multiplied with the corresponding binomial values.   

The 8 neighbor values are placed using binary numbers 

either 0 or 1 by comparing with the central pixel. If the 

observed gray value is lesser than the gray value of the 

central pixel, then it is taken as 0 else it is 1. 

 
                         di =0  if l (xi ,yi) <  l (x0,y0)  

 

                                 =1 otherwise 

 

   Where, di represents binary value, di represents the 

original pixel value at position i and d0 is the central pixel 

value. As each of LBP has one of two possible values (0 

or 1),with the combination of all the eight elements 

results in 256(28) possible Local binary patterns ranging 

from 0 to 255 (These are also called as texture units) to 

the corresponding pixels. The obtained value is then 

multiplied with weights. 

We can obtain the LBP by totaling the obtained values 

LLBP=∑8
i=1 di 2i-1   

 The Figure 1 shows an example on how to compute 

LBP. The original 3x3 neighborhood is given in Fig 

1(a).The central pixel value is considered as a threshold 

value in order to assign a binary value to its neighbors. 

Fig 1(b) shows the result of thresholding the 3x3 

neighbor hood 

 
 

Fig: 1 LBP approach 

 

LBP=1+8+128=137 
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The obtained values given in the Fig1(c) the result is 

given in Fig1 (d). The sum of the resulting values gives 

the LBP measure (137). In this case the central pixel (7) 

replaced by the obtained value (137). Now, a new LBP 

image is constructed by processing each pixel and its 3x3 

neighbors in the original image. The LBP approach is 

used to represent a significant breakthrough in texture 

analysis, outperforming earlier methods in many 

applications. LBP has tolerance against changing of 

intensity values. And it is computationally very simple 

approach, which makes possible to analyze images in 

challenging real-time environment. The concept of LBP 

also used in applications such as face recognition and age 

classification.  

 

III.GRAY LEVEL CO-OCCURRENCE 

MATRICES(GLCM) 

 

 Grey Level Co-occurrence Matrices (GLCM) is one of 

the statistical methods which is used to determining 

parameters for texture analysis. It is an efficient and 

widely used feature extraction method for texture 

classification which is proposed in [9] by Haralick and 

Shanmugam. GLCM is one of the most important 

techniques to extract the texture information. The 

extracted texture features are called Haralick Features [9].  

The GLCM of an N x M image is a two dimensional 

matrix .The elements of the matrix are joint occurrence of 

intensity levels X and Y at a certain distance d and an 

angle Ɵ. Hence many occurrences of matrices are 

possible. For Ex Fig 2 describes how to compute the 

GLCM. The template (1, 1) is present four times in the 

image. Hence the entry for (1,1) is 4.There no 

combination for (2,2) in the image and hence the entry 

for(2,2) is 0.The max gray scale value in the given image 

is 3.Therefore the co-occurrence matrix is 3x3.each entry 

of the co-occurrence matrix indicates the presence of  the 

template in the given image. For ex in Fig 2,there is no 

combination of (3,3) together. Therefore its value is zero. 

on the other hand (1,1) is present four times in the 

image.so the entry for(1,1) in the co- occurrence matrix is 

4. In this manner the values of co-occurrence matrix can 

be obtained. The features are then extracted from the co-

occurrence matrices. Some of the important features are 

Angular second moment, contrast, correlation, Entropy, 

Inverse difference moment.   

 

 

 

 

 

                            
Fig: 2 (a) 

 

 

 

 

 

 

 

 

 

 

 

 

Fig: 2(b) 

 

Coming to the practical approach in the most of the 

applications combining the GLCM with other approaches  

IV. PROPOSED METHOD 

The approach which is proposed is 

      

 

 

 

 

 

 

 

 

 

 

 
 

The preliminary step for any plant leaf classification is 

image acquisition which consists of collecting a suitable 

leaf and then, taking the digital image of leaf by using a 

digital camera, called as an input image [11, 12]. 

In the next step, this image is pre-processed to enhance 

the required features. This step may sometimes include 

conversion in to suitable formats like gray scale or binary 

format, and applied by the process of image smoothing. 

The purpose of image pre-processing is to improve image 

data so that it can reduce unnecessary distortions and 

enhances the image features that are relevant for further 

processing [11,12].Color image of leaf is converted to 

gray scale image because there may be changes in 

environmental changes and season causes the color 

feature having lower reliability. Thus, it is better to work 

with gray scale image. 

V.  RESULTS 

In this paper we introduced a new method for leaf 

classification. Thus to get results and observe the 

efficiency of proposed approach 3 kinds of leafs, 60 

images were taken by digital camera. That is 20 images 

of every model of leaves. The images after pre-processing 

submitted to the proposed combined method. To be 

simplified process and dataset’s dimensions only GLCM 

1 3 2 

1 1 1 

1 1 1 
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was estimated in the 0’.Then there has been a dataset 

made consisting 60 instances, and 7 attributes. 

 Finally, by using some of the classifiers such as KNN, 

Naïve Bayes, and LAD Tree, and by using N. Fold 

method, the accuracy of the dataset has been made for 

leaf textures is computed, which is shown in the table1.In 

the 2nd and 3rd rows of the table, the leaf textures were 

classified just based on LBP and GLCM images to 

compare the combined method with some of the earlier 

schemes in terms of accuracy. As it is shown in the, 

accuracy   of the proposed combined approach is higher 

than earlier methods. The main advantages of the 

proposed approach specified in this paper can be 

mentioned in two points first one is, corresponding with 

near of all classifiers, and the second one is introducing a 

series of new features which are able to be computed for 

different applications. 

 

VI. CONCLUSION & FUTURE WORK 

The main purpose of this article was to offer an approach 

for leaf classification. In this respect, in the previous 

sections have algorithms of LBP, GLCM for the images 

and combined approach has been offered and described 

thoroughly. As it was described in combined method first 

input images were pre-processed then combined method 

applied as shown in the figure, then the it submitted to 

Train & Testing phases finally by using some classifiers 

we have classified all the items.so we see that all features 

which have computed by the combined approach can use 

for classifying all kinds of leafs by accuracy. 

 In future, we are going to apply statistical pattern 

recognition methods which take noise into consideration. 

Our system has an advantage of its ability of classifying 

and recognizing the plant from a small part of the leaf 

without depending neither on the shape of the leaf or on 

its color features, since the system essentially depends on 

the textural features. Hence, the system is useful for the 

botany researchers when he wants to recognize a 

damaged plant, since this can be carried out depending 

only on a small part of the damaged plant. When the 

botany researcher has a damaged plant and wants to put it 

into its position in the classification, our system is the 

solution because it depends on the textural features not on 

the color features which is naturally changing during the 

seasonal succession. 
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Classifier(→) 

Approach(↓) 

3NN 5NN Naive 

Bayes 

LAD 

Tree 

Combined 

method 

90.3 87.7 89.6 85.8 

LBP 88.4 82.6 87.5 81.4 

GLCM 86.3 85.2 80.2 79.8 
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Abstract— Prediction of the post-operative life expectancy is 

one of the crucial aspects which every healthcare organization 

has to do with. Effective prediction of life expectancy may save 

life of patient. In the urge to provide an efficient technique for 

prediction of life expectancy, we have used Thoracic Surgery 

Data. The data set used is a classification data of the post-

operative life expectancy of lung cancer patients. Different Data 

mining techniques using hold-out and ten-fold cross validation 

methods have been applied exhaustively on the Thoracic Surgery 

Data to find out the best intelligent technique for post-operative 

life expectancy prediction. It has been found from the conducted 

experiments that the results obtained by the Random Forest have 

given the superior results compared to other models. 

Keywords— Decision Tree (DT), Support Vector Machine 

(SVM), Logistic Regression(LR),Randam Forest(RF), Data 

Balancing. 

I.  INTRODUCTION 

Life is a precious gift given by god through which all the 

living beings enjoy in this world. Human-being being 

intelligent enough to identify various sources and reasons for 

the abrupt ending of life, strives to protect and prolong the life 

span of that person who has been predicted as the non-survival 

due to various reasons. Proceeding in the similar lines, we 

tried to provide a prediction system which could tell 

accurately well in advance about the survival of post-operative 

life of a patient. The data used for training the prediction 

algorithm cannot be used directly as it is unbalanced. 

Normally, raw data gathered from any sources cannot be used 

directly for the training process due to various reasons like, 

some attributes having missing values[1], sequential nature of 

delivering data [2], or disproportions in class distribution [3]. 

In the literature, the third issue is known as imbalanced data 

problem. In general, every dataset with unequal class 

distribution can be considered as imbalanced dataset[4]. The 

disproportion between classes effects decision making 

capability of a classifier while training with typical methods 

by biasing toward majority class. When a classifier is trained 

using traditional methods and is classifying all objects only to 

the majority class, it is deemed as extreme imbalance data 

problem. Applying techniques which deal with the problem of 

unbalanced data is essential for learning decision models with 

high predictive accuracy [5].The problem of imbalanced data 

is widely observed in medical decision making, particularly in 

post-operative risk evaluation domain. The misclassification 

related to treating deceases as survivals is much more 

troublesome than the decision mistake made in opposite 

direction. The second important issue connected to the 

problem of post-operative life expectancy prediction is the 

interpretability of the decision model. Using so-called “black 

box” models in the considered application is not 

recommended. It is mainly caused by the patient's fear about 

being treated by machines with hidden and difficult to 

understand inference process and distrust among doctors of 

being supported by vaguely-working models. To dissipate the 

doubts it is necessary to propose a method to extract 

knowledge in the form of decision rules or trees from “black 

box” models.  

  

The objective of this paper is to evaluate the capability of 

different intelligence techniques in predicting of life 

expectancy in the context of Thoracic Surgery Data. The 

compared models are one statistical classifier technique: 

Logistic Regression (LR), two tree structured classifier 

technique: Decision Trees (DT), Random Forest (RF), one 

Neural Network: Multilayer Perceptron (MLP) and Support 

Vector Machine (SVM).  

 

The rest of this paper is organized as follows, In section 2 

Literature survey done in the field of prediction is discussed. 

Section 3 overviews the data description and data preparation, 

the techniques applied in this paper is discussed in section 4, 

section 5 presents the experiment methodology, section 6 

describes about results and discussions and finally, section 7 

gives the conclusion of the paper. 

II. LITERATURE SURVEY 

Lot of work has been done on imbalanced data. Few of the 

related work are mentioned in this literature survey. During 

the experiments it has been observed that the classifiers tend 

towards the majority class if they are trained with imbalanced 

data. To deal with this various techniques like undersampling, 



oversampling[6, 7] and SMOTE (Synthetic Minority Over-

sampling Technique) are used. SMOTE is one of the popular 

balancing technique[8], that generates artificial samples lying 

on the path connecting two neighbors from minority class. 

Borderline SMOTE is an extension of SMOTE, which 

incorporates in the sampling procedure only the minority data 

points located in the neighborhood of the separating hyper 

plane [9]. On the other hand, non-informative majority 

examples can be eliminated to obtain more balanced data in 

the under sampling procedure. The group of methods solves 

the problem of uneven data directly during training phase, and 

it includes ensemble-based approaches which make use of 

under and over sampling methods to construct diverse and 

balanced base classifiers. The most common approach in this 

group is SMOTEBoost [10] that combines the benefits of 

boosting with multiple sampling procedure using SMOTE. 

Alternatively, synthetic data sampling can be included in the 

process of constructing bagging based ensemble [11]. Some of 

ensemble solutions make use of under sampling techniques to 

construct class unbiased base learners [12, 13]. 

 

Khoshgoftaar et al. investigated the use of the neural network 

as a model for predicting software quality. They used large 

telecommunication system to classify modules as fault prone 

or not fault prone [14]. Disadvantage of neural network is 

learning in form of weights and human cannot interpret any 

knowledge from the weights. Khoshgoftaar et al. applied 

regression trees with classification rule to classify fault-prone 

software modules using a very large telecommunications 

system as a case study [15]. The advantage of Decision Tree is 

giving the, if then rules that is human readable and 

understandable format. By using these rules we can design 

early warning prediction system for the post-operative life 

expectancy of a patient[16]. 

 
In recent years, a number of alternative modeling 

techniques have been proposed for prediction. Alternative 
models include artificial neural networks, analogy-based 
reasoning, fuzzy systems and ensemble techniques. 
Unfortunately the accuracy of these models is not satisfactory 
so, there is always a scope for new prediction technique. 

III. DATA DESCRIPTION AND DATA PREPARATION 

We have used Thoracic Surgery Data which is a 
classification data related to the post-operative life expectancy 
in the lung cancer patients. This dataset is publicly accessible 
from UCI Machine Learning Repository.  The dataset contains 
total 470 numbers of instances, each instances contains 16 
Attributes (independent variables) and the associated 
dependent Boolean variable which has the following two 
values: Risk (death within one year after surgery) or survival. 
Table 1 summarizes some main characteristics of Attributes. 

TABLE I.  DATA SET DESCRIPTION 

S.No Attribute Name Description 

1 DGN Diagnosis  

2 PRE4 Forced vital capacity  

3 PRE5 Volume that has been exhaled at the end of 
the first second of forced expiration 

4 PRE6 Performance status 

5 PRE7 Pain before surgery 

6 PRE8 Haemoptysis before surgery 

7 PRE9 Dyspnoea before surgery 

8 PRE10 Cough before surgery 

9 PRE11 Weakness before surgery 

10 PRE14 original tumour size 

11 PRE17 Type 2 diabetes mellitus 

12 PRE19 MI up to 6 months 

13 PRE25 peripheral arterial diseases 

14 PRE30 Smoking 

15 PRE32 Asthma 

16 AGE Age at surgery 

17 Risk 1 year survival period 

The dataset contains 85% survival and 15% risk instances. It is 

evident that the dataset is highly unbalanced in terms of 

proportion of survival vs. risk. Consequently, before supplying 

this data to the intelligence techniques, balancing has to be 

done so that the classifier while predicting will not be 

influenced by the majority class, that is, survival in this case. 

The balancing techniques such as under-sampling, and over-

sampling have been applied for data preparation. 

 

Under-sampling is a technique in which some of the samples 

belonging to the majority class are removed and combined 

with the minority class samples. For example, under-sampling 

(25%) means that the majority class is reduced to 25% of its 

original size[16]. Over-sampling is a technique in which the 

samples belonging to the minority class are replicated a few 

times and combined with the majority class samples. For 

example, over-sampling (100%) means that the minority class 

is replicated once. After the dataset is balanced using one of 

the above-mentioned two methods, intelligence techniques are 

applied. All the experiments have been carried out using Hold-

out and ten-fold cross validation methods. In Hold-out method 

the complete data is partitioned into 70: 30 ratio. The 70 

percent data is used for training an algorithm and 30 percent 

data is used for testing.  

 

The prediction capability and the quality of the various 

classifiers are measured using sensitivity, specificity, accuracy 

and Area Under ROC Curve (AUC) which are defined as 

follows[17]: 

 

Sensitivity is the measure of proportion of the true positives, 

which are correctly identified. 

 

Sensitivity = True positive / (True positive + False negative) 

 

Specificity is the measure of proportion of the true negatives, 

which are correctly identified. 

 

Specificity = True negative / (True negative + False positive) 

 



Accuracy is the measure of proportion of true positives and 

true negatives, which are correctly identified. 

 

Accuracy = (True positive + True negative) / (True positive + 

True negative +False positive + False negative). 

IV. OVERVIEW OF TECHNIQUES EMPLOYED 

The following section discusses about the overview of the 
techniques applied in this paper. 

4.1 Random Forest(RF) 
Random Forests works by growing many classification trees. 

To classify a new sample from an input vector, the random 

forest puts the new sample down each of the trees in the forest. 

Each tree gives a classification with the help of "votes" for 

that class. The random forest classifies based on the maximum 

votes over all the trees in the forest. 

Each tree is grown as follows: 

1. If the number of cases in the training set is N, random 

sampling of these N are done with replacement, from 

the original data.  

2. If there are K input variables, a number k<<K is 

specified such that at each node, k variables are 

selected at random and the best split on these k is 

used to split the node. The value of k is held constant 

during the forest growing. 

3. Each tree is grown to the largest extent possible. No 

pruning is done[22]. 
 

4.2 Decision Tree (DT) 

A Decision Tree is a tree based knowledge representation 

methodology used to represent classification rules. J48 

Algorithm (A WEKA implementation of c4.5 algorithm) is a 

widely used one to construct Decision Trees. The procedure of 

forming the Decision Tree and exploiting the same for feature 

selection is explained as follows. 

1. The set of features available at hand forms the input to the 

algorithm; the output is the Decision Tree. 

2. The Decision Tree has leaf nodes, which represent class 

labels and other nodes associated with the classes being 

classified. 

3. The branches of the tree represent each possible value of the 

feature node from which they originate. 

4. The Decision Tree can be used to classify feature vectors by 

starting at the root of the tree and moving through it until a 

leaf node, which provides a classification of the instance, is 

identified. 

5. At each decision node in the Decision Tree, one can select 

the most useful feature for classification using appropriate 

estimation criteria. The criterion used to identify the best 

feature invokes the concepts of entropy reduction and 

information gain[18]. 

 
4.3 Support Vector Machine (SVM) 

The SVM is a powerful learning algorithm based on recent 

advances in statistical learning theory proposed by Vapnik 

[19]. SVM is a learning system that uses a hyper plane 

constructed from the points lying on the border of the two 

class samples. The support vectors are conventionally 

determined by solving a quadratic programming (QP) 

problem. 

 
The new SVM learning algorithm is called Sequential 

Minimal Optimization (or SMO). SMO is a simple algorithm 
that can quickly solve the SVM QP problem without any extra 
matrix storage and without using numerical QP optimization 
steps at all. SMO decomposes the overall QP problem into QP 
sub-problems, using Osuna‟s theorem to ensure convergence. 
The advantage of SMO is that the amount of memory required 
for SMO is linear in the training set size, which allows SMO to 
handle very large training sets[20]. 

 

4.4 Logistic Regression(LR) 

 Logistic regression is used to predict a categorical (usually 

dichotomous) variable from a set of predictor variables. With 

a categorical dependent variable, discriminant function 

analysis is usually employed if all of the predictors are 

continuous and nicely distributed; logit analysis is usually 

employed if all of the predictors are categorical; and logistic 

regression is often chosen if the predictor variables are a mix 

of continuous and categorical variables and/or if they are not 

nicely distributed (logistic regression makes no assumptions 

about the distributions of the predictor variables). For a 

logistic regression, the predicted dependent variable is a 

function of the probability that a particular subject will be in 

one of the categories [21]. 

V. EXPERIMENT METHODOLOGY 

The experiments have been carried out exhaustively by using 

sixteen different datasets and five different classifiers. The 

data set is balanced using two different data balancing 

techniques as discussed in the Data Preparation section. Thus 

we ended up with eight different datasets. The original dataset 

is also referred as actual data in this paper. 

 

 The experiments have been carried out as follows; a 

single dataset is taken at an instance and is supplied to one of 

the classifier. The parameters of the classifier are set to some 

initial values and the classifier is run in one of the two 

methods (i.e., holdout or ten-fold cross validation).  

 

 In holdout method we have adapted stratified random 

sampling for dividing the data into 70:30 ratio. The first part 

that is 70 percent of data is used for training and second part 

that is 30 percent of data is used for testing.  

 

 As there is a possibility of missing a good feature 

learning in the holdout method, we adopted ten-fold cross 

validation also. In this technique, the whole data set is divided 

into ten parts and in first iteration the first nine parts are 

supplied as training and the tenth part is supplied as testing. In 

the next iteration, one of the ninth part is taken out for testing 

and the tenth part is included in the nine parts as training. So, 

this substitution goes on until all the parts of the dataset have 



been trained and tested. WEKA 

(http://www.softpedia.com/get/Internet/Servers/Database-Utils/Weka.shtml) 

tool has been used to carry out the experiments. The single 

algorithm is run for „N‟ times for each dataset by changing the 

parameters in each run. The results have been aggregated in a 

single table and the best run is selected based upon the 

sensitivity, specificity, accuracy and AUC. Thus obtained best 

runs are tabulated as the results based upon the classifier used, 

method applied and dataset used. 

 

 Each table of the results represents the experiments 

carried out on one of the datasets that is either the actual data 

or one of the balanced data. Therefore there are totally eight 

tables which represent the results of the experiments been 

carried out. Labelling had been done accordingly. 

VI. RESULTS AND DISCUSSION 

Exhaustive experiments have been carried out using the 

actual and balanced data and two of the methods mentioned in 

experimental methodology. Out of which the best results are 

presented below, the rows which are represented in italic font 

in each table indicate the top performing algorithm for that 

data. 

TABLE II.  ACTUAL DATA 

TABLE III.  25 PERCENT UNDERSAMPLE 

 

 

 

 

 

TABLE IV.  50 PERCENT UNDERSAMPLE 

Metho

d 

Algorithm 

NAME 

SENSITI

VITY 

SPECIFI

CITY AUC 

ACCU

RACY 

Hold-

out 

DT 0.688 0.969 0.915 91.35 

LR 0.438 0.938 0.828 83.95 

MLP 0.75 1 0.993 95.06 

RF 1 0.985 1 98.76 

SVM(SMO) 0.313 0.985 0.649 85.18 

Ten-
fold 

cross 

validati
on 

DT 0.329 0.845 0.556 71.11 

LR 0.243 0.9 0.654 72.96 

MLP 0.357 0.83 0.621 70.74 

RF 0.257 0.885 0.63 72.22 

SVM(SMO) 0.171 0.94 0.556 74.07 

 

TABLE V.  75 PERCENT UNDERSAMPLE 

Metho

d 

Algorithm 

NAME 

SENSITI

VITY 

SPECIFI

CITY AUC 

ACCU

RACY 

Hold-

out 

DT 0.542 0.959 0.792 87.6 

LR 0.375 0.969 0.842 85.12 

MLP 0.792 0.897 0.941 87.6 

RF 0.917 1 0.999 98.34 

SVM(SMO) 0.208 0.99 0.599 83.47 

Ten-

fold 

cross 
validat

ion 

DT 0.329 0.845 0.556 71.11 

LR 0.071 0.927 0.651 76.48 

MLP 0.243 0.887 0.554 76.48 

RF 0.257 0.885 0.63 72.22 

SVM(SMO) 0.014 0.967 0.49 78.64 

 

TABLE VI.  100 PERCENT OVERSAMPLE 

Metho

d 

Algorithm 

NAME 

SENSITI

VITY 

SPECIFI

CITY AUC 

ACCU

RACY 

Hold-

out 

DT 0.906 1 0.971 98.14 

LR 0.375 0.931 0.813 82.09 

MLP 0.844 0.985 0.984 95.67 

RF 1 1 1 100 

SVM(SMO) 0.344 0.931 0.637 81.48 

Ten-

fold 
cross 

validati

on 

DT 0.521 0.873 0.827 78.14 

LR 0.214 0.913 0.718 73.14 

MLP 0.671 0.875 0.841 82.22 

RF 0.936 0.95 0.967 94.62 

SVM(SMO) 0.207 0.953 0.58 75.92 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

TABLE VII.  200 PERCENT OVERSAMPLE 

Metho

d 

Algorithm 

NAME 

SENSITI

VITY 

SPECIFI

CITY AUC 

ACCU

RACY 

Hold-

out 

DT 0.581 0.992 0.889 90.72 

LR 0.194 0.967 0.808 80.79 

MLP 0.871 0.975 0.973 95.36 

RF 1 1 1 100 

SVM(SMO) 0.032 1 0.516 80.13 

Ten-

fold 
cross 

validat

ion 

DT 0.086 0.925 0.567 80 

LR 0.043 0.963 0.651 82.55 

MLP 0.186 0.913 0.568 80.42 

RF 0.029 0.985 0.61 84.25 

SVM(SMO) 0 1 0.5 85.1 

Metho

d 

Algorithm 

NAME 

SENSITI

VITY 

SPECIFI

CITY AUC 

ACCU

RACY 

Hold-
out 

DT 0.694 0.943 0.909 84.03 

LR 0.7 0.959 0.953 91.52 

MLP 1 0.98 0.998 98.3 

RF 1 1 1 100 

SVM(SMO) 0.7 0.939 0.819 89.83 

Ten-
fold 

cross 

validat
ion 

DT 0.429 0.83 0.641 66.47 

LR 0.486 0.79 0.681 66.47 

MLP 0.507 0.7 0.65 61.17 

RF 0.4 0.77 0.674 61.76 

SVM(SMO) 0.371 0.8 0.586 62.35 

http://www.softpedia.com/get/Internet/Servers/Database-Utils/Weka.shtml


Metho

d 

Algorithm 

NAME 

SENSITI

VITY 

SPECIFI

CITY AUC 

ACCU

RACY 

Hold-

out 

DT 0.582 1 66.66 80.5 

LR 0.493 0.892 57.37 77.4 

MLP 0.596 1 67.75 89.2 

RF 0.719 1 77.59 99.3 

SVM(SMO) 0.349 0.973 47.54 66.1 

Ten-

fold 

cross 
validati

on 

DT 0.871 0.82 83.77 90.4 

LR 0.4 0.863 70.32 74.3 

MLP 0.805 0.858 83.93 90.0 

RF 0.99 0.953 96.55 99.6 

SVM(SMO) 0.324 0.87 68.19 59.7 

 

TABLE VIII.  300 PERCENT OVERSAMPLE 

Metho

d 

Algorithm 

NAME 

SENSITI

VITY 

SPECIFI

CITY AUC 

ACCU

RACY 

Hold-

out 

DT 1 0.951 0.997 96.07 

LR 0.585 0.853 0.802 79.9 

MLP 0.951 0.908 0.985 91.66 

RF 1 1 1 100 

SVM(SMO) 0.537 0.847 0.692 78.43 

Ten-

fold 

cross 
validati

on 

DT 0.852 0.815 0.894 82.78 

LR 0.521 0.813 0.754 69.26 

MLP 0.889 0.825 0.923 84.14 

RF 1 0.948 1 96.91 

SVM(SMO) 0.489 0.823 0.656 68.52 

 

TABLE IX.  400 PERCENT OVERSAMPLE 

Metho

d 

Algorithm 

NAME 

SENSITI

VITY 

SPECIFI

CITY AUC 

ACCU

RACY 

Hold-

out 

DT 1 0.961 0.998 96.88 

LR 0.622 0.783 0.792 75.11 

MLP 0.956 0.844 0.977 86.66 

RF 1 1 1 100 

SVM(SMO) 0.622 0.806 0.714 78.88 

Ten-

fold 

cross 
validati

on 

DT 0.991 0.825 0.923 90.26 

LR 0.6 0.748 0.752 67.86 

MLP 0.926 0.775 0.909 84.53 

RF 1 0.923 1 95.86 

SVM(SMO) 0.603 0.785 0.694 70 

 

The above results show that the Random Forest has out 

performed all other techniques by giving 100 perceent 

sensitivity and specificity using holdout method for Actual 

data, 100 percent oversampling, 300 percent oversampling, 

400 percent oversampling, 25 percent undersampling and 50 

percent undersampling datas. This gives a scope for overfitting 

of an algorithm used.  

 

To ensure that the algorithm is not overfitted, a tenfold 

cross validation is also done, in which again random forest 

ranked top among all classifiers only for oversampled data. 

Hence, random forest can be considered as a best 

classification algorithm for classifying the post-operative life 

expectancy of a patient with high accuracy. 

 

 

When we look at the results of the ten-fold cross validation 

method, here also Random Forest is dominating all other 

intelligent techniques only for oversampled data sets like 100 

percent oversample, 200 percent oversample, 300 percent 

oversample and 400 percent oversample. So, from the above 

results, we can firmly say that random forest is the best 

algorithm for predicting the post-operative life expectancy of a 

patient with high accuracy. 

 

The second perform algorithm among all the algorithms for 

all the datasets is MLP which again maintained consistency 

across all the datasets. 

VII. CONCLUSION AND FUTURE WORK 

It is observed that Random Forest has out performed all the 

other intelligent algorithms when experimented using holdout 

method for all types of data sets. When we look at the results 

of the ten-fold cross validation method, here also Random 

Forest is dominating all other intelligent techniques only for 

oversampled data sets. So, we can firmly say that random 

forest is the best algorithm for predicting the post-operative 

life expectancy of a patient with high accuracy. 

 

    As a future work an ensemble model for predicting software 

defect prediction can be developed. 
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ABSTRACT 

In this paper, a numerical integration method is presented for solving a general steady-state convection 

problem or singularly perturbed two-point boundary value problem.  The governing second-order differential 

equation is replaced by an approximate first-order differential equation with a small deviating argument.  Then 

the Simpson one-third formula is used to obtain the three term recurrence recurrence relationship.  The 

proposed method is iterative on the deviating argument.  To test and validity of this method  we have solved 

several model linear problems with left-end boundary layer or right-end boundary layer or an internal layer 

and offered the computational results.   

 

Keywords:  Singular Perturbation; Boundary Layer; Peclet Number; Two-Point Boundary Value 

Problem.. 

 

I. INTRODUCTION 

 

Convection-diffusion problems occur very frequently in the fields of science and engineering such as fluid 

dynamics, specifically the fluid flow problems involving large Reynolds number and other problems in the great 

world of fluid motion.  The numerical treatment of singular perturbation problems is far from trivial because of 

the boundary layer behavior of the solution.  However, the area of convection-diffusion problems is a field of 

increasing interest to applied mathematicians.   

The survey paper by Kadalbajoo and Reddy [ ], gives an intellectual outline of the singular perturbation 

problems and their treatment starting from Prandtl’s paper [ ] on fluid dynamical boundary layers.  This survey 

paper will remain as one of the most readable source on convection-diffusion or singular perturbation problems.   

For a detailed theory and analytical discussion on singular perturbation problems one may refer to the books and 

high level monographs: O’Malley [ ], Nayfeh [] , Bender and Orszag [ ] , Kevorkian and Cole.   

mailto:sharathkandayrao@mrec.ac.in
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In this paper , a numerical integration method is presented for solving general singularly perturbed two-point 

boundary value problems .The main advantage  of this method is that it does not require very fine mesh size.  

The inventive second-order differential equation is replaced by an approximate first-order differential equation 

with a small differing argument.  Then , the Simpson one-third formula is used to obtain the three term 

recurrence relationship.  Thomas Algorithm is applied to solve the resulting tridiagonal algebraic system of 

equations.  The proposed method is iterative on the deviating argument.  The method is to be repeated for 

different choices of the deviating argument until the solution profile stabilizes.  To examine the applicability of 

the proposed method, we have solved several model linear problems with left-end boundary layer or right –end 

boundary layer or an internal layer  and presented the numerical results.  It is observed that the numerical 

integration method approximates the exact solution extremely well. 

 

II. NUMERICAL INTEGRATION METHOD  

 

For the sake of convenience we call our method the ‘ Numerical Integration Method’.  To set the stage for the 

numerical integration method , we consider the following Governing linear Convection-diffusion ( singularly 

perturbed two-point boundary value problem: 

(1)                                                                    1x0  ; f(x)  b(x)y(x) (x)y a(x)  (x)y '''   

    With y(0) =α  and y(1) = β                                                                                                                              (2)  

Where   is a small positive parameter called diffusion parameter which lies in the interval 0<  1 ;  α and β 

are given constants; a(x) , b(x) and f(x) considered to be sufficiently continuously differentiable functions in 

[0,1]. Furthermore , we assume that a(x) ≥ M >  0 throughout the interval [0,1], where M is some positive 

constant.  This assumption merely implies that the boundary layer will be in the neighborhood of x=0. 

Let δ be a small positive deviating argument (0<  δ ≤ 1).  By applying Taylor series expansions in the 

neighborhood of the point x, we have  

 (3)                                                                                     )(y 
2

)(y )()( ''
2

' xxxyxy


   

And consequently, Eq. (1) is replaced by the following first-order differential equation with a small deviating 

argument.   
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(4)                      
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(4) Can be re-written as  

(5)                                                                   1xfor  r(x) y(x) q(x) )-y(x p(x) )('  xy

 

Where 

(7)                                                                                             
a(x)    2

b(x) 2
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        (6)                                                                                                                 
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2-
  )(

2

2

2















xp

 

(8)                                                                                                                  
a(x)    2

 f(x) 
  )(

2

2






xr

 

We now divide the interval [0,1] in to N equal parts with mesh size h, i.e., h=1/N and xi = ih for  i= 

1,2,3…….N.  Integrating equation (5) in [ xi-1,xi+1] we get 

 






1i

1-i

x

x
1-i1i (9)                         dx         ] r(x) q(x)y(x) δ)-y(x [p(x)  ) y(x-) y(x

By making use of the Newton-Cotes formula when n=2  i.e. applying Simpson’s 1/3 rule approximately, we 

obtain  
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Again by means of Taylor’s series expansion, we have  

)(y -y(x)  )( ' xxy     

and then by approximating )(y' x  by Linear Interpolation method we get 
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similarly  
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Hence making use of (11),(12),(13) (10) can be written as 
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can be written in the standard form as  
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. 

Here yi =y(xi ), pi =p(xi), qi =q(xi) and ri =r(xi).  Equation (16) gives a system of (N-1) equations with (N+1) 

unknowns y0 to yN .  The two given boundary conditions ( ) together with these (N-1) equations are then 

sufficient to solve for the unknowns y0 , yN.   The solution of the Tri-diagonal system (15) can be obtained by 

using an efficient algorithm called ‘Thomas Algorithm.  In this algorithm we set a difference relation of the 

form  

 (20)                                                                                                                          T  y W i1ii  iy

 

Where Wi  and Ti  corresponding to W(xi ) and T (xi ) are to be determined from (20) we have  

 

(21)                                                                                                                  T y  W      1-ii1-i1 iy

 

Substituting (21) in  (15) we get  
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By compararing (20) and (22) , we can get 
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To solve these recurrence relations for i=1,2,3,…….N-1; we need to know the initial conditions for W0 and T0 . 

This can be done by considering (2)  

 

(25)                                                                          0100 TyWy    

If we choose  W0=0, then T0 = .  With these initial values , we compute sequentially Wi and Ti for 

i=1,2,3,….N-1;from (24) and (25) in the forward process and then obtain yi  in the backward process from (20) 

using (2). 

Repeat the numerical scheme for different choices of   (deviating argument, satisfying the 

conditions )10(   , until the solution profiles do not differs significantly from iteration to iteration.  For 

computational point of view, we use an absolute error criterion, namely 

 

 

Where 
mxy )(  is the solution for the mth iterate of , and   is the prescribed tolerance bound.   

 

III. LINEAR PROBLEMS 

  

Here we are considered the applicability of the numerical integration method, we have applied it to linear 

singular perturbation problems with left-end boundary layer.  These examples have been chosen because they 

have been widely discussed in the literature and because approximate solution is available for comparison. 

Example 1. 

Consider the following homogeneous Singular value perturbation problem from Kevorkian and Cole [6, 

p.33,Eqs.(2.3.26) and ( 2.3.27)] with α =0: 

))exp(-1/-(1

))exp(-x/-(1
  y(x)

bygiven  issolution exact  The

1 y(1) and 0y(0) with 1x0  0, )()( '''









 xyxy

 

The computational results are presented in Table 1(a) and (b) for  = 10-3, 10-4 respectively. 

Table 1 Computational Result for Example 1 

X y(x)   Exact 

(26)                                                     1x0 , )()( 1  mm xyxy
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solution 

=0.001,h=0.01 =0.008 =0.009 =0.007  

0.00 0.00000000 0.00000000 0.00000000 0.00000000 

0.02 0.9876486 0.9899944 0.9917358 1.0000000 

0.04 0.9998419 0.9998944 0.9999319 1.0000000 

0.06 0.9999925 0.9999934 0.9999995 1.0000000 

0.08 0.9999945 0.9999945 1.0000000 1.0000000 

0.10 0.9999946 0.9999948 1.0000000 1.0000000 

0.20 0.9999954 0.9999952 1.0000000 1.0000000 

0.40 0.9999964 0.9999964 1.0000000 1.0000000 

0.60 0.9999976 0.9999976 1.0000000 1.0000000 

0.80 0.9999988 0.9999988 1.0000000 1.0000000 

1.00 1.00000000 1.00000000 1.0000000 1.0000000 

(b) = 10-4  and h= 0.01 

 

0.00 0.00000000 0.00000000 0.00000000 0.00000000 

0.02 0.9998016 0.9998477 0.9998792 1.0000000 

0.04 0.9999999 1.0000000 1.0000000 1.0000000 

0.06 1.0000000 1.0000000 1.0000000 1.0000000 

0.08 1.0000000 1.0000000 1.0000000 1.0000000 

0.10 1.0000000 1.0000000 1.0000000 1.0000000 

0.20 1.0000000 1.0000000 1.0000000 1.0000000 

0.40 1.0000000 1.0000000 1.0000000 1.0000000 

0.60 1.0000000 1.0000000 1.0000000 1.0000000 

0.80 1.0000000 1.0000000 1.0000000 1.0000000 

1.00 1.0000000 1.0000000 1.0000000 1.0000000 

 

Example 2  

Consider the following homogeneous Spp from Bender and Orsag[2,p.480. problem 9.17] 

with α =0 : 

 
bygiven  issolution  exact  The

1 y(1) and 0y(0) with 1x0  0, )()()( '''  xyxyxy
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Table 2 Computational Results for Example 2 . 

X y(x)   Exact 

solution 

=0.001,h=0.01 =0.008 =0.009 =0.007  

0.00 1.0000000 1.0000000 1.0000000 1.0000000 

0.02 0.3834784 0.3819605 0.3808348 0.3756784 

0.04 0.3834410 0.3833556 0.3832939 0.3832599 

0.06 0.3910826 0.3910290 0.3909866 0.3909945 

0.08 0.3989720 0.3989188 0.3988770 0.3988851 

0.10 0.4070216 0.4069688 0.4069269 0.4069350 

0.20 0.4497731 0.4497210 0.4496799 0.4496879 

0.40 0.5492185 0.5491707 0.5491330 0.5491404 

0.60 0.6706514 0.6706123 0.6705816 0.6705877 

0.80 0.8189330 0.8189092 0.8188905 0.8188942 

1.00 1.0000000 1.0000000 1.0000000 1.0000000 
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ABSTRACT  
Corporate restructuring has recently faced widespread criticism due to its low-turnaround success rate 

and the sharp increase in insolvency filings. Our analysis extends beyond this discussion by 

investigating the inherent complexity of restructurings as a critical success factor with a particular 

focus on portfolio restructuring. Based on theoretical findings, we develop a System Dynamics model 

for a case study in portfolio restructuring. Thereafter, we evaluate this research approach in an 

outlined context and devise a roadmap for subsequent research. Results of the analysis indicate that the 

restructuring process can be reasonably simplified with a System Dynamics model. Further, this model 

enables a comprehensive sensitivity analysis that allows management to develop an understanding of 

the underlying dynamics. The key implication is that managers should consider a System Dynamics 

model as a complement to conventional modeling, as the conceptual and numerical benefits can 

outweigh the related costs. 

 

Keywords  
Corporate Restructuring, Portfolio Restructuring, System Dynamics, Modeling, Simulation. 

 

INTRODUCTION 

1. MOTIVATION AND BACKGROUND  
Corporate restructuring is a key area in strategic management, finance, and organizational theory. 

Although various fields have contributed to the literature, numerous restructurings have failed in 

practice, which has resulted in vast criticism of the process.
1
 Results from empirical performance 

investigations of restructurings reveal a diverse spectrum of conclusions. While some companies have 

been very successful in their restructuring efforts, others have destroyed shareholder value.
2
This article 

examines the hypothesis that the tension between the need for a rigorous business analysis and the urge 

to deliver vital performance enhancements is crucial for this ambiguous performance. The reasoning 

coincides with Bowman and Singh’s findings that define the process’s complexity as a key 

characteristic of corporate restructurings.
3
 consequently, prudent corporations have approached the 

reconfiguration with a suitable approach to complexity management. Recently, information technology 

and computational resources have become more powerful and widely used by corporations.
4
 A variety 

of modern modeling and simulation (M&S) techniques provide management with new forms of 

information, but research indicates that the mere use of computational power is only one component of 

a valuable decision-support tool.
5
 In addition, it should be based on sound concepts that enable efficient 



communication.
6
 The System Dynamics approach is one of the most prominent and effective modeling 

approaches that meets this requirement.
7
By combing both research areas, the goal of this article is to 

close the gap in the literature by analyzing a System Dynamics approach to portfolio restructuring. Two 

elements focus this study. First, the analysis is restricted to portfolio restructuring although corporate 

restructuring includes a broad spectrum of activities.
8
 However, because several examples of successful 

applications of System Dynamics for accounting-based models exist, portfolio restructuring is the most 

promising branch in corporate restructuring due to its accounting-related nature.
9
 The second focus is a 

case study by which we investigate a spin-off. This article contains four sections following this 

introduction. Section 2 contains an overview on modeling, while Section 3 provides background 

information and theory on restructuring. The System Dynamics approach is applied to an illustrative 

case study in Section 4. Finally, in Section 5, we discuss the implications of our findings and provide 

suggestions for further research. 

 

2. MODELING AND SIMULATION  
As humans are constrained by cognitive limitations, effective decision making in an uncertain 

environment requires simplifications.
10

 This can be achieved by reducing the complexity of models and 

assessing different scenarios via simulations.
11

 The effectiveness of these approaches depends on 

several critical factors. 

 

2.1 A Relational Framework for Modeling and Simulation  
A generic framework for integrating M&S includes the source system, the experimental frame, the 

model, and the simulator as depicted in Figure 1.
12

 
 
 
 
 

Experimental Frame   

Source 

Simulator 

 

System 

 

  
 
 

Validity, Correctness  
Simplification 

 
Model 

 
 
 
Figure 1: Entities and Relationships in Modeling and Simulation. Based on Zeigler, Praehofer, 

and Kim (2000). 
 

While all entities are interrelated, the most relevant relationships are the simplification of the source 

system in the model, the validity of the model with respect to the source system, and the simulator’s 

adequate behavior with respect to the model. Hence, the key to modeling is to solve the dilemma of 

valid simplifications. Both aspects — simplification and validity — are prerequisites for deriving 



reliable policy implications. Based on this theoretical framework of the relationships between modeling 

and simulation, the respective definitions can be derived. Modeling is generically defined as the 

process of designing an image of reality with required characteristics.
13

 Hannon and Ruth (1994) 

characterize modeling as an iterative process that is initiated by real -world events or virtual events. 

The underlying interactions are combined to enable a higher level of observation by identifying key 

elements and processes. Next, the model is further constructed by defining the underlying variables and 

their relationships. At this stage, the model enables the simulation of different paths that allow us to 

derive predictions and appropriate policy implications. The comparison of these predictions with real-

world observed events leads to a revision of the model, which initiates a new iteration of the modeling 

process.
14

Another aspect of modeling is emphasized by Van den Bosch and Van der Klauw (1994) who 

claim that modeling is ―the art of creating mathematical descriptions of … phenomena which appear in 

reality.‖
15

All these aspects have shaped the view on modeling in this article which defines modeling as 

the process of creating a sound and valid simplification of a source system in a relevant experimental 

frame. Simulation is defined as a ―tool for obtaining responses of … models to understand their 

dynamic behavior,‖ thus emphasizing the dynamics of models.
16

 
 
2.2 The Motivation for Modeling and Simulation Techniques 

After outlining the genesis of M&S, the next logical step is to analyze its potential for enhancing 

decision making. Van den Bosch and Van der Klauw (1994) identify two predominant motives of 

M&S: Designing control systems and enhancing decision quality.
17

 Models can be used as controls to 

monitor actual systems. As it is easy to update these models with new data, a subsequent risk-

management strategy can readily be developed.
18

 The calculation of the Value at Risk (VaR) is an 

example of a successful risk management simulation.
19

In the corporate restructuring context, the 

quality enhancement of decisions is more important than the controlling function. Thinking ahead of 

the current situation or crisis has become a necessary step and a competitive advantage in the dynamic 

environment of corporations.
20

 M&S allows management to develop hypotheses, to make decisions, 

and to evaluate the respective consequences without actually having to bear any negative effects.
21

 

M&S can reveal even unintuitive relationships and assist organizations in making optimal decisions for 

a given information set.
22

 
 
2.3 Classification of Modeling and Simulation Techniques 

The various M&S methods can be clustered by different parameters.
23

 As the model’s underlying time 

horizon is of particular interest in the corporate restructuring context, it is useful to distinguish static, 

comparatively static, and dynamic models.
24

 Depending on the research perspective, models are 

furthermore separated into deterministic and stochastic models.
25

 The combination of both 

characteristics allows us to develop a classification of M&S techniques; some representative 

techniques are outlined in Figure 2. 
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Figure 2: Types of Modeling and Simulation Techniques. Based On Ruth and Hannon (1997) 

and Hartmann (1996). 
 

While complex stochastic simulations account for uncertainty in the decision-making model, they 

require a vast amount of computation power, whereas deterministic simulations quickly deliver 

intuitive results;
26

 the required computational power is a disadvantage of stochastic methods, even 

though recent developments in the IT industry have resulted in an enormous processing capacity even 

on home computers.
27

 With this classification in hand, managers can choose the appropriate M&S 

technique depending on their concerns, underlying assumptions and the idiosyncratic decision context. 
 

 

2.4 The Ideal Modeling and Simulation Process   
Steinhausen (1994) recommends a seven-step procedure for model design. According to this 

procedure, identifying a problem is the basis for all further steps, which implies that the source system 
and the examination frame are defined.

28
 In the next phase, relevant characteristics of the real world are 

abstracted by tools such as causal diagrams, flowcharts and mathematical descriptions.
29

 Relevant 
information and their interaction patterns, which include input and output variables, are identified.

30
 In 

the next step, data is collected to calibrate the parameters.
31

 Then the abstract model is converted into 
an executable program with the help of an M&S technique that is chosen according to the classification 
scheme.

32
 Step five is the validity check of the model, which is achieved by a reconstruction of historic 

developments.
33

 Once the validity of the model is confirmed, scenarios are simulated and validated in a 
sensitivity analysis.

34
 The last step is an analysis of the results and their interpretation.  

 



2.5 System Dynamics Modeling   
After having outlined the theoretical process of modeling, we now focus on System Dynamics. System 
dynamic models provide a wide range of opportunities to model variables and their relationships. 
Accordingly, we can set state variables, control variables, and transforming variables.

35
 The 

relationships between these variables are mainly dominated by feedback loops in which reinforcing 
positive processes are distinguished from rebalancing negative ones.

36
 The variables and feedback 

processes are integrated within a model to simulate a system’s behavior over time. Basic model types 
are stimulus-response, self-referencing, goal-seeking, and goal-setting models.

37
 Due to the fact that 

many relevant elements and relationships can be integrated, System Dynamics models offer a scalable 
complexity, which is valuable for modeling corporate restructuring decisions and their implications. 

 

3. MOTIVATION, THEORY, AND CONCEPTS OF PORTFOLIO RESTRUCTURING  
This chapter provides background information on motives, theories, and concepts of the 

experimental frame of corporate restructuring in general, and portfolio restructuring in particular.
38

 
 
3.1 Corporate Restructuring  
Corporate restructuring is one of the most complex and fundamental phenomena that management 
confronts.

39
 Each company has two opposing strategies from which to choose: to diversify or to refocus 

on its core business. While diversification represents the expansion of corporate activities, refocusing 
characterizes a concentration on its core business. From this perspective, corporate restructuring is a 
reduction in diversification.

40
 Corporate restructuring entails a range of activities including portfolio 

restructuring, financial restructuring, and organizational restructuring.
41

 Accordingly, portfolio or asset 
restructuring involves the redeployment of corporate assets through divestitures of business lines that 
are considered peripheral to the core business strategy. Significant changes in a corporation’s capital 
structure are termed financial restructuring. In organizational restructuring, the focus of change is on 
management and internal corporate governance structures. 
 

This study primarily focuses on portfolio restructuring which is construed as the elimination of 

elements from a business portfolio.
42

 It is important to note, however, that the effects of restructuring 

activities are not restricted to one class of restructuring. In contrast, although portfolio restructuring 

primarily affects the asset side of the balance sheet, it cannot be accomplished without adjusting the 

liability side. Therefore, portfolio restructuring should not be seen as an isolated process, but rather as a 

multidimensional and long-term process in a series of corporate restructuring activities.
43

 
 
3.2 Motives for Restructurings  
The motivations for restructuring are manifold and depend on the particular set of problems and 

circumstances facing firms. Nevertheless, we can identify the shareholder value principles as a common 

rationale for all restructuring processes. Therefore, we analyze the particular motives in greater detail 

after outlining the underlying shareholder value paradigm. 
 

The genuine function of a corporation is the subject of ongoing scholarly debate.
44

 While some 

researchers support the stakeholder value rationale, others favor the shareholder value rationale. Three 

factors support the shareholder view within this analysis. First, shareholders exert a high degree of 

influence on corporations via corporate governance mechanisms.
45

 Therefore; we can reasonably 

assume that management decisions are focused on shareholder interests. A second factor supporting the 

shareholder-value perspective is that shareholder dividends are the residual after all other stakeholders’ 

needs are satisfied. Therefore, optimal shareholder -value management implies the maximum value 



creation for all stakeholders. Finally, empirical evidence supports the hypothesis that shareholder-

oriented firms outperform others.
46

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: The Optimal Point for Diversification. Based on Markides (1995). 
 
Following the shareholder-value perspective, portfolios should be restructured and some divisions must 

be suspended, if they contribute no value.
47

 Alternatively, a change in the corporate strategy might 

require an optimization of the corporate structure, since empirical evidence suggests that even 

profitable business units should be sold if they do not directly support a corporation’s general 

strategy.
48

 In both cases, the focus on core competencies creates value if the marginal benefits of the 

diversification are below marginal costs.
49

 Beneficial synergies result either from an enhancement of 

revenues or from a reduction of costs.
50

 Both can be accomplished by economies of scale, economies of 

scope, learning effects, and other effects that improve a firm’s profitability.
51

 Negative synergies, in 

contrast, destroy shareholder value due to inflexible structures or high overhead costs.
52

 The most 

important drivers of such disadvantages are coordination, compromise, transaction, and inflexibility 

costs.
53

 Dismantling a value-negating conglomerate in which the benefits fail to outweigh the costs is a 

central motive for corporate restructuring.
54

 

 

3.3 Concepts of Corporate Restructuring 
 
To achieve the outlined shareholder value goals in a corporate restructuring transaction, firms have 

three major options:
55

 arranging a sell-off to a strategic buyer, externalizing an independent entity, and 
liquidating. Divestitures, or sell-offs as they are called, describe the sale of an affiliate company or 
business unit to a strategic buyer. In these cases the buyer normally purchases the whole business unit 
in order to exert full control.

56
 The second group of restructuring concepts involve the separation of an 

independent entity, and include spin-offs, split-offs, split-ups, subsidiary initial public offerings (IPOs) 
and equity carve-outs. Spin-offs describe the change in ownership of the affiliate company from the 
parent corporation directly to its shareholders. Each owner receives a stake in the affiliate, which 
depends on the equity participation in the holding corporation. After the transaction, the shareholders 
own two different corporations and the subsidiary is legally independent from the holding corporation. 
Split-offs differ from spin-offs in that shareholders must choose between participating in the original 
corporation or in the newly independent subsidiary. Split -ups describe the break-up of a firm into two 
or more independent companies. While the holding corporation is liquidated, its former shareholders 
receive a participation in the new companies. Subsidiary IPOs describe the partial sale of an affiliated 
company via sales of shares in the stock market in which the holding corporation may lose its control 
over the affiliate.

57
 Equity carve-outs describe the sale of a minority participation of an affiliate on the 

stock market. After this transaction, the holding firm remains in control of the affiliate.
58

 
 



Finally, the third class of restructuring options is liquidation, which is different from the first two 

options because the individual assets of the unit are sold and the proceedings are distributed among its 

shareholders.
59

 
 
3.4 Empirical Evidence of Restructuring Potential 

The two most important theories to prove the value potential of corporate restructurings are the 

management efficiency hypothesis and the information hypothesis.
60

 The management efficiency 

hypothesis posits that the management of large corporations is generally unable to address the unique 

peculiarities of each segment in diversified corporations. Its performance is therefore inferior to smaller 

specialized firms. Consequently, management should restructure the corporation by bundling corporate 

resources in its core expertise. The information hypothesis posits that the information that investors get 

about the separate businesses of conglomerates is low. Consequently, financial market participants 

often penalize them with a conglomerate discount in the valuation.
61

 After a restructuring, more 

information about the individual business unit is processed, which lowers the conglomerate discount 

and increases shareholder value.
62

 These two hypotheses have been tested extensively by a variety of 

researchers in the financial fields, indicating that corporate restructuring offers an opportunity for 

companies to create shareholder value.
63

 First, Achleitner (2000) and Charifzadeh (2002) summarize a 

cluster of studies that confirm both hypotheses. Similarly, Bowman, Singh, Useem, and Badhuri (1999) 

summarize a set of studies and find positive effects of portfolio restructuring based on both hypotheses. 

However, following them, spin-offs create more value than sell-offs. Diverging from this school of 

thought, Gaughan (1999) summarizes studies that indicate abnormal returns result from sell-offs, spin-

offs and voluntary liquidation. Finally, Weston, Chung and Siu (1998) arrive at similar conclusions in 

their review of studies on divestitures, spin-offs, split-ups, and equity carve-outs. Müller- Stewens, 

Schäfer, and Szeless (2001) confine the outlined findings by emphasizing that the effects from 

restructuring vary substantially depending on the given context. This insight is the trigger for analyzing 

the opportunities and limitations of idiosyncratic restructuring options with System Dynamics 

modeling. 

 

4. SYSTEM DYNAMICS MODELING IN CORPORATE RESTRUCTURING 

The previous sections have outlined the theoretical framework. Based on these insights we develop 

a System Dynamics model for a spin-off. The analysis is therefore limited to the case of a spin-off, i.e., 

the case of running a business unit separately. It is furthermore abstracted from other factors that exist 

in reality, such as debt financing. Once the general idea is clear, we can extend the model and include 

more details.
64

 Thereby, we elucidate the general application of System Dynamics in the outlined 

research context and devise a roadmap required for subsequent research projects. 

 

4.1 Case Study Description  
In the following analysis we apply data from industrial corporation A, which consists of two business 

units X and Y. Although the corporation is profitable, it operates in a difficult environment. Therefore, 

its management is considering a spin-off in order to concentrate on its core competencies. As a 

consequence, the CEO of corporation A initiates a consulting project based on a System Dynamics 

approach to evaluate the portfolio restructuring strategy. Management uses a simplified discounted 

earnings approach to determine the alternative corporate values.
65

 Following the ideal modeling 

process, we have formulated the underlying problem and continue our analysis by identifying the vital 

variables, relationships, and dynamics to design the model.
66

 Once the model is validated, we must run 



the sensitivity analysis to derive the respective implications for the outlined decision problem. In 

corporation A, the two business units exhibit three vital relationships. X and Y share the same general 

administration. Hence, both benefit from savings in administrative overhead costs. Similarly, they work 

with the same marketing department, which has ambiguous implications. On the one hand, this 

cooperation reduces marketing expenses, but it negatively affects the market share due to imperfectly 

adapted marketing strategies. Finally, both divisions purchase the raw materials from the same supplier, 

which lowers their costs through combined purchasing power. In this basic setting of the restructuring 

model, we assume that all other departments such as production are the responsibility of each unit. 

 

4.2 Limiting Variables  
To select the variables for the model’s design, the complexity of the decision conditions must be 

reduced. Since shareholder value is defined as the ultimate corporate goal, the modeling must identify 

all variables that greatly impact company value.
67

 In this case, it is important to compare the earnings 

and the related value of both alternatives. These are assumed to be affected by raw materials, 

production costs, market size, market share, and the discount and constant-growth rates. In the given 

experimental frame, the most important relationships influencing the value drivers are those that result 

from the potential externalization of a business unit: the costs of raw materials and the business unit 

market shares. In addition, the changes in administration costs and marketing expenses must be 

included in the model since they are also affected by a restructuring decision. Other costs and expenses 

are assumed to indirectly impact the final decision. Since both units are equity financed, no interest is 

paid. All earnings are distributed to shareholders as dividends and no taxes are paid. 
68

 
 
4.3 The System Dynamics Model for Portfolio Restructuring 

In this section, the System Dynamics model is presented to derive reasonable estimations on 

alternative earnings and the respective company values. Therefore, the earnings and the equity values 

of the two business units and the entire corporation are calculated for a seven-year horizon. The core of 

the model is the distinction between a spin-off restructuring and a conglomerate performance mode.
69

 

In the designed model it is possible to use the restructuring button at the top of the model to switch 

between the two situations before and after a restructuring. This will automatically show changes in the 

variables affected by a restructuring decision. The model allows us to change some of the underlying 

variables that are not directly affected by a restructuring in order to analyze the decision under different 

scenarios. To perform a sensitivity analysis, the annual total demand of market X can be varied 

between $0 and $4 million, while the annual demand of market Y can be changed between $0 and $2 

million. Production costs can range between 25% to 50% of sales revenues. 
 

Based on empirical market surveys, the most realistic setting for A is to assume that the size of X’s 

market is $2 million, the size of Y’s market is $1 million and all production costs are 35% of sales 

revenues. If we analyze this base case scenario with a discounted earnings approach, the model derives 

the following results. 

 
 

 

 
 

 
 



Figure 4: Earnings Forecast for the Business Units. Based on own analysis. 
 
In the earnings forecast, the upper line represents the annual earnings of unit X, which in the first two 

years is a part of the corporation and the following five years, an individual entity. In contrast, the 

lower line reveals the development of unit Y. Under our assumptions, we can identify a linear increase 

in earnings until the restructuring date. The spin-off leads to a decrease in earnings and to an increase in 

earnings growth for both units after the restructuring. The decrease results from an immediate increase 

in administration and marketing expenses, whereas the increase in earnings growth derives from higher 

growth rates. line closest to the bottom of the graph illustrates the equity value of unit Y. In the first 

two years the cumulative value represents the value of the conglomerate corporation, whereas after the 

second year it represents the value of two independent entities. 

 

In the representation of the residual equity value, the upper line represents the sum of the values of 

unit X and unit Y at each point in time in the future. The line in the middle of the chart indicates the 

equity value of unit X, whereas the 
 
 
 
 
 
 

 

 

 

 

Figure 5: Equity Value Forecast for the Business Units 

We can see that the equity value of the corporation increases slowly before the restructuring. Then, 

in the second year, the restructuring leads to an instantaneous increase in the corporate value because of 

a higher growth rate and greater market share. 

 

4.4 Policy Recommendations from the Model  
This basic model illustrates the general mechanics that support the decision-making process in 

corporate restructuring. In the specified configuration, the restructuring decision is the superior 

alternative based on an analysis of the created value. Consequently, based on this systems dynamics 

analysis the dominant strategy is to pursue the spin-off restructuring. In a next step, we can extend the 

basic model to a more realistic version by introducing further deterministic or new probabilistic and 

stochastic elements. Although these specifications might increase design costs, they increase the 

robustness and the explanatory potential of the model. 

4.5 Evaluation of System Dynamics Modeling in Corporate Restructuring 

After an analysis of the theory and the case study, we can obtain the most relevant opportunities and 

limitations of the application of System Dynamics modeling to portfolio restructuring. 

 

4.5.1 Opportunities  
A general advantage of modeling results from the comparison of the outcomes of different 

scenarios. Hence, it is possible to run a bulk of scenarios and to determine which decision is most 



advantageous under a given set of data. This valuable experience improves the quality of the decision-

making process.
70

 System Dynamics are particular with respect to this aspect, because they foster an 

understanding of the underlying feedback loops affecting the situation. Thereby, the System Dynamics 

model mimics the complex interactions that take place in the real world far better than spreadsheet 

models. 
 

A further vital advantage of modeling techniques is closely related to the first aspect of 

understanding the dynamics of the situation: the process of setting up a reliable model forces 

management to cooperate and to communicate. Only if all functional experts contribute to the design 

process will the resulting models represent the underlying mechanisms. This prompts management to 

develop a common representation of reality.
71

 Communication is a particular advantage of the System 

Dynamics approach, as the technique works with a refined set of tools that support the conflict -

oriented development of models such as causal loop diagrams.
72

 These facilitate efficient 

communication between members of the management team and other experts, which is vital to 

corporate restructuring. A third advantage of the System Dynamics approach is its scalability, which is 

of particular interest in corporate restructuring. Making decisions requires a comprehensive analysis of 

the situation within a short period of time. System Dynamics modeling closes this gap and provides a 

trained analyst within a short period of time with reliable information, if the model design and the input 

data are accurate. 
 

4.5.2 Limitations  
Despite these advantages, modeling approaches in general, and System Dynamics in particular, 

have specific limitations.
73

 In the development of any model, the designer should be reminded that a 

perfect replication of the complexity of a process or situation, in reality, is inefficient and useless. A 

perfect model that contains all relevant information of the original system is not easier to analyze than 

reality. It ignores the cognitive limitations of humans and does not help simplify the system’s 

complexity.
74

 This observation concerning the optimal level of complexity in designing a model is at 

the core of modeling. The process of restructuring, in particular should not be seen as an isolated event, 

but as a multidimensional and long-term process leading to a series of transactions.
75

 The simplification 

process must be addressed with the required respect as it represents a form of art, which should balance 

the minimum required level of complexity and the maximum level of simplification. A second 

disadvantage of modeling is the problem of ex-ante assumptions about the underlying system before a 

model is designed. These assumptions often bias the model and influence the final outcome of the 

analysis towards the desired outcome.
76

 Therefore, corporate restructuring decisions should not be 

based solely on one model. Furthermore, the System Dynamics approach should be viewed as a 

complementary tool that enhances the quality and effectiveness of conventional approaches. 
 

Finally, modeling processes require considerable time and monetary resources.
77

 Therefore; a cost-

benefit analysis should be the first step in the design of a model so as to clarify the goals, upside 

potential, and costs. This evaluation is a key step to convince the top management to support the 

project. Corporate management’s participation, in turn, is vital for the overall success of the 

restructuring and determines the related level of trust This analysis demonstrates the high potential for 

System Dynamics modeling for corporate restructuring if the limitations outlined here are respected. 
 
 
 
 



5. CONCLUSIONS AND OUTLOOK  
This final section summarizes the main findings of the research based on the theoretical analysis 

and concludes with suggestions for subsequent research questions. 

 

 

5.1 Conclusions  
This article outlines the potential role of System Dynamics modeling in the context of portfolio 

restructuring. The goal of this research has been to determine whether and how the System Dynamics 

approach can be applied in corporate restructuring processes in order to improve the quality of decision 

making. After establishing the theoretical background, the System Dynamics model was applied to a 

portfolio restructuring strategy. 
 
The analysis demonstrates that sophisticated decision-support tools can be required in portfolio 
restructuring and that the System Dynamics approach fulfills this requirement for a variety of reasons.

78
 

It allows the simple implementation of a comprehensive sensitivity analysis for different sets of 
assumptions and alternative decisions.

79
 Thereby, it assists management in developing an 

understanding of nonlinear dynamics in restructuring.
80

 Finally, the analysis of the opportunities and 
limitations identifies the scalability and the communication potential of the System Dynamics 
approach. Consequently, a key part of the complexity of the restructuring process can be reduced to a 
minimum required level with a System Dynamics model. On the other hand, the system analyst must 
consider the increasing marginal costs for the information that must be compared to the decreasing 
insights resulting from more complex models. This trade-off is outlined in the case study and 
determines the optimal level of complexity for the model design. 
 

Overall, System Dynamics models should be regarded as complements to conventional instruments 

in corporate restructuring as they enhance the quality of the decision-making process. 
 
5.2 Outlook   
The scope of this paper is limited to specific research aspects to enable a detailed analysis of System 

Dynamics modeling in portfolio restructuring. This focus and the findings of the analysis should inspire 

similar research avenues. Although several advantages of the System Dynamics approach have been 

outlined in this analysis, direct benchmark analyses with other tools would be of great value for 

managers. Such an analysis should particularly investigate the compatibility of different modeling 

approaches as it is of great interest for the practice, whether it is possible to import and export data 

from conventional applications. 
 

Within the research on corporate restructuring, this article has emphasized the portfolio perspective. 

Subsequent investigations should assess whether the insights can be transferred to financial and 

organizational restructuring.
81

 Despite of the strength of the outlined discounted-earnings approach, it 

can be difficult to implement it in a highly uncertain environment.
82

 In such a setting, the capital 

budgeting literature suggests the application of the real options theory.
83

 Thereby, it is possible to 

quantify flexibilities with a marked-based approach, if the required data is available.
84

 In consequence, 

further research should investigate the possibility of combining the option pricing valuation 

methodology with systems dynamics modeling. 
 

Finally, an empirical study could contribute invaluably to the research in this area. A survey could 

examine whether the managers in corporate restructurings have recognized the potential of modeling in 



general and of System Dynamics in particular. Moreover, such an empirical analysis might be able to 

identify some hurdles that prevent managers from applying the System Dynamics approach. A common 

problem of all outlined research projects is data availability. While it should be relatively easy to 

conduct a survey with a representative sample size, other information, such as details on the 

restructuring strategy and motivation, are difficult to obtain. Particularly, as managers in restructuring 

projects are extremely short of time for obvious reasons, they might not be willing to participate in a 

mail survey. On the other hand, possibly, the advantages and research projects outlined here could 

induce a broader audience to apply System Dynamics models to corporate restructuring. Consequently, 

positive feedback dynamics might foster the further distribution of the underlying concepts in 

management practice and thereby facilitate access to important, required data. 
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Abstract—  

The vast country side in India is where the future markets 

will be. Rural Markets offer lucrative opportunities to 

invest in, as it is fast expanding in its size and scope. 

Rising affluence, good monsoons, use of modern 

technologies in farming and rural areas have shifted the 

focus of marketing gurus from the urban saturated 

centers to the rural potential markets. The advent of 

green marketing concept and organic farming techniques 

have added to the increase in the scope for investments in 

the rural markets. The high demand base coupled with 

elevated market potential is culminating into developing 

fruitful technologies that will help to enhance the market 

of the new millennium. The regional diversity and the 

growing techno-savvy consumer base throughout India, 

makes it the best battleground for the multinationals to 

showcase their innovative offerings to the rural 

consumers. India is growingly becoming a better choice 

for global marketers to pilot test their innovative 

products and services, before they can cater to other parts 

of the world. Big brands like Nokia, Godrej, Tata, HUL, 

ITC, P&G and the like have successfully tested and 

crafted their products to the rural consumers.  

The present article focuses on analyzing the impact of 

information technology in improving rural marketing, 

providing an insight into opportunities available and 

enabling strategies for further technological advancement 

of rural markets. Finally the exploratory study suggests a 

proposed model for e-Rural Marketing in India. 

Keywords— Rural Marketing, e-rural marketing, 

rural marketing chain, Rural CRM. 

I. INTRODUCTION 

India is predominantly an agrarian economy. Rural markets 

offer immense potential for market growth and expansion. 

The market demand for agricultural input such as Farm 

products (Seeds, fertilizers, pesticides, etc.), equipment 

(including tractors) has risen by leaps and bounds. Rural 

markets contribute to seventy percent of the population 
spanning across 6, 27, 000 villages in the country. The  

 

growth potential of the rural markets is depicted in the table 

below: 

Products Amount in  Billion 

(INR) 

FMCG 

Consumer Durables 

Agriculture Inputs 

Automobiles(2 & 4 Wheelers) 

6500 

500 

4500 

500 

Total 12300 

 

Source: Mc Kinsey Global Institute 

An understanding of the term ―Rural Marketing‖ 

is essential to gain insights into the present article 

in its perspective. Rural Marketing is any 

marketing activity which identifies and serves the 

needs of the consumers living in villages. 

Technological advancement will prove successful 

if and when marketers dwell in rural areas, live 

rural lives and understand the nuances of Rural 

Consumer Behaviour. In recent times, the focus of 

marketing has been channelised on rural markets, 

as they offer huge opportunities that Multi 

Nationals can ill afford to ignore. Green 

Revolution has ushered in the intelligent use of 

fertilizers, herbicides, high yielding agricultural 

crops, modern implements and improved use of 

technology which has resulted in increase in 

disposable income of the farmers, substantial use 

in purchasing power, decent lifestyle and a better 

standard of living of the large rural population. 

mailto:1bcraju@gmail.com
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The growing rural markets envisages tremendous 

marketing opportunities for growth and expansion 

as they are vast, attractive, scattered, 

homogeneous and is nearly three times the urban 

markets. 

THE INDIAN RURAL SCENARIO: KAL, 

AAJ AUR KAL 

Rural India as depicted in the 1960 to 1990’s was 

characterized by a number of features which have 

been analyzed below from a dual perspective: 

Consumer’s Side Marketer’s Side 

 Low Connectivity (Physical 

Communication, infrastructure, Roads, Electricity, 

Transport and Logistics) 

 Underdevelopment, low levels of literacy 

and low standard of living 

 Scattered and uneven spread of villages 

 Inaccessibility 

 Low Per Capita income and spending 

power  

 Seasonal demand 

 Inapproachability  

 Focus on the attractive urban markets 

 Myopia towards urban markets 

 

 

The rural markets may be beset with problems but 

are alluring and are virgin markets waiting to be 

explored. They pose challenges of availability, 

affordability, acceptability and awareness (4 A’s).  

Tapping and capturing these markets can prove a 

mc kena’s gold the future marketing gurus. Here 

the focus of the marketer should be initially 

change the mindset of the rural folk to think 

urban. Innovation is the key. Companies need to 

innovate profusely with their products and 

services. They need to design them specific to the 

rural community. Pricing and credit facilities also 

poses a great threat. If companies want to sell to 

rural consumers, they need to extend credit till 

harvest time and accept payment in grains and 

also have oodles of patience when it is receivable 

time.  

Technology and communications have penetrated 

into the hinterland of the villages. Education and 

employment have resulted in a shift from 

ignorance to awareness, poverty to plenty and 

greater access to products and services like never 

before. 

The Present Scenario: The trends in the rural 

communities have shown a marked change.  

 

Technologies and strategies being propagated in 

the rural areas are urban based and ill suited to the 

needs of the rural folks. The products and services 

provided by the technology developers only cater 

to the needs of the elite farmers as a result of 

which the poorer section of the rural masses and 

are left behind and neglected, adding to their 

woes. Moreover, the mindset of the rural 

fraternity needs to be made in tune with that of the 

technology developers.  

The hall mark of rural markets should be 

innovation. Technologies developed should be 

backed by good after sales service, convenience, 

affordable prices and they have to be tailor made 

to suit the requirements of the rural areas. An 

industry-funding agency interface can benefit the 

lower strata of the population and can also act as a 

catalyst to employment generation. 

Future of E-Rural Marketing in India: An 

Overview 

Rural India accounts for 833 million living in 

India, (census 2011). They have been exposed to 

new communication technologies and a gamut of 

services. The rural segment is growing at a pace 

of 9 – 10% per annum (Technopak report) and is 

anticipated to add new consumption of US $90 
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billion – 100 billion over 2012-2017. Moreover 

according to ASER (2012) report, private school 

enrollment in rural India has risen by 5.5% over 

the past six years and the literacy rate has gone up 

by 68.91% of rural India. 

The future of rural marketing is in retail, e.g.: 

DCM Shiram’s rural retail arm ―Hariyali Kisan 

Bazaar (HKB)” is planning to open 10 outlets in 

2012, covering 230 stores across 8 states. 

FMCG: big time players as Dabur, ITC, Colgate, 

and Godrej have penetrated into the heartland of 

rural areas. 

Automobiles: Rural India with its vast size is 

attracting the automobile makers in a huge way. 

They account for almost 35% of the automobile 

industry sales. Players like Ford, Toyota, 

Hyundai, and General Motors are in the fray to 

offer financing services, retail banking services 

and rural reach to attract its rural fraternity. 

Rural marketing efforts have also led to corporate 

social marketing initiatives like providing 

employment opportunities to rural people and 

thereby increasing their purchasing power. 

       Chain stores have stormed the rural bastion, 

which will ultimately lead to a cycle or chain         

as evolved below:  

The Rural Marketing Chain 

 

 

The rural chain stores will not only prove to 

be a boon to the farmer in selling his 

agricultural produce but also will generate 

employment opportunities , thereby resulting 

in improving the standard of living of the 

rural folks. 

  A Proposed Model for E-Rural Markets: 

Information technology is the magic wand for the 

future of E-Rural Marketing in India. Technology 

can provide timely information for providing 

effectiveness to the 4P’s of marketing in the rural 

areas. Farmers can be facilitated to sell their 

products effectively at remuneration prices, gain 

access to credit facilities at the right place and 

time and gain access to newer and greener 

avenues of selling agricultural products. 

A Workable Model of E-Rural Marketing: 

The proposed model provides linkages in six 

areas 

Rural Re-Engineering Initiatives: Innovative 

practices to develop the rural areas are envisaged 

in this initiative. The back to the roots ideology is 

one such move which encourages the rural 

youngsters to educate themselves outside their 

village (earn foreign degrees) but they should 

endeavor to come back and serve their rural 

community. This will lead to the wellbeing and 

development of the place. This practice will 

ensure that there is a check on brain drain in India. 

Central Government is encouraging  

Entrepreneurship in the rural areas by floating 

many a employment schemes like, PMRY(Prime 

Minister’s Rozgar Yojana), SGSY(Swarnajayanti 

Gram Swarozgar Yojana), REGP (Rural 

Employment Generation Plan), etc, to name a few. 

Initiatives by the state governments are also 

well framed to benefit weaker sections of the 

society and the downtrodden. The recent 

example of Andhra Pradesh government 

promoting the Pavala Vaddi Scheme (Interest 

Subsidy) during the year 2004-05 with an 

objective to provide interest subsidy on the 

Source:

Vegetables 
from 

farmers

Farmers 
have good 
markets 

They earn 
money

Leads to 
rise in 

purchasing 
power

Enhances 
capability 

to buy 
products

Rural Chain Stores 
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bank loans taken by the Self Help Groups in 

Andhra Pradesh to reduce the financial 

burden on them is a good example of 

promotional schemes in the different states. 

Rural Marketing Information system: In order 

to provide timely and needed pertinent 

information an effective information system is the 

need of the hour. Rural India needs to be 

connected via Broadband (Co Options 

technologies and Walden international are already 

in the fray to connect 2740 rural co-operative 

banks on its technology solution) .Connectivity 

via broadband using World Wide Web, mobile 

phones can be used for information gathering and 

dissemination via world space satellite radio. 

Remote areas can be connected deploying the 

services of a mobile communication node (MCN) 

which consists of a computer/laptop, solar panel, 

adaptor, portable printer and the world space 

satellite radio receiver. Providing marketing 

information services can be of great help to the 

small rural producers and the big and small 

businesses. 

The integration of all the rural markets across 

India through a Management Information system 

will provide and benefit the Multinational 

companies to fasten their product testing and 

generation process, thus benefitting the global 

society at large. 

A thorough training and inculcation of 

Information Systems in all functional areas and 

the extensive use of Enterprise Resource Planning 

Systems (ERP) along with Business Intelligence 

should be provided to the rural youth to ensure 

efficient and effective marketing solutions to the 

rural markets. 

Rural-Corporate Social Responsibility  Rural 

social initiatives undertaken by the corporates 

help the poor people to have spendable income on 

product categories Hindustan Unilever Limited 

has created an income generating opportunity 

called Project Shakti and Shaktimaan which 

provides employment opportunities, distribution 

network to rural entrepreneurs. The ITC’S e-

choupal initiative is the sole largest information 

technology based initiative which provides 

enriching and customized information to improve 

the farmers decision making abilities, securing 

better quality and productivity price. It also 

facilitates a direct  

marketing channel, is logistics efficient and 

generates considerable income for farmers 

spanning one sixth of rural India. There are other 

corporate initiatives of TATA( Tata Kissan 

Sansar), Indian Oil, Reliance Rural Hub and 

Future Groups Aadhar which enable the farmer to 

sell his produce , get credit and insurance facilities 

and non fuel products. 

The Aditya Birla Rural Technology Park at 

Renukoot, Uttar Pradesh fosters people 

empowerment through capacity building. The 

company has built a huge campus which houses 

many training centers mostly dedicated to the 

agriculture and veterinary research activities, like, 

animal husbandry, cattle rearing and the latest 

farming techniques. Apart from that the company 

also has a vocation training centre and a hospital 

which ensures the health of the rural masses thus 

guaranteeing a better nation. 

  Corporate social responsibility (CSR) can be 

turned into a business opportunity too. Infosys 

Technologies is experimenting with the BPO 

centres in rural areas to exploit the workforce 

which is available in abundance in rural India. 

Infosys is targeting FMCG Companies (fast 

moving consumer goods companies), which are 

increasingly developing and growing by venturing 

into the rural areas.  

Green Marketing: Synonymously known as 

Ecological Marketing or Environmental marketing 

or sustainable marketing. Green marketing is fast 

picking up pace in the rural areas and more so in 

the back bone sector of our economy, the 

agricultural sector. Farmers are coming up with 

innovative ideas with the help of many companies 

dedicated to the cause of the environment as a part 

of their Corporate Social Responsibility 

initiatives. The lift irrigation programme, which 

ensures the availability of water  
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throughout the year, irrespective of the weather 

conditions is a rural integrated development 

system taken up by the corporate major, TATA in 

conjunction with GVK under the Gram Vikas 

Kendra project, in Jamshedpur. This has ensured 

that the farmers have substantial incomes 

throughout to invest in farming for the whole year 

and also has improved the fertility of the soil and 

thus made it more arable. 

Mass planting of trees and avoiding soil erosion, 

the use of drip irrigation, the advent of herbal 

pesticides(Herbicides) and organic fertilizers, 

innovative water harvesting methods and 

conservation of natural resources are few of the 

successfully implemented initiatives in the rural 

development scenario. Green warehousing, 

vermicomposting, electricity generation from 

biological waste or bio-fuel manufacturing, use 

of tidal waves and wind energy in the production 

of electricity apart from solar energy utilization 

for farming purposes and production activities 

and the like are the few of the commendable 

initiatives taken up in the rural areas for higher 

productivity and a greater cause of the 

preservation of environment. For example, Jolly 

TV, a local TV Manufacturing company in Uttar 

Pradesh is producing televisions which run on 

rechargeable battery systems, to ensure 

uninterrupted entertainment to the consumers, 

despite many power cuts in rural India. 

E-Rural Social Marketing: Using theelectronic 

media to communicate the advantages of 

products or brands that have the specific 

objective of creating , executing, achieving and 

further controlling an influence of  social change 

or overall societal well being are included in this 

arena. The different commercials aired by the 

government and the NGO’s(non government 

organizations)/NPO’s(non-profit organizations), 

about the responsible consumption patterns in 

the rural households, the educative 

advertisements on the soil testing and fertilizer 

usage patterns to protect the soil from erosion; 

establishment of 24 hour, toll free call centers 

for counseling of the farmers on various issues 

relating to farming practices; consumer forums 

and consumer protection cells for the various 

issues relating to the retailer and consumer 

transactions, the legal provisions available for 

the same, and so on are included in the 

electronic  rural social marketing. 

Most of the organizations are increasingly using 

this medium to attract and bring about a change 

in the mindset of the society. 

E-Rural Marketing Chain: The distribution 

network is one of the vital factors in rural 

marketing and it is observed that most of the 

companies are shifting their focus onto building 

a reliable network of supply chain which is 

custom made to suit to the requirements of the 

rural producers/ rural marketers. Most of the 

rural distribution chains are uncomplicated and 

mostly include only the key success factors. 

HUL, the FMCG giant and the maker of 

soaps such as Lux and Lifebuoy, launched a 

project named Shakti in the year 2001, 

employing mostly women for last- mile 

distribution in the rural areas. Short Supply 

Chains: typically includes all forms of 

marketing involving direct links between 

food producers and consumers.  Some of the 

famous examples of the same include: Sales 

at the farm, farm shops, Haats, Mandis, 

Rythu Bazaars (Farmer’s Market), etc.  

               Farmer/Producer  Consumers 

V.G. Ram Kumar, Founder, Arunteccame up 

with the  idea of  building  a two way business 

channel between rural entrepreneurs and buyers 

in urban markets using Information technology; 

which included online deal of products 

developed by rural artisans like, weavers, 

potters, handicraft makers as well as agricultural 

produce. 

Amul is a classic example of a firm that has built 

on its strength and integrated technology for the 

purpose of reaching a larger customer base and 

building a strong supplier network. The 

introduction and successful implementation of 

Cooperative model to reach its consumers in the 
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rural areas and urban areas, including various 

nations globally, is the forte of Amul. Activities 

at the village level comprised of developing and 

servicing the Village cooperative societies, 

increasing milk collection, procuring milk, and 

transporting it to the chilling and processing 

units twice a day. The villages with no chilling 

processing units were mainly catering to the 

local demands. The successful integration of the 

main stakeholders, the cooperative society, 

producers and suppliers ensured a great supply 

chain management model for Amul. 

E-Rural Services Marketing and C.R.M: 

Services and relationship management are the 

key to building bridges and opening doors in the 

rural bastion. Some of the prominent initiatives 

planted by corporates are:  

Digital Gangetic Plan (DGP) - a Wi-fi project 

connecting some villages in Uttar Pradesh has 

been successful in providing internet access to 

the rural population. The people are benefited by 

the various modules like Bimari Jankari 

(information relating to health and diseases) and 

Digital Mandi (information pertaining to 

agricultural commodities, knowledge of relative 

prices, etc.) of the project.  

Launch of e-governance services through E-

sevas in rural Andhra Pradesh in 2003, enabling 

the people to pay their utility bills, passport 

services and receive certificates and the like at 

their doorstep.Vihaan Networks Ltd. (VNL) has 

come up with GSM towers called the 

WorldGSM which work entirely on solar 

energy, whose technology can help many 

networking organizations to foster their business 

model of GSM, and broadband services in the 

rural markets. The trial version of the project has 

been set up in Bhiwandi tehsil in Rajasthan. 

Samsung Electronics Company Limited has 

launched a trial version of SOLAR GURU, a 

made in India mobile that operates on solar 

power. The shortage of power supply does not 

hinder the recharge of mobiles for the 

consumers. 

Kisan Credit Cards have been issued to over 41 

million people in rural India. Maintaining 

cordial and continual relationship with them will 

be beneficial to companies. Moreover, thanks to 

technology, net based initiatives are penetrating 

the rural soil offering galore opportunities to 

develop create demand for products, services 

and generate incomes.  

Conclusion 

Change is the order of the day and business 

organizations need to improvise and adapt in 

order to survive in the market. Since the urban 

markets have reached the saturation point, it is 

imperative that rural marketing will offer the 

much needed push in the form of wider 

consumer base, gain volumes and profitability. 

Simple technological solutions can create 

networks in rural areas which can be highly 

useful to farmers in farming purposes, selling 

their produce effectively .his will ultimately 

improve the economic condition of the rural 

folks. Rural markets are the rich investment hub 

for future. Marketing Gurus need to innovate, 

make marketing plans and programmes to fit the 

rural market. 

As quoted by the marketing guru, Philip Kotler, 

there are only two basic businesses of any 

organization, to market the produce and to 

innovate. Organisations which innovate shall 

flourish, while the others are likely to perish. 

“The rural markets are the indicators of the 

health of a nation at its grass root level; the 

stronger the roots, the healthier the nation in 

terms of economy, prosperity and affluence.” 
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ABSTRACT 

Women entrepreneur development is an essential part 

of human resource development. Entrepreneurship 

amongst women has been a recent concern. Women 

have become aware of their existence their rights and 

their work situation. However, women of middle class 

are progressing through single business in urban areas.  

This paper focuses on women entrepreneur.  The paper 

talks about the status of women entrepreneurs and the 

problems faced by them when they ventured out to 

carve their own niche in the competitive world of 

business environment. Our study focused on sample of 

50 women entrepreneurs in ranga reddy district, where 

the information is gathered through questionnaire and 

analyzed on socio economic changes. 

INTRODUCTION 

“If women didn't exist, all the money in the world 

would have no meaning” a quoted by Aristotle 

Onassis, it is true in the current scenario, the women 

became the strongest entrepreneur all over the world. 

Women entrepreneurs are fast becoming a force to 

reckon with in the business world and are not only 

involved in business for survival but to satisfy their 

inner urge of creativity and to prove their capabilities. 

The development of women entrepreneurship is very 

low in India, especially in the rural areas. Gender 

equality is a prerequisite for poverty reduction 

because of the contribution women make and the role 

they play in society and in the economic well-being 

of the family and communities. Be it in rural or urban 

areas, be it in micro or medium and large enterprises, 

women must be an integral part of development, not 

only as beneficiaries, but also as decision–makers 

and agents of change. 

 Both Women and girls consist three-fifths of the 

world‟s poor. Their poverty level is worse than that 

of men as clear gender disparities in education, 

employment opportunities and decision making 

power exist. A large number of women are mainly 

engaged in subsistence agriculture as well as in micro 

and small-scale enterprises (MSE).  

 

In addition to their economic and income-generating 

activities, women assume multi-faceted roles in 

society, i.e. as breadwinner of family, unpaid family 

workers, service providers in the communities and 

mother/care-taker of the family. To respond to the 

needs of women to materialize their economic 

potential and thereby to improve their standard of 

living, it is necessary to design programmes by 

applying a mainstreaming strategy. This requires 

devising measures to integrate women as decision-

makers, participants and beneficiaries in all relevant 

development activities, irrespective of the sector or 

type of activity. It is also necessary to address the 

totality of problems women face as entrepreneurs, 

due to the wide spectrum of elements affecting the 

equitable participation of women in development. A 

plan or strategy must be designed and implemented 

in close collaboration with various development 

partners in different specialized areas, notably: 

education, health, human rights as well as 

environment and energy.  

 

“Women” as an entrepreneur in India: 

Entrepreneurship has gained currency across the 

sphere and female- entrepreneurship has become an 

important module. India is one of the fastest 

emerging economies and the importance of 

entrepreneurship is realized across the gamut. 

“Women Entrepreneur” is a person who denies the 

role of their personal needs to participate and be 

accepted economically independent. Strong desire to 

do something positive is a high-quality women 

entrepreneur who contributes to the position values of 

family and social life. “An enterprise owned and 

controlled by a women having a minimum financial 

interest of 51% of capital and giving at least 51% of 

the employment generated by the enterprise to 

women.”- Government of India 
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According to Kamala Singh," A women 

entrepreneur is a confident, innovative and creative 

woman capable of achieving economic independence 

individually or in collaboration generates 

employment opportunities for others through 

initiating establishing and running an enterprise by 

keeping pace with her personal, family and social 

life. 

 

According to Medha Dubhanshi Vinze,” a women 

entrepreneur is a person who is an enterprising 

individual with an eye for opportunities and an 

uncanny vision, Commercial acumen, with 

tremendous perseverance and above all a person who 

is willing to take risk with the unknown because of 

the adventures spirit she possesses.”  

In the words of Former President APJ Abdul Kalam 

"empowering women is a prerequisite for creating a 

good nation, when women are empowered, society 

with stability is assured. Empowerment of women is 

essential as their thoughts and their value systems 

lead to the development of a good family, good 

society and ultimately a good nation." 

 

Pandit Jawaharlal Lal Nehru has remarked “When 

women move forward, the family moves, the village 

moves and the Nation moves.” Thus a women 

entrepreneur is one who starts business and manages 

it independently and tactfully takes all the risks, 

accepts challenging role to meet her personal needs 

and become economically independent. A strong 

desire to do something positive is an inbuilt quality of 

entrepreneurial women, who is capable contributing 

values in both family and social life and is one who 

faces the challenges boldly with an iron, will to 

succeed. 

 

REVIEW LITERATURE 

Snehalatha and Reddy (1998) revealed that the 

income generating activities taken up by the women 

were dairy, forest nursery, sericulture, vegetable 

cultivation and petty business, which were carried out 

as a group activity.  

Savitha (2004) in her study revealed that high 

participation was seen in regular activities in all the 

three enterprises, viz., dairy (88.70%), poultry 

(100%) and goat rearing (83.60%). 

Dasaratharamaiah et al. (2006) studied the income 

generation activities through the Development of 

Women and Children in Rural Areas (DWCRA) and 

found that ram lamb rearing was under taken by 8 per 

cent beneficiaries. Vegetable vending by 26 per cent, 

basket making 20.67 per cent, milk vending by 29.33 

and 4.67 per cent petty trade, 1.33 per cent 

beneficiaries under took leaves making and 60 per 

cent of beneficiaries under took the fruit vending 

activity. 

 

 

Mrs. Geetha Reddy stated that the Government‟s 

industrial investment promotion policy 2005-10 

provided special incentives for women in areas like 

infrastructure at their doorstep, VAT and stamp duty 

reimbursement and power subsidy 

Sarah (2004) conducted study on critical analysis of 

pro-poor initiatives for empowerment of rural women 

through South Asia Poverty Alleviation Programme 

(SAPAP) revealed that, majority (40.00%) of the 

SAPAP beneficiaries belonged to middle age 

category, followed by young aged (37.80%) and old 

aged (22.20%) categories. 

 

OBJECTIVES 

a) To analyze the status of  Women 

Entrepreneurs in Ranga Reddy District. 

b) To Study the Socio-economic changes in 

Women Entrepreneur 

SCOPE: 

The study is limited to only five areas of Ranga 

Reddy District, Andhra Pradesh and focused upon the 

middle class women entrepreneurs. 

RESEARCH DESIGN 

The study is based on the primary data has been 

obtained directly from the sample of 50 Women 

Entrepreneurs with the help of questionnaire. The 

secondary data is gathered from Journals, Magazines, 

Books, and Web-sites. The research methodology 

used to collect information is done through Random 

Sampling Technique. Analysis is done with the help 

of Percentages and Mean. The time frame of study is 

short from January 2012 to June 2012 

 

Data Analysis 

(A) Age Category: 

Age 
Category 

Frequency Percent 
Cumulative 

Percent 

Below 18 0 0 0 

18-25 2 4 4 

26-35 20 40 24 

36-45 14 20 64 

46-55 10 28 92 

55  & 
above 

4 8 100 
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Interpretation: The research study examined that at 

what age  that most of the women involve in the 

entrepreneurial activities and from this we got to 

know that the most of the women stat their own 

business at the age category of 36-45 i.e., 40%. 

 

(B) Education : 

Range Frequency Percent 
Cumulative 

Percent 

Illiterate 3 6 6 

1st to 10th  10 20 26 

Intermediate 7 14 40 

Graduation 23 46 86 

Post-
Graduation 

5 10 96 

Any other 2 4 100 

 

 
 

 

 

Interpretation: The research study examined, the 

average category of women are graduates i.e., 46% 

and least category are under any others (i.e., 

professional in fashion designing etc) the percentage 

is 4%. 

 

(C) Financial Support 

Range 
Frequenc

y 
Percen

t 
Cumulativ
e Percent 

Personal 
Savings 

15 15 15 

Family support 25 25 40 

Local Private 
Financiers 
(money 
lenders) 

35 35 55 

SGHs 15 15 90 

Banks 10 10 100 

 

 

 
 

Interpretation: The above analysis states that, the 

sources of funds invested are especially from 

personal savings, local private financiers, Banks and 

SGHS. The average funds are from local private 

financier i.e., 35%, the next are from family support 

ie.,25% and the least is from Banks ie., 10% 

 

(D) Income:  

Income level Frequency Percent 
Cumulative 

Percent 

0-2000 5 10 10 

2001-4000 9 18 28 

4001-6000 5 10 38 

6001-8000 18 36 74 

8001-10000 10 20 94 

above 10000 3 6 100 

 

 

Frequency

Below 18

18-25

26-35

Frequency

Illiterate

1st to 10th 

Intermediate

Graduation

Post-Graduation

Any other

Frequency

Personal 
Savings

Family 
support
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Interpretation: The above analysis states that, the 

most of the women entrepreneurs fall under the 

income level of 6001 to 8000 and the 2
nd 

average fall 

under the income of level of 8000-10000. The least 

are at income level of above 10000. 

 

(F) Government Awareness & Development 

Programmers 

Range Frequency Percent 

Yes 10 20 

NO 40 80 

 

 

 
 

 

Interpretation: The study states that, 80% of the 

women are not aware of Government initiated funds 

and Development Programmes.  

Socio Economic Performance of the Women 

Entrepreneurs: 

(G) Decision Making Ability 

Range Frequency Percent 

Yes 35 70 

NO 15 30 

 

 
 

Interpretation: The study states that most of the 

women entrepreneurs have increased in taking 

decisions at house hold as well in business.  

(H) Savings 

Range Frequency Percent 

Yes 40 80 

NO 10 20 

 

 
 

 

Interpretation: The research study examined that 

most of the women average saving have increased to 

80% 

(I) Recognition in family and Society 

Range Frequency Percent 

High 65 65 

Low 15 15 

No Recognition 20 20 

 

 
 

Frequency
0-2000

2001-
4000

Yes

Frequency

Percent

Yes

Frequency

Percent

Yes

Frequency

Percent

Frequency
High

Low
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Interpretation: They are actively participating in 

voting, training sessions; welfare activities in local 

areas which have lead them for high recognition in 

their family and society which is 65% (32members) 

(J) Children Education 

Range Frequency Percent 

Increased 100 100 

Decreased 0 0 

Constant 0 0 

 

 
 

Interpretation:  Women entrepreneurs especially 

started focusing on children education, which has 

increased to 100%. The number of children of 

women entrepreneurs is not more than three and the 

average age group is 15. 

 

FINDINGS 

1. Most of women entrepreneurs are sole 

traders where the type of business 

undertaken are tailoring, flower boutiques, 

beauty parlour, curry point, home made 

foods, general stores, Private chit funds, 

textiles, vegetable shop, baby care centers, 

tutorials. 

2. The main reason for starting the business is 

to financially support to their family. 

3. They are emerging as an employer and 

employing the people in local areas in turn 

leading to the development of the society. 

4. Savings of the women entrepreneurs has 

increased rapidly. Achieving economic 

independence has increased  

5. No growth in business due to lack of capital, 

training, awareness of govt. funds, family 

support and health problem. 

6. Gender inequalities have reduced to certain 

extent. 

7. Due to multi-faceted roles, many are 

suffering from health issues. 

 

SUGGESTIONS  

1. The Government should help them in 

enhancing their education qualification by 

professional courses and technical courses 

by imparting training and awareness 

programmes. 

2. A local women entrepreneur society has to 

be formed and the inner creativity has to be 

identified by the interaction with the related 

business areas. 

3. Personal counseling has to be conducted to 

their family members for the support. 

4. Access to formal banking sector has to be 

increased. 

5. In order to avoid risk their business has to be 

insured. 

6. Women entrepreneurs can start up with new 

projects such as collective marketing, bulk 

purchasing, sharing of machinery and 

equipment, group lending., group owned 

enterprises; 

CONCLUSION 

Empowering women entrepreneurs is must for 

achieving goals of sustainable development of 

society on large. The society and the government 

should play an effective role to eliminate gender 

discrimination which allows „women‟ to be an 

entrepreneur equivalent to men. Training sessions, 

mentoring, trade fairs and exhibitions has to be 

provided by forming local women entrepreneurial 

society which acts as a source of development 

programme. 
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Abstract 

Microfinance has been present in India in 

one form or another since 1970s and is 

now widely accepted as an effective 

poverty alleviation strategy. Over the last 

five years, the microfinance industry has 

achieved significant growth in part due to 

the participation of commercial banks.The 

primary objective of this study is to 

understand the depth of financial inclusion 

in Ranga Reddy district with the help of 

SHGs promoted by Government Agencies. 

The study selected five blocks of SHGs 

consisting of 533 members. The study 

employed primary data and the required 

data for the study is collected thorough 

field observation and structured 

questionnaire, survey method with the help 

of discussions and interviews with the 

local NGOs and workers. To support and 

substantiate information and results drawn 

from the primary data, the study also uses 

secondary data like the data from records 

of SHGs , NGOs and Government 

Agencies etc.., Finally the study suggests 

that ther is a dearth of research and 

empirical evidence about the borrowings 

habits of the worlds poor. As when 

government suggests any policy 

framework towards financial inclusion it 

should necessarily address three parties ie. 

Microfinance Institutions, MFI regulators 

and Investors, Supported with roper 

amount of awareness in the industry. 

INTRODUCTION 

Microfinance is emerging as a powerful 

instrument for poverty alleviation in the 

new economy. In India, Microfinance 

scene is dominated by Self Help Group 

(SHGs)-Bank Linkage Programme as a 

cost effective mechanism for providing 

financial services to the “Unreached Poor” 

which has been successful not only in 

meeting financial needs of the rural poor 

women but also strengthen collective self 

help capacities of the poor ,leading to their 

empowerment. Rapid progress in SHG 

formation has now turned into an 

empowerment movement among women 

across the country. 

A well understood but poorly articulated 

reality of development is the role of 

women. The UN commission on status of 

women observed „ women who contribute 

half of the world‟s population by virtue of 

an accident of birth, perform two-thirds of 

the world‟s work, receive one-tenth of its 

income and owns less than one-hundredth 

of its property‟. In India, women produce 

30 percent of all food commodities 

consumed but get only 10 percent of the 

property or wealth of the country. There is 

a growing realization that rural women 

have been  underestimated and 

discriminated against all walks of life, 

despite their substantial contribution to the 

household economy and in turn, the 

national economy as such. As it is clear 



that the rights and protection of women 

from social inequalities in statute books 

are not good enough, some practical 

solutions are to be acknowledged and most 

importantly, implemented. Women have 

been deprived of economic independence. 

The empowerment of women and 

improvement of their status and economic 

role needs to be integrated into economic 

development programs, as the 

development of any country is inseparably 

linked with the status and development of 

women. Given the gender division of 

labour that prevails in India, Nutrition, 

Child health, and related matters typically 

depend mostly on women‟s actions and 

decisions. Experience has shown that 

promotion of enterprise creation and 

income generating activities among 

women would transform them from „being 

alive‟ to „living with dignity‟. One of the 

powerful approaches to women 

empowerment and rural entrepreneurship 

is the formation of Self Help Groups 

(SHGs) especially among women. This 

strategy had fetched noticeable results not 

only in India and Bangladesh but world 

over. Women being central to the entire 

development process and at the precursor 

of social transformation can be 

demonstrated with many examples that 

could include Grameen Bank‟s success, 

SHGs of ICICI Bank, Shakthi Ammas at 

HLL, Cemex, Amul, the success of Avon, 

Mary Kay, and Tupperware in US and 

other parts of the world. Micro Finance as 

a tool of poverty alleviation and women 

empowerment has gained acceptance in 

development dialogue the world over. 

There is an acute need among the poor for 

credit, both for consumption and 

production, which often forms the 

declining line between survival and 

succumbing to poverty. It has been found 

that besides food, credit is also needed for 

health, housing education. These needs are 

also critical for survival (Zeller, 2000). 

The success of SHGs as a development 

tool depends on the availability of Micro 

Finance.  

This paper tries to link all the pertinent 

points discussed above namely Micro 

Finance, SHGs and Women Empowerment 

United Nations (2001) defines 

empowerment as the processes by which 

women take control and ownership of their 

lives through expansion of their choices. 

Kabeer‟s (1998, 1999) view of 

empowerment refers to the processes by 

which those who have been denied the 

ability to make choices acquire such 

ability. The fundamentals of empowerment 

have been defined as agency (the 1 Key 

among them are: the ratification of the 

Convention on Elimination of All Forms 

of Discrimination against Women 

(CEDAW) in 1993, the Mexico Plan of 

Action (1975), the Nairobi Forward 

looking Strategies (1985) and the Beijing 



Declaration as well as the Platform for 

Action  (1995) 

 

Objective of this study : 

 The Objective of this study is to 

analyze the role of microfinance 

through Self Help Groups has an 

impact on the empowerment of 

women members. More 

specifically, in this work, we seek 

to explore if the SHG approach has 

been successful in the 

empowerment of rural women 

living in the highly patriarchal and 

traditional societies of the Ranga 

Reddy District of Telangana. 

 The prime objective of this study is 

to know the depth of financial 

inclusion in Ranga Reddy district 

with the help of SHGs promoted by 

Government Agencies. 

 To evaluate the different socio-

economic factors this has changed 

the living environment of members 

of Self Help Groups. 

 

Research Methodology: 

Data collection: The study employed 

primary data and the required data for the 

study is collected thorough field 

observation and structured questionnaire, 

survey method with the help of discussions 

and interviews with the local NGOs and 

workers. To support and substantiate 

information and results drawn from the 

primary data, the study also uses 

secondary data like the data from records 

of SHGs , NGOs and Government 

Agencies etc..,  

Sample Size : The study selected 50 SHGs 

groups consisting of 533SHG members 

spread over Bolaram, Kowkoor, Surya 

nagar, Risalabazar and Old Alwal . 

Sampling Technique: The study applied 

Random sampling technique from Ranga 

Reddy District in Telangana. 

Statistical Tools: This study employed 

Mean, correlation, standard deviation 

wherever required for analyzing data 

Selection of study area and Sample Units 

The study was carried out in selective 

clusters spread over five blocks of Ranga 

Reddy District in Telangana 

It is noteworthy to mention here that the 

Self-Help Groups in Ranga Reddy District 

are promoted by NGOs as well as 

government agencies. Due to time 

constraint the researcher has selected the 

SHGs promoted by Government Agencies. 

 

 

 

 

 

 

 

 

 

 

 

 



Table 1 

Sampling Frame of the study 

 

sources: Complied by the author. 

 

 

Data Analysis 

Structure of SHGs  

  The structure and 

characteristics of Self-Help Groups in the 

study area is presented in Table 1. It is 

noted that the average membership per 

SHG was 10.66. The study reveals that in 

the Risalabazar block, the average 

membership of the Self-Help Group is 

the Highest (11.4) and Bolaram block 

had lowest membership (10). Most of 

the members agreed that their motives 

in joining SHGs were to save money; 

some said that they joined the SHG to 

get credit to meet the unexpected cash 

demand for consumption and other 

purposes. Few opined that it led to 

social empowerment.  

 From Table 2, The Frequency of group 

meeting by SHG indicated that monthly 

meetings were most common followed by 

weekly and fortnightly. Meetings are 

arranged regularly by NGO and Groups. It 

is held in the middle of the street or in any 

members home. The absentee member has 

to pay a fine of Rs.10. The Overall 

meetings attended by the Group are more 

in weekly is Bolaram and lowest in Old 

Alwal. The percentage of members who 

attend the meeting monthly is more in 

Surya nagar followed by Old Alwal and 

Kowkoor. The Overall Percentage of 

attending meetings mothly is 86%. 

Table-2: Frequency of Group 

Meeting (percentage) 

Block SHGs SHGmembers Average 

Membership 

Bolaram 10 100 10 

Kowkoor 10 104 10.4 

Surya nagar 10 106 10.6 

 Risalabazar 10 114 11.4 

Old Alwal 10 109 10.9 

Total 50 533 10.66 

Item 

Bola 

ram 

Kow 

koor 

Surya 

nagar 

Risala 

bazar 

OldAl

wal 

Overrall 

Weekly 25 15 13 0 0 11.6 

Fortnight

ly 

25 15 0 5 0 10 

Monthly 80 90 95 75 90 86 



 

freqency of meeting 

 

 

 

Table-3  

Structure of SHG in the Study 

Area 

Structure of SHG in the study 

area 

 

 

The average savings per SHG was Rs. 

19222, The average loan amount per SHG 

was Rs. 16400, The highest saving being 

Rs32000 in Surya Nagar block and the 

lowest of Rs. 9041 in Old Alwal block. 

The highest loan per SHG is in Surya 

Nagar is Rs.33000 and the lowest is in Old 

alwal is 4000. 

Profile of SHG Members 

 

 

Profile of SHG Members 

 The average age of SHG members 

in the study area is presented in Table 3 it 

is observed that the average age of SHG 

members was 33.62years, lowest being 

32.43 years in Old Alwal block. Regarding 

the Caste profile of SHG members, the 

table shows that majority of members 

belong to Schedule Caste Community. In 

Surya nagar block it is 72%  followed by 

63 % in Kowkoor. Educational 

background of the SHG members shows 

that most of them are Illiterate. Only 7% of 

them have studied up to primary level. So 

far as the occupation of the members are 

concerned, majority of them are engaged 

in tailoring activities. As regards to 

average income per SHG, it was around 

Item Bola 

ram 

Kow 

koor 

Surya 

Nagar 

Risala 

bazar 

Old 

Alwal 

Over 

all 

Savings 

Per 

SHG 

14500 25000 32000 15569 9041 19222 

 

Loan 

Per 

SHG 

24000 13000 33000 8000 4000 16400 



Rs. 7918. It was highest in Surya nagar 

block ( Rs. 10057) followed by Kowkoor 

block ( Rs. 9223) and lowest in Old Alwal 

block (Rs. 5861). 

 

Table 3 

Profile of SHG Members 
 

Sources: Complied by the author. 

 

 

Purpose of credit Demanded 

and Utilised 

 Generally, after six months 

operation of saving account, the saving is 

pooled and used for internal lending 

among the members. The amount of loan 

and number of loans are decided by the 

members themselves depending on their 

need and urgency. 

Table 4 

Purpose of credit Demanded by 

SHG Members 

 
Sources: Complied by the author.  

 

 

Item Bola

ram 

Kow

koor 

Surya 

Nagar 

Risal

a 

baza

r 

Old 

Alwal 

Ove

rall 

Age 

33.3

7 33.77 34.18 34.40 32.43 

33.6

2 

Educatio

n   5.11 11.23 13.26 3.69 3.88 

7.43 

% of 

BCs 42 28 04 45 38 

31.4 

% of SCs 52 63 72 46 55 57.6 

% of 

others 06 9 24 09 07 

 

11.0 

Income 7867 9223 10057 6582 5861 7918 

Item Bola 

ram 

Kow 

koor 

Surya 

Nagar 

Risala 

bazar 

Old 

Alwal 

Over 

all 

Domestic 

Consumption 57.66 12.91 15.57 66.54 47.89 

 

30.53 

Health  3.22 6.87 9.50 3.56 2.27 4.37 

Festivals 6.11 9.78 8.71 2.39 2.18 5.83 

Repayment 

of Old Debts 15.67 10.66 11.52 5.68 10.59 

 

10.82 

Investments 10.89 12.57 11.66 14.05 8.67 11.56 

Others 6.45 47.21 43.04 11.34 28.4 27.28 



The purpose –wise credit demanded by the 

SHG members from the SHGs is given in 

Table 4. It is observed that most of the 

members have demanded credit for 

domestic consumption purposes. It is 

highest in Risalabazar block (67%) 

followed by Bolaram ( 57.66%) . 

Reasonable proportion of SHG members 

has demanded credit for other purposes. 

This percentage is highest in Surya nagar 

(43.04%) and lowest in Bolaram block 

(6.45%). About 11.56 percentage of credit 

was demanded for investment purposes. A 

proportion of credit was demanded by the 

SHG members for payment of old Debts. 

From the Table it is clear that a larger  

share of credit demanded by SHG 

members is being utilized for domestic 

Consumption purposes followed by 

repayment of debts and others. 

Economic Activities Covered 

by SHG members 

Table 5 reveals that most of the 

SHG members are engaged in the 

collection and processing of minor forest 

products. These products include broom 

making, cashew, Turmeric, Tamarind, 

Khalli ( leaf plates), amla,etc. Some of the 

members are engaged in individual 

business like preparing pickle, papad , 

Haldi powder , Wax , making bags, 

poultry, vegetable business, tailoring, pan 

shop, etc. They are also engaged in 

poultry, dairy and goatery business. Some 

are engaged in other activities.As there is a 

good demand for milk products, they are 

preparing sweets with milk, ghee, etc, and 

are getting good price. They earn about Rs. 

600 to Rs. 1000 per month through these 

activities. 

Table -5 

Economic Activities covered 

by SHG members 
 

  

Item Bola 

ram 

Kow 

koor 

Surya 

Nagar 

Risala 

bazar 

Old 

Alwal 

Overrall 

Goatery 10 12 10 15 15 12.4 

Individual 

Business 5 10 25 10 5 

11.00 

Dairy 

Farm 10 18 10 5 15 

12.6 

Others 5 5 15 5 5 7.00 



 

Loan Support to SHgs by 

Banks 

There is a bank linkage programme 

established to SHGs. The SHG members 

opened their accounts in various 

nationalized banks such as State Bank of 

Hyderabad, Indian Overseas Bank, Central 

Bank of India, Syndicate Bank, Andhra 

Bank, etc. 

 

SHG members are getting both internal 

loans and external loans under the security 

of NGOs. They are paying Rs.0.25 as 

interest per Rs. 100. They are also 

maintaining cashbook, membership 

register, loan register, Individual passbook 

register, etc. They are taking loans for both 

production and consumption purposes, 

State Bank  of Hyderabad has advanced 

loans of 1,30,000 to Surya Nagar Block, 

followed by Rs. 80,000 to Old Alwal 

block. 

 

Benefits Derived by SHG 

Members 

 Varieties of benefits are derived by 

the members of SHGs as presented in 

Table 6. Members of SHG increased their 

Habit of savings by 76% followed by 

Economic Independence by 67.3%, Self –

Confidence by 81.54%, Social Cohesion 

by 75.17%, Asset Ownership by 47.65% , 

Freedom from debt is 63.36% and 

additional employment  by 38.6 % 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Table-6 

Benefits Derived by SHG members 

(multiple Reasons) 

 

Figures in the table indicate percentages. 

(sources: Complied by the author) 

 

FINDINGS 

1. The SHGs have made a lasting impact 

on the lives of the women particularly 

in the areas of Ranga Reddy District 

which drastically influenced the 

quality of living 

2. Increased self-reliance and self 

confidence have improved the ability 

of women to mobilize various public 

services for their benefit. 

3. They could develop their skills and 

abilities in various productive                                                                                                                          

activities which increased their 

income, savings and consumption 

expenditure. 

4. Meetings are regularly conducted 

where in the members are getting a 

chance to exchange their views, solve 

Item Bola

ram 

Kow

koor 

Surya 

Nagar 

Risalab

azar 

Old 

Alwal 

Over

all 

Habit 

of 

Savin

gs 

75.4

4 

79.1

1 68.22 76.66 80.66 

 

76.0

0 

Econo

mic 

Indep

enden

ce 

70.0

0 

70.0

0 65.00 66.80 65.00 

 

67.3

6 

Social 

Cohes

ion 

70.0

0 

80.8

8 71.11 68.88 85.00 

 

75.1

7 

Asset 

Owne

rship 

48.3

3 

52.3

4 24.40 54.99 58.22 

 

47.6

5 

Freed

om 

from 

Debt 

49.0

0 

66.0

0 75.08 67.00 59.76 

 

63.3

6 

Additi

onal 

Empl

oyme

nt 

21.1

1 

32.8

0 41.80 38.40 58.90 

 

38.6

0 



their problems and be able to develop 

their group strength by interactions. 

5. The members started focussing on new 

businessr for financially support to 

their family 

 

SUGGESTIONS 

1. Women who have limited skillss, do not 

have autonomous access to resources 

and are dependent on husbands are 

those that benefit the least. The policy 

lesson here is that to ensure that loans 

fullfill their potential in tems of 

empowering women, institutions ought 

to first provide skills and get 

information on the existing lives of 

these women. 

2. Training in legal literacy, rights and 

gender awareness are important 

complements to micro-credit for the 

empowerment of women. The members 

should be given necessary training and 

guidance for the successful operation of 

the group.  

3. Personal counseling has to be 

conducted to their family members for 

the support. 

4. The members of the SHG should be 

more active, enthusiastic and dynamic 

to mobilize their savings by group 

activities. In this process NGO act as 

facilitator. 

5. Marketing facilities for the sale of 

products of SHG may be created. 

6. Uniformity should be maintained in 

formation and extension of financial 

assistance to them by banks in all 

blocks. 

7. Periodical exhibition at block-level may 

be organized where the product of SHG 

can be displayed. 
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ABSTRACT: 

 

This study empirically investigates the risk-return 

dynamics of the Four Firms of banking industry for 

the period of 12 months. The objective of study is to 

ascertain risk and returns of four banking firms. This 

study employed standard deviation and average 

return of each of the firm to analyze where to invest.  

This study revealed that the sizes of risks are 

different in the selected firms. They varied positively 

with the sizes of returns. In addition, correlation of 

public sector banks is negative and the correlation of 

private sector banks is also negative. But when we 

correlate public and private sector banks, they are 

positive at one point and negative at another. Most of 

the firms’ risks (standard deviation) are greater than 

Unity, which imply higher risk as compared to 

Market Portfolio. Higher the risk, higher the return. 

The outcome of this study conformed to similar 

studies in the emerging stock markets. 

Keywords: Risk-Return Characteristics, the four 

firms of banking sector, standard deviation.  

Introduction 

Stock investment is basically a long –term 

investment. Every investment carries one risk or the 

other. This existential reality is more pronounced in 

the quest for wealth through investment in stock 

markets. The stock market offers investors the 

opportunity to invest in securities of quoted firms 

such investment could be in fixed income security 

e.g. debentures, etc. or they could be in equities. Each 

of these securities offer returns to investors, 

depending on firms’ risk and the nature of the stock 

invested on. Generally, higher risk, higher returns, all 

things being constant.  

The risk and return of security in the stock market 

may differ because of different factors affecting 

securities, such as differences in structure and 

managerial capacity of different firms, different 

sectors in which they operate, the state of the 

economy, government policies as well as internal 

corporate policies, themselves
1
 (Oludoyi , 2003) 

 

The risk/return relationship is a basic concept in not 

only financial analysis, but in every part of life. If 

decisions are to lead to gain maximization, it is 

necessary that individuals/institutions consider the 

combined influence on expected return as well as on 

risk. Return is the amount which an investor actually 

earned on an investment during a certain period. 

Return comprises of interest, dividend and capital 

gains; while risk represents the uncertainty related 

with a particular task. In financial terms, risk is the 

chance or probability that a certain investment may 

or may not deliver the actual/expected returns.  

The risk and return trade off says that the potential 

return rises with an increase in risk. It is important for 

an investor to decide on a balance between the desire 

for the lowest possible risk and highest possible 

return. In this study, the risk return analyses of five 

banking firms are to be analyzed. 

The focus of the study is to protect the interest of the 

investor and show him the best investment alternative 

where he has to invest among the five banks. This is 

done with the help of statistical tools of standard 

deviation, variance and average return. 

OBJECTIVES OF THE STUDY: 

 

1. The primary objective of the study is to 

analyze the risk-return of four banks in the 

banking sector. 

2. To analyze the best bank for the investment 

purpose in these banks. 
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REVIEW OF LITERATURE: 

 

 L.C.Gupta (1981)
2
in his report it is concluded that 

the rate of return provided by equities are 

unsatisfactory because 20% of the returns for various 

holding periods are negative. The returns provide 

only a partial hedge against inflation and the 

fluctuations in returns even within a year are large 

enough to conclude that time has an important 

bearing on realized return. The risk is considerable 

even when investment is made in a portfolio of 

securities and for long periods of time.  

 

Srivastava (1984)
3
, he analyzed a cross-sectional 

study of 327 firms of Bombay Stock Exchange for 

the year 1982-83, and interpreted higher market 

prices of securities are the result of dividend rates 

associated with the organization. The study rejected 

the MM approach of negative importance of dividend 

in explaining the rates of return in Indian context.  

 

S. Natarajan , T.Muthukumaran And M. 

Rengasamy, In their paper, an attempt has been 

made to measure the impact and recovery of Global 

Financial Crises on Indian economy in general and 

on the Indian Stock Market in particular. 

Additionally, this study intends to discuss the role of 

RBI in the present context. This paper employs the 

data from April 2001 to March 2013 to investigate 

the impact on Indian stock market and the integration 

of Indian stock market and US stock market. The 

result suggests that the Indian Stock market was 

affected by the Global financial crunches and also 

shows that the recovery from the slowdown during 

the global financial crisis is well underway.  

 

SCOPE OF THE STUDY: 

The research is primarily concentrated on four stocks 

of banking sectors i.e., HDFC, ICICI, SBI and UBI. 

This paper covers risk and return analysis and the 

calculation of covariance between the public banking 

securities and private banking securities. The beta 

values of the each stock helps the investor to measure 

the risk and return helps in the investment for the 

particular security. The scope of the study is limited 

to one year. 

LIMITATIONS OF THE STUDY 

Due to certain factors they are certain limitations to 

the analysis. Those factors are limited to secondary 

data which is historical in nature and of four banking 

firms two of public sector and private sector and the 

time period of study is only of one year. 

RESEARCH METHODOLOGY 

The information which we used for the study consists 

of secondary data of NSE, various publications, 

magazine, news papers and reports prepared by 

research scholars. The period of study for analysis is 

one year. Statistical tools used are average returns, 

risk is determined with the help of standard deviation, 

variance, covariance and co-relation of different 

securities of public and private banks in banking 

sector. 

DATA ANALYSIS: 

Returns of the selected four banks in banking sector : 

DATES HDFC ICICI SBI UBI 

6/1/2015 -4.28 -6.78 -7.46 -6.32 

5/1/2015 6.25 -4.20 4.42 20.58 

4/1/2015 -3.32 4.96 1.01 -8.11 

3/2/2015 -2.97 -5.89 -10.95 -10.75 

2/2/2015 -2.17 -7.06 -2.93 -16.16 

1/1/2015 13.21 2.15 -0.93 -12.64 

12/1/2014 -0.58 403.16 -2.97 11.22 

11/3/2014 4.97 -78.43 1089.13 -4.59 

10/1/2014 4.49 13.47 -88.95 19.49 

9/1/2014 3.45 -7.92 -0.61 -9.62 

8/1/2014 1.15 5.81 0.88 9.23 
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The graph reveals that the total returns of SBI is 

higher than of other banks succeeded by ICICI bank 

and the least returns from UBI. 

MEAN: 

Calculation of mean helps us to analyze the returns of 

four different banks which help to calculate the 

variance and standard deviation 

The following table depicts the returns of four banks. 

INDEX HDFC ICICI SBI UBI 

MEAN 1.84 29.03 89.15 -0.69 

 

 

 

The individual mean of four different banks states 

that the return of SBI is high, since it is One of the 

oldest and largest financial institutions in India 

according to rediff.com, SBI’s assets in March 2012
3
. 

The return of 2
nd 

position in the selected banks is 

ICICI since ICICI Bank is India's largest private 

sector bank with total assets of Rs. 6,461.29 billion 

(US$ 103 billion) at March 31, 2015 and profit after 

tax Rs. 111.75 billion (US$ 1,788 million) for the 

year ended March 31, 2015. ICICI Bank currently 

has a network of 4,050 Branches and 12,919 ATM's 

across India
4
 followed by HDFC bank. Among them 

the least or negative returns of UBI is -0.69. 

Operating expenses of the financial year 2014-2015 

is high due to which the current rate of return has 

decline. 

 

VARIANCE: 

 

INDEX HDFC ICICI SBI UBI 

VARIANCE 25.25 14534.23 100629 160.44 

 

 

 

Variance of means is higher in case of SBI, followed 

by ICICI, UBI and the least is HDFC. Variance is 

non -negative, high variance indicates that the data 

points are very spread out around the mean and from 

each other. a small variance indicates that the data 

points tend to be very close to the mean (expected 

value) and hence to each other. In this analysis SBI 

Bank has high variance and HDFC Bank has lowest 

variance. 

STANDARD DEVIATION: 

INDEX HDFC ICICI SBI UBI 

STANDARD 

DEVIATION 5.025 120.56 317.22 12.67 

 

-10

0

10

20

30

40

50

60

70

80

90

100

HDFC ICICI SBI UBI

MEAN

MEAN

0

20000

40000

60000

80000

100000

120000

HDFC ICICI SBI UBI

VARIANCE

VARIANCE

https://en.wikipedia.org/wiki/Mean
https://en.wikipedia.org/wiki/Expected_value
https://en.wikipedia.org/wiki/Expected_value
https://en.wikipedia.org/wiki/Expected_value


4 
 

 

For every investment we have risk and return in this 

research the measurement of risk is determined by 

standard deviation. Standard deviation is very high in 

SBI than that of other four banks, but the return of 

SBI is also high. Followed by ICICI where the risk is 

high but the returns are comparatively low.  Though 

the risk is seen in UBI, the returns are in negatives. In 

HDFC, though the risk is less the returns are also 

less. Therefore more the risk yields more returns. 

CORRELATION: 

INDEX HDFC ICICI SBI UBI 

HDFC   -0.168 0.188 0.188 

ICICI     -0.276 0.331 

SBI       -0.1303 

UBI         

 

 

 

 

 

The above graph reveals that HDFC is positively 

correlated with SBI and UBI i.e. 0.188 and negatively 

correlated with ICICI.  

ICICI is negatively correlated with SBI i.e. - 0.276 

and positively correlated with UBI i.e. 0.331. 

The result of correlation is negative for public banks, 

SBI and UBI i.e. - 0.1303. 

FINDINGS: 

1. As per the study the total returns of SBI is 

higher since it is the oldest and eminent 

bank in India than of other banks succeeded 

by ICICI, HDFC and the negative returns 

from UBI. 

2. Mean helps to know the average return of 

each bank. In this analysis when we 

compare between four different banks the 

return of SBI is high, 2
nd 

position is ICICI 

since ICICI Bank is India's largest private 

sector bank followed by HDFC bank. 

Among them the least or negative returns of 

UBI is -0.69.  

 

3. Variance of means is higher in case of SBI, 

followed by ICICI, UBI and HDFC.  

4. Risk is very high in SBI than that of other 

four banks, but the return of SBI is also 

high. Followed by ICICI where the risk is 

high but the returns are comparatively low.  

Though the risk is seen in UBI, the returns 

are in negatives. In HDFC, though the risk 

is less the returns are also less. Therefore 

more the risk yields more returns. 

5. When we see the correlation both the 

private and public sector banks are 

negatively correlated. Whereas when we 

correlate one private bank i.e. HDFC and 

SBI, UBI are positively correlated i.e. 0.188 

ICICI is negatively correlated with SBI i.e. 

- 0.276 and positively correlated with UBI 

i.e. 0.331. 

SUGGESTIONS: 

We would like to suggest that UBI bank has to 

reduce the operating expenses so that it would earn 

higher returns in future. 

 As per analysis ICICI bank returns are higher than 

HDFC bank since it is the first private sector banking 

in India.   

CONCLUSIONS: 
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With the above analysis in nutshell I would conclude 

that all the returns are positive except UBI. It would 

be the best option to invest in SBI bank to fetch more 

returns for the investment. 

Reserve Bank of India has identified State Bank of 

India and ICICI Bank as systemically important 

banks in India, requiring these lenders to keep aside 

additional capital to cover risk. Their capital 

requirement rises by 0.6% and 0.2% respectively, but 

this may not have much significance because banks 

in India in general maintain more than two to three 

percentage points more capital than regulatory 

stipulation
5
.  
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Abstract: The survey conducted purpose is how 

frequently Employees they are using their credit 

cards .How they will pay the Bills purpose. Now a 

day’s Employees and professional highly they are 

using their credit cards. 

Credit cards helped shape modern society and have 

paved the way for faster, easier, convenient, and 

more secure financial transactions. Our credit 

articles are not only about the benefits of credit 

cards. They also give basic information like 

definition of your credit rating, credit scores and 

what risk they fall into, and how to choose the perfect 

credit card. Build your credit score through creative 

ways and find means to receive an unsecured loan 

even when you have bad credit. All of these and 

more, you can find here in our credit category. 

Key words: what range people they are using credit 

card in India. I have done my survey in Hyderabad. 

Introduction 

In recent years, there has been a dramatic growth in 

credit card usage among employers and business 

people. This increase in the number of employers 

holding credit cards and incurring credit card debt 

has generated concern that these employers are 

overextended and unaware of the long-term 

consequences associated with severe indebtedness. 

When other debt is added to this, such as 

entertainment shopping, the concern becomes even 

greater. 

If used responsibly, credit cards can provide a 

number of advantages to employers. Credit cards can 

be a convenient means of payment, a useful tool for 

learning financial responsibility, a resource in case of 

emergencies, a means to establishing a good credit 

history and a way to gain greater access to credit in 

the future. If credit cards are mismanaged or misused, 

however, the disadvantages can result in severe 

financial Consequences. The convenience of credit 

may tempt employees to live beyond their means. 

Excessive credit card debt and late payments can 

damage employees  ‘credit ratings and make it more 

difficult for them to obtain credit down the road. In 

addition, Inexperience with credit and a lack of 

personal financial knowledge are likely to place some 

students at greater financial risk for having large and 

perhaps unmanageable, debt burdens when they 

graduate. 

Research Objectives 

In the fall of 2014, Employees and professional were 

surveyed to determine their usage of credit cards. The 

purpose of this publication is to provide a detailed 

description of credit card usage and financial 

practices of employees and professional. Most of the 

employee’s usage of a credit card shorts the financial 

problems. 

.Research indicates that formal financial services play 

an important role in reducing the financial 

management problems of employees. The next 

section describes the survey methodology and 

characterizes the employee sample. The remaining 

sections provide detailed analysis of employee credit 

card behavior and financial practices. 

Methodology 

The main aim of the study is how frequently 

employees and professional they are using the credit 

card and also which purpose they are using the credit 

card purpose i have done my analysis . 

 For this purpose I have done my survey in 

Hyderabad I have taken 50 Samples. Data has been 

analyses using MS-Excel and Spss. To analysis 

purpose. The survey contained 15 questions and also 

sample size it should be 50.online survey purpose I 

am using the www.docs.com I used. 

 

Table I: Age of the respondents 

 Frequ

ency 

Percent Valid 

Percent 

Cumulati

ve Percent 

Valid 

25-30 27 54.0 54.0 54.0 

30-40 18 36.0 36.0 90.0 

40-50 5 10.0 10.0 100.0 

Total 50 100.0 100.0  

 

 

The above demographic table Explain 54 % 

respondents are 25-30 age below groups highly using 

the credit cards.30-40 in between Age group people 

using credit cards 36% and also the 
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The above table represents least usage of a credit 

card. 

 

Table II : Level of education of respondents 

 Frequen

cy 

Percent Valid 

Perce

nt 

Cumul

ative 

Percen

t 

Valid 

High 

school 
6 12.0 12.0 12.0 

Graduate 6 12.0 12.0 24.0 

Post 

Graduate 
38 76.0 76.0 100.0 

Total 50 100.0 100.0  

Most of the employees are post graduate level (76 

percent) reported that they were. 

 12 percent reported that they were high school and 

graduate level of Employees. 

 

Table III : Occupation of the respondents 

 Frequenc

y 

Percent Vali

d 

Perc

ent 

Cum

ulati

ve 

Perc

ent 

Valid 

Salaried 46 92.0 92.0 92.0 

Professio

nal 
4 8.0 8.0 

100.

0 

Total 50 100.0 
100.

0 

 

This table represented that majority (92 %) of the 

employees they are depending the job Remaining it 

should be a professional (8 %). 

 

 

 

Table IV: Monthly income of the respondents 

 Frequ

ency 

Percen

t 

Valid 

Percen

t 

Cum

ulati

ve 

Perc

ent 

Valid 

Up to 10000 4 8.0 8.0 8.0 

10000-20000 18 36.0 36.0 44.0 

20000-30000 8 16.0 16.0 60.0 

30000-50000 20 40.0 40.0 
100.

0 

Total 50 100.0 100.0  

Table 4 indicates monthly income more than 30000 

thousand people two third of the people is there. 

After 30000 thousand to 10000 in between people 60 

% is there. 

 

Table V: Number of credit cards held by respondents 

 Frequenc

y 

Percent Valid 

Percent 

Cumulative 

Percent 

Valid 

1 26 52.0 52.0 52.0 

2 6 12.0 12.0 64.0 

3 9 18.0 18.0 82.0 

4 4 8.0 8.0 90.0 

5 and 

above 
5 10.0 10.0 100.0 

Total 50 100.0 100.0  

Table  5 shows that slightly more than half (52 

percent) of the employees they are using only one 

credit card they  reported that .18 percent of the 

peoples they are using 3 credit cards and also above 5 

credit usage is 10 percent of the peoples is there. 

 

Table VI: Number of visits for shopping and entertainment 

 Frequenc

y 

Percent Valid Percent Cumulati

ve Percent 

Valid 

5 24 48.0 48.0 48.0 

10 7 14.0 14.0 62.0 

15 14 28.0 28.0 90.0 

25 5 10.0 10.0 100.0 

Tota

l 
50 100.0 100.0 

 

In this table represent that survey is monthly 5 times 

they are using   credit card for shopping and 

entertainment purpose is 48 percent. Then 10 % of 

the peoples regularly they are using the credit card 

for the purpose of Entertainment and shopping. 

Table VII Card usage per month 

 Frequenc

y 

Percent Valid 

Percent 

Cumulative 

Percent 

Valid 

5 25 50.0 50.0 50.0 

10 16 32.0 32.0 82.0 

15 5 10.0 10.0 92.0 

20 4 8.0 8.0 100.0 

T

ot

al 

50 100.0 100.0 

 

. 

In this table shows that monthly usage of credit card 

per month 5 times is a50 % respondents are reported. 

30 percent had to use credit cards for month 10 times 

they are using. A few people they are using credit 

card regularly 
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Table VIII: Avg monthly spending through credit 

card 

 Frequenc

y 

Percen

t 

Valid 

Percent 

Cumul

ative 

Percen

t 

Valid 

1000-

2000 
15 30.0 30.0 30.0 

2000-

3000 
3 6.0 6.0 36.0 

3000-

5000 
22 44.0 44.0 80.0 

5000an

d above 
10 20.0 20.0 100.0 

Total 50 100.0 100.0  

This table shows the information that is spending the 

amount through credit card 3000 -5000 respondents 

are 44 percent.1000 to 2000 in between spending the 

people is 30 percent. 

 

 

Table IX: Minimum purchase amount 

 Fre

que

ncy 

Percent Valid 

Percen

t 

Cumul

ative 

Percen

t 

Valid 

Up to 

1000 
5 10.0 10.0 10.0 

1000-

2000 
17 34.0 34.0 44.0 

2000-

5000 
14 28.0 28.0 72.0 

5000 and 

above 
9 18.0 18.0 90.0 

5 5 10.0 10.0 100.0 

Total 50 100.0 100.0  

 

Minimum purchase amount of credit card through 

1000 to 2000 peoples are 34 %.2000 To 5000 

respondents are 28 %.up to 1000 purchase amount 

people is 10%.  

 

Table X: Recently  purchased Product using credit 

card 

 Frequenc

y 

Perce

nt 

Valid 

Percent 

Cumulati

ve Percent 

Valid 

Elect

ronic 

Good 

29 58.0 58.0 58.0 

Garm

ents 
21 42.0 42.0 100.0 

Total 50 100.0 100.0  

Majority of the peoples recently using the credit card 

is electronic goods purchase purpose 58 % percent of 

respondents and also garments purpose using the 

credit card is 42 percent. 

 

Table XI: Credit card used to make payment of bills 

 Frequency Percent Valid 

Perce

nt 

Cumul

ative 

Percen

t 

Valid 

Electricit

y Bills 
7 14.0 14.0 14.0 

Mobile 

bills 
16 32.0 32.0 46.0 

Travel 

tickets 
19 38.0 38.0 84.0 

Movie 

tickets 
8 16.0 16.0 100.0 

Total 50 100.0 100.0  

Credit card through pay the travel tickets 38 percent 

of the peoples pay their amount. Mobile bill make a 

payment is 32 percent. Remaining few people make a 

payment for electricity bills and movie tickets 

purpose. 

 

 

Table XII: Credit Card  usage to buy products online 

 Frequenc

y 

Percent Valid 

Percent 

Cumulativ

e Percent 

Valid 

Clothes 20 40.0 40.0 40.0 

Books 16 32.0 32.0 72.0 

Cosmeti

cs 
14 28.0 28.0 100.0 

Total 50 100.0 100.0  

Table 12 shows that 40 percent of respondents 

reported that online clothes purchase purpose they are 

using their credit cards. Online books purchase 

purpose 32 percent and cosmetics purpose 28 percent 

they are using. 

 

Table XIII: Amount payer monthly on credit card 

 Frequenc

y 

Percen

t 

Valid 

Percent 

Cum

ulativ

e 

Perce

nt 

Valid 

Minimum 

due 
11 22.0 22.0 22.0 

Full 

payment 
36 72.0 72.0 94.0 

Part 

payment 
3 6.0 6.0 100.0 

Total 50 100.0 100.0  
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more than half  (72 percent) of Employees full 

payment  with at least one credit card ( Part of 

pay)pay only a portion on their bills with 6 percent 

paying only the minimum due Respondents are 22 

percent respondents reported paying their bills pay in 

each month. 

 

Table  IV Credit card bill payment made by others 

 Frequen

cy 

Percent Valid 

Perce

nt 

Cumula

tive 

Percent 

Valid 

Never 30 60.0 60.0 60.0 

Once in 

a while 
8 16.0 16.0 76.0 

Freque

ntly 
12 24.0 24.0 100.0 

Total 50 100.0 100.0  

More than half (60 percent) of the employees 

reported that their parents or others never paid their 

credit card bills. About frequently (16 percent) 

reported that their parents paid the bills once in a 

while, and a Third (24 percent) reported that their 

parents paid the bills on a more regular basis. 

 

 

Table XV: Where did you apply your credit card 

 Frequenc

y 

Percen

t 

Valid 

Percen

t 

Cumula

tive 

Percent 

Valid 

Applie

d 

throug

h 

salary 

accou

nt 

20 40.0 40.0 40.0 

Applie

d in 

bank 

branch 

8 16.0 16.0 56.0 

Applie

d 

Online 

12 24.0 24.0 80.0 

Applie

d for it 

throug

h an 

applic

ation 

receiv

ed in 

the 

mail 

10 20.0 20.0 100.0 

Total 50 100.0 100.0  

 

The most frequent ways they obtained their first 

credit card were from through their salary account or 

through a applied through online application. Few 

Employees Acquired their first card at bank branch 

few members Applied for it through an application 

received in the mail. 

 

Table XVI :Age of the respondents * Level of education of 

respondents Cross tabulation 
Count 

 Level of education of 

respondents 

Tot

al 

High 

school 

Graduat

e 

Post 

Grad

uate 

Age of the respondents 

25

-

30 

6 0 21 27 

30

-

40 

0 1 17 18 

40

-

50 

0 5 0 5 

Total 6 6 38 50 

 

Above table represents the demographic profiles and 

employee Education survey tell that most of the 

young stars (25-30) in Between age group people are 

Post Graduates.40 to 50 age group people are 6 

respondents they are Graduate and also 30-40 Age 

group people are all are they completed their Post 

graduate . 

Table XVII: Occupation of the respondents * Monthly 

income of the respondents Cross tabulation 
Count 

 Monthly income 

of the respondents 

Tot

al 

Up 

to 10000 

100

00-20000 

2

0000-

30000 

30

000-50000 

Occupation of the 

respondents 

Salaried 0 13 5 14 32 

Professi

onal 
3 0 0 0 3 

Total 3 13 5 14 35 

In this table tell represent the most of the respondents 

are employers salaries based they are working 

majority of the employers they are 10000 to 20000  

respondents are 13 members 30000 to 5000 

respondents are 14 members a few members are 

Professional. 
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Table XVIII: 

Number of visits for shopping and entertainment * 

Card usage per month Cross tabulation 
Count 

 Card usage per 

month 

T

o

t 5 10 15 20 

Number of visits for 

shopping and entertainment 

5 13 3 0 0 
1

6 

1

0 
0 5 0 0 5 

1

5 
0 4 4 3 

1

1 

2

5 
3 0 0 0 3 

Total 16 12 4 3 
3

5 

 

In this survey monthly usage of credit card for 

shopping and entertainment 13 respondents are 

monthly 5 times they are using their credit card.  A 

few respondents are regularly they are using their 

credit cards for shopping and entertainment purpose. 

 

Table XIX: Monthly income of the respondents * Avg 

monthly spending through credit card Cross tabulation 
Count 

 Avg monthly 

spending 

through credit 

card 

T

o

t

a

l 10

00

-

20

00 

200

0-

300

0 

3

0

0

0

-

5

0

0

0 

5

0

0

0

a

n

d 

a

b

o

v

e 

Monthly income of the 

respondents 

Up to 

10000 
0 0 3 0 3 

10000-

20000 
8 0 5 0 

1

3 

20000-

30000 
0 0 2 3 5 

30000-

50000 
3 2 6 3 

1

4 

Total 11 2 
1

6 
6 

3

5 

 

Who are getting Salaries 10000 to 20000 respondents 

are there usage of  credit card 1000 to 2000 

respondents are 8 members their usage of a credit 

card is high after 30000 to 50000 who are getting 

monthly salaries those respondents are members 6 

members they do the usage of credit card 3000 to 

5000. 

 

Table XX: Avg monthly spending through credit card * 

Amount paid monthly on credit card Cross tabulation 
Count 

 Amount payed 

monthly on 

credit card 

T

o

t

a

l 
Mini

mum 

due 

Fu

ll 

pa

y

m

en

t 

Pa

rt 

pa

y

m

en

t 

Avg monthly spending 

through credit card 

1000-2000 4 4 3 1

1 

2000-3000 1 1 0 2 

3000-5000 4 12 0 1

6 

5000and 

above 

0 6 0 6 

Total 9 23 3 3

5 

 

In this survey who are spending bills through credit 

card 3000 to 5000 again they will pay the bills in full 

payment 12 respondents .An and average   majority 

of the peoples they will make a full payment every 

Month. A few members they partially they are paying 

the amount. 

Suggestions and Recommendation: 

 In this survey when you have job or not in 

recession period at least you survive 3 

months to usage of credit card. 

 Credit cards can be helpful, but should only 

be used for emergencies. 

 Credit cards are really useful and 

convenient. 

 Most of the debt on my card belongs to my 

parents, who are in a debt consolidation 

program that doesn’t allow them to have 

credit. They needed help so they used my 

cards. 

 I don’t think a credit card is necessary, but it 

is useful in sticky situations. I plan on 
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applying for one soon just in case of 

emergencies. Just haven’t found the right 

one yet. 

 I am a very responsible credit card holder 

and so are many others. 

 I usually pay off my credit card with my 

income, but sometimes, very seldom, do I 

use my loan to pay for.  

 I use it often to accrue cash back money 

awards. 

 Nice to have a way to pay large sums of 

money slowly through credit card. 

 I use my credit card for internet purchases 

mostly because it is safer than using my 

debit card. 

 I think credit cards should only be used for 

emergency purchase. 

 Use a credit card instead of cash, because it 

is easier to keep track of my spending. 

 The credit card is useful when traveling 

because you don’t have to keep cash on you 

in what may be a dangerous situation. 

However, it can be tempting to use it when 

you see something that you really want, but 

don’t have the money for. 

Conclusion: 

when you have credit card and also you pay the your 

credit card bills in time you get certain benefit .when 

you delay pay the credit card bill you must pay high 

interest it’s a dis advantage. When you have credit 

card you don’t have cash itself certain time period 

you can survive. Debt is created by poor spending 

habits and irresponsibility. Debt consolidation is a 

great opportunity for employers to try, but payments 

must always be on time! 
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Abstract: 

This study is aimed to examine the long and short run impact 

of select currency exchange rate fluctuations on Indian Stock 

Market.  In order to examine in impact, the researcher has 

considered US Dollar (USD), Euro and Yuan currency 

fluctuations against Indian rupee as independent variables 

and National Stock Exchange Index for Fifty (NIFTY) as a 

dependent variable.  The study has been conducted for the 

period of five years from September 2010 to August 2015.  

The researcher has used the Unit root test, Johansen Co-

integration test, Granger Causality Test, Vector Error 

Correction Model (VECM) and Regression analysis in order 

to meet the desired objectives.  The study concludes that the 

chosen variables such as NIFTY, USD, Euro and Yuan were 

co-integrated, but the Euro and Yuan were not having long 

run association with NIFTY.  The study also concludes that 

54.59 percent variations can be examined in NIFTY with the 

select currency fluctuations. 

Key Words: 

Globalized Economy, Currency Fluctuations, Volatility, 

Exchange rate, Devaluation of currency, Stationery 

Introduction: 

In today‟s globalized economy and the international 

financial system, the effect of macroeconomic factors on 

stock markets is increasing day to day.  These 

macroeconomic factors were dominating the fundamentals 

and technicalities prevailed in the domestic markets.  In the 

recent past, Indian Stock Markets have witnessed biggest 

crash of around 7 lakh crores worth of investments have 

evaporated in a single day on 24
th

 August, 2015, the 

SENSEX fell as much as 1,741 points to its one-year low 

of 25,625, while the 50-share Nifty tumbled to 7,769
1
  for 

the reason that of China‟s decision towards devaluation of 

their currency
2
, we have also witnessed the volatility in 

global markets for Euro crisis
3

.  In this regard the 

                                                           
1
. NDTV Profit news about SENSEX and NIFTY 

2
 Devaluation" means official lowering of the value of a 

country's currency within a fixed exchange rate system, by 

which the monetary authority formally sets a new fixed rate 

with respect to a foreign reference currency. 
3  The European sovereign debt crisis occurred during 

a period of time in which several European countries faced 

researcher felt that there is a need of analyzing the short run 

and long run relation and the impact of US dollar, Euro and 

Yuan fluctuations on Indian Stock Market in order to 

examine the current market situations and to reveals the 

facts to the Investors. 

Review of Literature: 

a. Vivek Bhargava, Daniel Konku examined the impact 

of exchange rate fluctuations on US stock market returns, 

with reference to S&P 500.  Using the returns on S&P 500 

index as the dependent variable and changes in the US 

dollar-Euro exchange rates as the independent variable, 

regression technique has used to determine whether stock 

market returns depend on exchange rate. The paper also 

investigates the correlation between exchange rate and 

stock market returns to determine whether there are any 

interdependencies between the two. Using different 

GARCH models their results show the dollar appreciation 

impacts the S&P 500 negatively. Exchange rate volatility 

also increases the volatility of the S&P and reduces returns. 

b. Amare and Mohsin (2000) inspected the long-run 

association among stock prices and exchange rates for nine 

Asian countries such as Japan, Hong Kong, Taiwan, 

Singapore, Thailand, Malaysia, Korea, Indonesia, and 

Philippines. They use monthly data from January 1980 to 

June 1998 and employed co-integration technique. The 

long-run relationship between stock prices and exchange 

rates was found only for Singapore and Philippines. They 

attributed this lack of co-integration between the said 

variables to the bias created by the “omission of important 

variables”. When interest rate variable was included in their 

co-integrating equation they found co-integration between 

                                                                                                 
the collapse of financial institutions, high government debt 

and rapidly rising bond yield spreads in government 

securities. The European sovereign debt crisis started in 

2008, with the collapse of Iceland's banking system, and 

spread to primarily to Greece, Ireland and Portugal during 

2009. The debt crisis led to a crisis of confidence for 

European businesses and economies. In June 2015 Greece, 

with divided political and fiscal leadership and a continued 

recession, was facing a sovereign default. 

 



 

stock prices, exchange rates and interest rate for six of the 

nine countries. 

Golaka C. Nath* and G. P. Samanta examined the 

dynamic linkages between the foreign exchange and stock 

markets for India. Empirical results show that generally 

returns in these two markets are not inter-related, though in 

recent years, the return in stock market had causal 

influence on return in exchange rate with possibility of 

mild influence in reverse direction. These results have 

opened up some interesting issues regarding the exchange 

rate and stock price causal relationship.  

 

Reza Ahmadi, 1Mehdi Rezayi and 2Mehrzad Zakeri 

investigated the effect of exchange rate volatility on stocks 

return in different industries of listed companies in Tehran 

Stock Exchange using GJR-GARCH model. The data were 

collected monthly including seven fields of industries: 

Automotive, metals, machinery, cement, pharmacy, food 

and chemistry over 1384-1389. They find strong evidence 

of exchange rate exposure in all three aspects. This implies 

that the entire currency risk actually faced by firms is not 

fully captured by the traditional “exchange rate exposure 

coefficient” alone. 

 

Peleg Litali Ambunya This study set to establish the 

relationship between exchange rate movement and stock 

market returns volatility at the Nairobi Securities 

Exchange. The study used secondary data collected from 

the Nairobi Securities Exchange and the Central bank of 

Kenya for the period 2007-2011. The study regressed stock 

market returns volatility against exchange rate movement.  

From the regression output, the study established that 

exchange rate movements greatly affected the stock market 

return volatility owing to its information content to the 

investors. With high fluctuations in the exchange rates, the 

exchange rates movement became bigger accompanied by a 

huge stock market return volatility. Study concludes that 

there is a strong relationship between exchange rate 

movement and stock market returns volatility. This is 

especially carried through the information content of 

exchange rate movement on the security‟s business. The 

study concludes that exchange rate movement also affects 

the stock market performance greatly through its spiral 

effects.  

Gap Analysis: 

The above mentioned researchers have conducted their 

studies related to past and they have not focused on the 

current issues prevailed the in global markets such as Euro 

Crisis, Chinese‟ devaluation of currencies.   The retail 

investors were afraid of their investments due to the current 

trends prevailed in the Indian stock markets.  In this regard 

the researcher thought to focus on the current issues and 

made an attempt to find out the long and short run 

relationship between the chosen currencies and NIFTY. 

Research Methodology: 

I. Objectives of the Study: 

1. To study the long run and short run association of 

USD, Euro and Yuan with NIFTY. 

2. To analyze the impact of fluctuations on USD, 

Euro and Yuan on volatility of NIFTY. 

II. Hypothesis: 

H01: The select variables such as NIFTY, USD, 

Euro and Yuan are not stationery. 

H02: The variables are not co-integrated with each 

other. 

H03: There is no long run association among the 

chosen variables with NIFTY. 

H04: There is no short run association between 

select variables with NIFTY. 

H05: There is no impact of USD, Euro and Yuan 

on NIFTY. 

III. Scope of the study: 

The study is conducted only for three country currencies 

such as US Dollar, Euro and Yuan in order to concentrate 

on the current market conditions.  The study is also limited 

to the period of five years daily data from September, 2010 

to August 2015. 

IV. Source of data: 

The present study is depending upon the secondary data 

only.  The daily data of NIFTY and various currency values 

against Indian rupee has been taken from the website of 

National Stock Exchange, Yahoo Finance and Investing. 

 

V. Sample Size: 

The study has considered 1252 trading days‟ data from 

September 2010 to August 2015.  

VI. Tools and Techniques: 

In order to meet the desired objectives of this study the 

Researcher has used the E-Views software as a tool for 

calculations, and he has considered the following statistical 

techniques for analysis. 

a. Unit Root Test: The data used for time series analysis 

must be stationery, which means the data throughout the 

period must be in proper order, and then only it will be 

useful for time series analysis. One can use the Unit Root 

Test for understanding the stationary of the data. When the 

available data is non stationery at „level‟ after making the 

unit root test, then we should convert in to the first 

difference order and conduct the unit root test again, even 

then the data is non stationery then we should go for second 

difference order in order to get the desired data. 



 

One can analyze the results of Unit root test with the help 

of probability value.  If the probability value is less 5 

percent then we can consider that the data is stationery and 

if the probability value is greater than 5 percent then we 

can consider that the data is not stationery. 

b. Johansen Co-Integration Test: This test helps us to 

know whether the variables are co-integrated or not.  If the 

variables are co-integrated then we can use Vector Error 

Correction mode (VECM) for analyzing the long run and 

short run causality where as if the variables are not co-

integrated then one have to use Vector Auto Regressive 

(VAR) model.  This test must be conducted with the „level‟ 

data only. The test will generate various Null Hypothesis 

such as none is co-integrated, at most one is co-integrated 

etc., based on the number of variables we have chosen.  It 

will also give us the probability value for various null 

hypotheses.  If the probability value is less than 5 percent 

then we can reject the null hypothesis. 

c. Granger Casualty Test: It is used for testing the long 

run association between variables.  When the variables are 

not granger caused then we can concluded that there is no 

long run association between them.  The results of the test 

will generate different null hypothesis between variables.  

With the help of probability value in the results, one can 

conclude that, there exists a long run association between 

the variables or not. 

d. Vector Error Correction Model (VECM): This model 

helps us to find out long run and short run association 

between the dependent and independent variables.  Initially 

it generates an equation between dependent and 

independent variables. In that equation we can observe the 

long run and short run associated variables.  One can 

observe the long run association with the help of co-

efficient term and its probability value, where as when we 

wanted to find out the short run association, we should 

make another test named as „Wald test‟.  This will generate 

an F and Chi-square Statistic.  If the probability value of F 

and Chi-square statistic is less than 5 percent then we can 

conclude that the independent variables will have short run 

impact on dependent variable, where as if the probability 

value is greater than 5 percent then independent variables 

doesn‟t have short run impact on dependent variable. 

e. Regression Analysis: The regression analysis helps us to 

measure impact of Independent variables on Dependent 

variables.  The R
2 

value in the regression analysis 

calculation measure the total impact of Independent 

variables on dependent variable.  The analysis also 

generates the co-efficient and corresponding probability 

values.  If the probability value is less than 5 percent of a 

particular variable then we can consider that the 

independent variable has a significant impact on the 

dependent variable.  If the probability value is greater than 

5 percent then one can conclude that the corresponding 

independent variable is not significant to explain the 

dependent variable. 

VI. Limitations of the Study: 

Though there are other stable currencies and 

macroeconomic variables are there in economy the 

researcher has restricted the study to three currency 

fluctuations in order present the recent crashes in the Indian 

Stock markets.  

Analysis of First Hypothesis (H01) 

Results of Unit Root Test: 

         Source: E-views out put 

The above table reveals that the chosen variables such as 

NIFTY, USD, Euro and Yuan at level data are not 

stationery since the Unit Root Test „P‟ Value is greater than 

0.05 or 5 percent.  Therefore we have no evidence to reject 

the null hypothesis rather we accept the Null hypothesis 

(H01) i.e., the variables are not stationery.  

Since the non stationery data is not suitable for time series 

analysis, one must convert the data into stationery with the 

help of first difference technique. Therefore the data has 

been modified into first difference and tried to measure the 

„P‟ value for Unit Root test.  These values indicate that the 

chosen variables are stationery at first difference since „P‟ 

value is less than 5 percent. 

Analysis of Second Hypothesis (H02) 

Results of Johansen Co-Integration Test: 

        

  Source: E-views out put 

Sl.

No 

Name of 

the 

Variable 

P Value at Level 

data 

P Value at First 

Difference 

1 NIFTY 0.8442 0.00 

2 USD 0.8998 0.00 

3 Euro 0.4110 0.00 

4 Yuan 0.3627 0.00 

Unrestricted Co integration Rank Test (Trace) 

Hypothes

ized 

 

Trace 0.05 

 No. of 

CE(s) Eigen value Statistic 

Critical 

Value 

Prob

.** 

None * 0.126613 184.1403 47.85613 0.00 

At most 1 0.006224 14.64834 29.79707 

0.80

23 

At most 2 0.005441 6.831436 15.49471 

0.59

73 

At most 3 8.61E-07 0.001078 3.841466 

0.97

36 



 

The above table reveals that chosen variables are co-

integrated with each other since the Probability value of 

Johansen Co-Integration test at „None‟ is less than 0.05 or 5 

percent and the Probability value „at most 1‟, „at most 2‟, 

and „at most 3‟ variables‟ are greater than 5 percent, 

therefore we have enough evidence to reject the null 

hypothesis i.e., variables are co-integrated. 

Analysis of Third Hypothesis (H03) 

Results of Granger Casualty Test: 

 

         Source: E-views out put 

 

The above table reveals that the US Dollar has the long run 

association with NIFTY since the probability value of 

Granger causality test is less than 0.05 or 5 percent.  The 

other variables such Euro and Yuan were not having long 

run association with NIFTY.  It is also observed that 

NIFTY has long run impact on Yuan since the probability 

value (0.0268) is less than 5 percent at DNIFTY Vs 

DYuan.  Therefore we have enough evidence to reject the 

Null Hypothesis about long run association between USD 

and NIFTY although we have no evidence to reject the 

Null Hypothesis between Euro, Yuan and NIFTY. 

Analysis of Fourth Hypothesis (H04) 

Results of Vector Error Correction Model (VECM): 

 

         Source: E-views out put 

The above table concludes that there is no proper 

evidence to reject the null hypothesis about the short 

causality between NIFTY and other chosen variables, 

since the chi-square probability value (0.1691) of Wald 

test is greater than 0.05 or 5 percent.   

Analysis of Fifth Hypothesis (H05) 

Pair wise Granger Causality Test  

Sample: 9/01/2010 8/28/2015  

Lags: 4 

Null Hypothesis: Observations 

F-

Statistic Prob. 

 DUSD does not Granger 

Cause DNIFTY 1252 2.49002 0.0417 

 DNIFTY does not 

Granger Cause DUSD 

 

0.96085 0.428 

 DEURO does not 

Granger Cause DNIFTY 1252 1.44561 0.2167 

 DNIFTY does not 

Granger Cause DEURO 

 

10.2416 4.00E-08 

 DYUAN does not 

Granger Cause DNIFTY 1252 1.5143 0.1956 

 DNIFTY does not 

Granger Cause DYUAN 

 

2.75393 0.0268 

 DEURO does not 

Granger Cause DUSD 1252 1.73725 0.1394 

 DUSD does not Granger 

Cause DEURO 

 

74.3941 1.00E-56 

 DYUAN does not 

Granger Cause DUSD 1252 0.02749 0.9985 

 DUSD does not Granger 

Cause DYUAN 

 

0.45125 0.7715 

 DYUAN does not 

Granger Cause DEURO 1252 0.83022 0.5059 

 DEURO does not 

Granger Cause DYUAN   0.60619 0.6582 

Wald Test:  

Test Statistic Value df 

Probabilit

y 

F-statistic 

1.37566

4 

(12, 

1234

) 0.1709 

Chi-square 

16.5079

7 12 0.1691 

Null Hypothesis: 

C(6)=C(7)=C(8)=C(9)=C(10)=C(11)=C(12) 

        =C(13)=C(14)=C(15)=C(16)=C(17)=0  



 

Results of Regression Analysis: 

         Source: E-views out put 

The R-square value in the above table reveals that the 

independent variables such as USD, Euro and Yuan 

together can predict the NIFTY at the rate of 54.59 percent, 

and the rest of 45.41 percent of variations were dependent 

on other factors that are not included in this study. 

USD, Euro and Yuan together are significant variables to 

explain the changes in NIFTY in other words we have 

enough evidence to reject the null hypothesis (H05) since 

the probability value of F statistic (0.00) is less than 5 

percent. Independently the USD and Euro were significant 

variables and Yuan cannot be considered as significant 

variable to explain the changes in NIFTY since its 

probability value (0.2263) is greater than 5 percent.  

The above table also reveals that for every change in one 

unit of Euro, USD and Yuan leads to -93.05, 189.9055 and 

38.928 points of change respectively on NIFTY.  

Findings: 

1. The select variables such as NIFTY, USD, Euro 

and Yuan are not stationery data at level and these 

became stationery at first difference. 

2. The chosen variables are co-integrated with each 

other. 

3. Except the USD, there are no other variables have 

long run association with NIFTY. 

4. The study also found that NIFTY will show an 

impact on Yuan in long run. 

5. There is no short run causality or relationship 

between chosen variables and NIFTY. 

6. The USD, Euro and Yuan together can predict the 

NIFTY at the rate of 54.59 percent and the rest of 

45.01 percent of variations in NIFTY are due to 

other reasons that are not included in the study. 

7. The study also reveals that the NIFTY will 

witness about -93.05, 189.9 and 38.928 points 

changes for every one unit of change in Euro, 

USD and Yuan respectively. 

Conclusion: 

The study concludes that the USD has long run association 

and it is having greater impact on NIFTY where as  Euro 

and Yuan were not having long and short run association 

with NIFTY. The chosen variables will have only 54.59 

percent impact on NIFTY, and the further volatility is due 

to other reasons.  Therefore the investors need not be panic 

to invest in the market just by observing the recent 

fluctuations in market because the study found that the 

variations are only a temporary phenomenon but not a long 

run quandary. 
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Dependent Variable: NIFTY  

Variable 

Coefficien

t 

Std. 

Error 

t-

Statistic Prob.   

          

C 2145.092 227.102 9.4455 0 

EURO -93.05208 5.084052 

-

18.3027

4 0 

USD 189.9055 7.799506 24.3484 0 

YUAN 38.92833 32.15953 

1.21047

6 0.2263 

  

    

R-

squared 0.545953 

Mean 

dependen

t var 

 

6297.33

5 

Adjusted 

R-

squared 0.544866 

S.D. 

dependen

t var 

 

1190.58

1 

S.E. of 

regressio

n 803.2094 

Akaike 

info 

criterion 

 

16.2182

9 

Sum 

squared 

resid 8.08E+08 

Schwarz 

criterion 

 

16.2346

3 

Log 

likelihoo

d -10189.19 

Hannan-

Quinn 

criter. 

 

16.2244

3 

F-statistic 502.2087 

Durbin-

Watson 

stat 

 

0.02170

2 

Prob (F-

statistic) 0 

   

http://www.sayedhossain.com/
http://www.nseindia.com/
http://www.investing.com/
http://www.yahoofinance.com/
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